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ABSTRACT
SEARCH ENGINE EXCLUSION POLICIES: IMPLICATIONS ON INDEXING E-COMMERCE WEBSITES

The aim of this research was to determine how search engine exclusion policies and spam affect the indexing of e-Commerce websites. The Internet has brought along new ways of doing business. The unexpected growth of the World Wide Web made it essential for firms to adopt e-commerce as a means of obtaining a competitive edge. The introduction of e-commerce in turn facilitated the breaking down of physical barriers that were evident in traditional business operations.

It is important for e-commerce websites to attract visitors, otherwise the website content is irrelevant. Websites can be accessed through the use of search engines, and it is estimated that 88% of users start with search engines when completing tasks on the web. This has resulted in web designers aiming to have their websites appear in the top ten search engine result list, as a high placement of websites in search engines is one of the strongest contributors to a commercial website’s success.

To achieve such high rankings, web designers often adopt Search Engine Optimization (SEO) practices. Some of these practices invariably culminate in undeserving websites achieving top rankings. It is not clear how these SEO practices are viewed by search engines, as some practices that are deemed unacceptable by certain search engines are accepted by others. Furthermore, there are no clear standards for assessing what is considered good or bad SEO practices. This confuses web designers in determining what is spam, resulting in the amount of search engine spam having increased over time, impacting adversely on search engine results.
From the literature reviewed in this thesis, as well as the policies of five top search engines (Google, Yahoo!, AskJeeves, AltaVista, and Ananzi), this author was able to compile a list of what is generally considered as spam. Furthermore, 47 e-commerce websites were analysed to determine if they contain any form of spam. The five major search engines indexed some of these websites. This enabled the author to determine to what extent search engines adhere to their policies. This analysis returned two major findings. A small amount of websites contained spam, and from the pre-compiled list of spam tactics, only two were identified in the websites, namely keyword stuffing and page redirects. Of the total number of websites analysed, it was found that 21.3% of the websites contained spam.

From these findings, the research contained in this thesis concluded that search engines adhere to their own policies, but lack stringent controls for the majority of websites that contained spam, and were still listed by search engines. In this study, the author only analysed e-commerce websites, and cannot therefore generalise the results to other websites outside e-commerce.
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CHAPTER 1
BACKGROUND AND RESEARCH PROBLEM

1.1 Introduction
The Internet and its associated technologies have introduced new ways of doing business, including electronic payments for goods and services. According to Peng, Trappey and Liu (2005: 476), the development of the Internet has made it essential for firms to adopt the Internet and e-commerce as a means to obtain a competitive advantage over other firms. Other authors have indicated that e-commerce has changed business processes by breaking physical barriers that were evident in traditional business. (Darch & Lucas, 2002: 148).

It is important for e-commerce websites to attract visitors, and one way of accessing these websites is through the use of search engines (Thelwall, 2000a: 150). Ranking high in search engines can be considered a competitive strategy. According to a study done by Nielsen (2004b), 88% of users start with search engines when assessing sites on the web. This has resulted in website owners adopting certain practices to ensure that they gain top rankings in search engine results. Fetterly, Manasse and Najork (2004), are of the opinion that high placement in search engines is one of the strongest contributors to a commercial website’s success. According to Henzinger, Motwani and Silverstein (2002), the exclusion of a website from the top ten results of a search engine result list will lead to only a few users actually visiting a site.

Web designers aim to have their website listed in the top ten search results of search engines (Sullivan, 2002c). To achieve these high rankings, web designers use Search Engine Optimization (SEO) practices that are often adopted to assist websites to achieve top rankings (Machill, Neuberger & Schindler, 2003: 54). Henzinger et al. (2002) substantiate this argument by
stating that some web designers deliberately manipulate their ranking on search engines. It is not clear how search engines view some of these SEO practices. In addition, there are no clear standards for assessing what are considered good or bad SEO practices. Most search engine policies are vague as to what is considered spam (Sullivan, 2001b). According to Perkins (2001), spam is defined as “any attempt to deceive a search engine’s relevancy ranking”. This type of spam is different from the traditional email spam, which refers to sending a bulk of messages to different email addresses without the consent of the email account holder (Adam, 2002: 91).

Gyöngyi and Garcia-Molina (2005) are of the opinion that the amount of search engine spam has increased. These authors also state that the consequences of spamming include the fact that search engine indices are inflated with useless pages, resulting in an increase in the cost of each processed query.

1.2 Research Background
There is a low level of understanding of how certain SEO practices or spam lead to indexing or exclusion of websites by search engines. It is also unclear what standards various search engines apply in dealing with SEO practices. Most search engine policies are vague as to what is considered spam (Sullivan, 2001b). Some practices that are deemed unacceptable by one search engine will not necessarily be deemed as such by another search engine, which then results in web designers not having clear guidelines as to what is considered to be spam.

According to Thelwall (2001: 114), the higher a website appears in a search engine’s ranking, the more exposure and traffic that particular website will receive. Research done by Zhang and Dimitroff, (2004: 666) indicates that most users examine only the top ten results in search engine result lists while only 1% of users look at websites that appear on the third page and beyond.
of search engine result lists. Website designers want to obtain the highest rank among competitors and often go to great lengths to ensure that their websites receive a top ranking (Alimohammadi, 2004: 222). These designers at times deploy questionable SEO practices, also known as spam, like doorway pages, cloaking, keyword stuffing and page jacking to increase their website’s traffic. Some of these practices aim to trick search engines into giving undeserving websites higher rankings. Instead of lifting the rankings, this could result in these websites being excluded from search engine indices (Anon, 2002; Sullivan, 2003a).

As part of the continuing battle against those that apply spam tactics, many search engine designers have tightened their site’s eligibility policies (Dahm, 2000). Penalties are often imposed on websites that do not comply with these policies. However, not all search engines are strict about penalties resulting in websites contravening these policies as penalties are not readily imposed by search engines (Anon, 2002). According to Henzinger et al. (2002), without penalties, the quality of rankings in search engines suffers and this subsequently leads to users not getting what they want from search engines.

Research done by Sullivan (2001b) has indicated that while some search engines have guidelines against cloaking, others not only allow it but practice it themselves. Sullivan (2001b) further claims that he does not consider cloaking to be spam because it does nothing to satisfy a search engine’s algorithm. Sullivan (2003a) goes on to say that cloaking is just a way of delivering targeted content, and unlike a doorway page, it is not spam.

According to Oppenheim, Morris, Mcknight and Lowley (2000: 193), the major problems of evaluating search engines is that the search mechanisms and user interfaces are always changing and developing, making it difficult to have a specific methodology for the evaluation of search engines.
1.3 Research problem
The research problem addressed in this thesis is the fact that there are no standard guidelines for e-commerce website designers with respect to the interpretation of search engine exclusion policies. Furthermore, this study also attempts to explore gaps between the search engine policies and their indexing criteria. The search engine policies that will be examined are four international search engines namely Google, Yahoo! AltaVista and AskJeeves, as well as one local search engine namely Ananzi. The four international search engines are considered to be the top search tools (Sullivan, 2004a), while Ananzi is said to be South Africa’s largest search engine (Ananzi, 2005c). The exclusion policies of these search engines will be evaluated and compared.

1.4 Aim of the thesis
Ranking high of websites is of importance to website designers. The aim of this research was to determine how search engine exclusion policies and spam affect the indexing of e-Commerce websites. This study will show the level of adherence of search engines to their own exclusion policies. It will also assist web designers to identify which SEO tactics should be avoided by:

- Reporting on the policies of Google, Yahoo!, AskJeeves, AltaVista and Ananzi.
- Providing a guideline for web designers that will enable them to identify which visibility enhancing factors to avoid when using the above mentioned search engines as their main source/provider.

It is furthermore envisaged that such a publication will help in the policy analysis and establishment of standardisation of search engine policies for e-commerce website designers.
1.5 Research question
The following will serve as the research question in support of the problem statement in this thesis:

• How do the exclusion policies of the five search engines impact the chances of indexing a website which contravenes the accepted SEO practices of the search engines?

1.6 Investigative questions
According to Cooper and Schindler (2003: 75), investigative questions reveal information needed to answer a research question. The following investigative questions were formulated in support of the research question:

• What do search engines consider as spam?
• What are the implications of spam on indexing e-commerce websites?
• How do search engines adhere to/deviate from their own policies?

1.7 Research design and methodology
In this thesis, a qualitative research strategy was deployed. Data was collected, analysed and quantified, as described below.

1.7.1 Data collection and sample size
E-commerce websites were obtained from the Cape Chamber of Commerce website as well as www.onlineshopping.co.za, which is South Africa’s online shopping network. More websites were retrieved from Ananzi’s shopping and auctions page. The author ended up with a final population of 4985. From this list the author applied judgemental sampling to extract fully functional e-commerce websites. The resultant list contained 136 websites, details of which are contained in Appendix A. A filtering process was applied by making use of keyword verification software provided by Marketleap. This software determined whether the websites were indexed by the search engines. The limitation of this software was that it did not analyse Ananzi and Askjeeves, culminating in the author manually visiting these search engines to determine
whether the 136 sample websites were listed or not. Furthermore, random sampling was applied to these websites yielding the final list of 51 (see Appendix B). However, during the analysis of the websites, four were no longer operational (see Appendix D), culminating in the study focusing on five search engines as well as 47 websites.

1.7.2 Data analysis
For each search engine, a checklist of what is considered spam was compiled after evaluation of the search engine policies. More spam tactics were derived from the literature review. The list was then tabulated. However, there were some spam tactics that were listed under certain search engines while not listed in others. To reduce the list of prohibited SEO practices to a manageable size, the author applied judgemental sampling by selecting practices which were detectable by humans, and not only by search engine spiders. The 47 pre-selected e-commerce websites were checked against the prohibited SEO practices. The result of the checklist process was compared to the expected outcome, assuming all search engines adhered to their policies. The implications of the spam techniques were determined by examining whether the websites that have been indexed by the search engines contained any spam that the search engines prohibit (see Appendix C), as well as whether or not the websites that were not indexed contained any spam.

1.7.3 Results and conclusions
The results of this study were obtained from determining whether any of the websites contained what is considered as spam. The analysis of the 47 websites showed two major findings. In the first instance, a small number of the analysed websites contained spam, and in the second instance there were only two types of spam identified, namely keyword stuffing and page redirects. From these findings, it was concluded that to a greater extent the five major search engines comply with their exclusion policies, but lack
 stricter controls for the minority of websites containing what was identified as spam. A further finding returned that not all search engines registered all the websites that contained spam.

1.8 Limitations of the research
This research was limited to the following:

- Five search engines, namely Google, Yahoo!, AskJeeves, AltaVista and Ananzi.
- Forty-seven fully functional randomly selected e-commerce websites.
- As search tools are continuously changing and developing, this study would only be concluded valid for a period of time.
- Some SEO practices that have been identified by the author as spam were obtained from the identified search engine policies as well as the literature review, and it is possible that certain practices were inadvertently being excluded from the evaluation.
- Spam techniques used in the analysis will be limited to those techniques that can be detected by humans, and not only search engine crawlers.

1.9 Chapter Overview
This thesis comprises of the following chapters:

- **Chapter 1:** This chapter contains a high level background to the research problem as well as the research process to be followed. The research design and methodology is discussed and the research constraints listed.

- **Chapter 2:** Chapter 2 will focus on an in-depth literature review.

- **Chapter 3:** In this chapter, the survey environment will be analysed in detail. The approach to data collection will be explained and various research methods listed, while justifying the chosen research method for this thesis.
• **Chapter 4:** In this chapter, the data that has been collected will be analysed. The results will be mapped to the literature review which was conducted in Chapter 2.

• **Chapter 5:** A conclusion will be drawn based on the analysis of the data in Chapter 4.

1.10 **Conclusion**

The growth of the Internet has driven companies to adopt e-commerce and trade online. However, a website that cannot be found by users is practically worthless. With the assistance of search engines, users are able to find these websites on the Internet. E-commerce web designers have realised the commercial potential of appearing in the top result list of search engines. Strategies are sometimes adopted to increase the visibility and rankings of the websites in search engines.

As a rule, search engines have policies that determine which websites will be included in their index. Adherence to these policies has implications as search engines warn against web designers that do not adhere to these policies and thus impose penalties on such websites. Penalties imposed are sometimes as severe as banning websites from search engine results, and subsequently impacting upon the website’s commercial success of being on the Internet.

In this thesis, the author will establish to what extent search engines adhere to their own policies as well as the implications that spam has on indexing websites. A guideline for web designers on which visibility enhancing tactics should be avoided will result from this research.
CHAPTER 2
LITERATURE REVIEW

2.1 Introduction
The Internet, which was first developed during the 1960’s by the US Department of Defence Research Project Agency, was originally designed to link researchers and defence contractors. Its use spread to academics in the 1970’s, to interlink research groups across different universities (Wilson, 2000: 99). The use of the Internet spread beyond academic and military communities only in the late 1980’s (Boyes & Irani, 2004: 191). Some authors have defined it as “a vast computer network interconnected globally” (Palumbo & Herbig, 1998: 253).

According to Brinkley and Burke (1995: 3), the Internet was primarily a communications tool, but has grown to become a very important information resource, which has developed and changed exponentially over the years. The Internet, which is also referred to as the web, was built on a foundation of a set of standards that are set by the WWW Consortium (W3C) (Hart & Rolletschek, 2003: 11). Research done by Van der Walt (1998) has classified the Internet as “a means of creating information that can have a global reach”. The current estimate of Internet users is now 6 billion world wide, with 56.4% of the users coming from Asia, while Africa carries the lowest percentage of Internet users at just 1.8% of the world population (Anon, 2005b). This implies that the majority of Internet users can be found within the developed countries of the world as illustrated in Table 2.1.
TABLE 2.1: World Internet usage population statistics *(Source: Anon, 2005b)*.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Africa</td>
<td>896,721,874</td>
<td>14.0 %</td>
<td>16,174,600</td>
<td>258.3 %</td>
<td>1.8 %</td>
<td>1.7 %</td>
</tr>
<tr>
<td>Asia</td>
<td>3,622,994,130</td>
<td>56.4 %</td>
<td>323,756,956</td>
<td>183.2 %</td>
<td>8.9 %</td>
<td>34.5 %</td>
</tr>
<tr>
<td>Europe</td>
<td>731,018,523</td>
<td>11.4 %</td>
<td>269,036,096</td>
<td>161.0 %</td>
<td>36.8 %</td>
<td>28.7 %</td>
</tr>
<tr>
<td>Middle East</td>
<td>260,814,179</td>
<td>4.1 %</td>
<td>21,770,700</td>
<td>311.9 %</td>
<td>8.3 %</td>
<td>2.3 %</td>
</tr>
<tr>
<td>North America</td>
<td>328,387,059</td>
<td>5.1 %</td>
<td>223,392,807</td>
<td>106.7 %</td>
<td>68.0 %</td>
<td>23.8 %</td>
</tr>
<tr>
<td>Latin America/Caribbean</td>
<td>546,723,509</td>
<td>8.5 %</td>
<td>68,130,804</td>
<td>277.1 %</td>
<td>12.5 %</td>
<td>7.3 %</td>
</tr>
<tr>
<td>Oceania/Australia</td>
<td>33,443,448</td>
<td>0.5 %</td>
<td>16,448,966</td>
<td>115.9 %</td>
<td>49.2 %</td>
<td>1.8 %</td>
</tr>
<tr>
<td><strong>WORLD TOTAL</strong></td>
<td><strong>6,420,102,722</strong></td>
<td><strong>100.0 %</strong></td>
<td><strong>938,710,929</strong></td>
<td><strong>160.0 %</strong></td>
<td><strong>14.6 %</strong></td>
<td><strong>100.0 %</strong></td>
</tr>
</tbody>
</table>

According to Vaughan (1999: 89), the Internet has been classified as the most significant development in telecommunications since the invention of the telephone. It reached a market share of 25% in just seven years, making it the fastest growing technology surpassing that of the television, which took 26 years and the telephone, which took 35 years to reach the same market share (Anon, 2005b). Graph 2.1 illustrates the comparative timeframes of several technologies including the Internet, in reaching 25% market share.
Over the years of technology development and use, the term web has often been used to describe the Internet. For the purpose of this research the terms the web and the Internet will be used interchangeably.

According to Green (2000: 124), the web can be divided into two distinct elements, namely the invisible web and the visible web.

2.2 The visible and invisible web
2.2.1 The visible web
Sherman and Price (2002: 55) define the visible web as “webpages that search engines have chosen to index”. All the information that is retrievable via search engines forms part of the visible web. Webpages that have been created manually by web designers, also known as static webpages make up the visible web (Green, 2000: 124).

2.2.2 The invisible web
McGuigan (2003: 68), defines the invisible web as “content that exists within the world wide web but cannot be located through the use of search tools”,
while Ru and Horowitz (2005: 249) define the invisible web as ‘a vast collection of information that is accessible via the world wide web, but is not indexed by search engines’. These authors further state that the invisible web is made up mostly of the content of many specialized databases, and that these databases are only accessible by filling out a form on a webpage and submitting it to the databases. While access to these databases is sometimes restricted, research has shown that about 95% of the invisible web is publicly accessible (Ru & Horowitz, 2005: 250). A study done by BrightPlanet (2005) indicates that the invisible web is actually 500 times bigger than the visible web, while McGuigan (2003: 68) also found that the invisible web is significantly larger that the visible web.

There are a plethora of reasons why search engines do not index some pages, which ultimately culminate in being part of the invisible web. McGuigan (2003: 69) states that some reasons why some webpages are not retrieved by search engine spiders include either programming of the spiders, the formats of the databases or the formats of some scanned images. The same author also cites search engine policy decisions as reasons for the existence of the invisible web, as well as some pages that have been programmed to be invisible by the web designers. Research done by Ru and Horowitz (2005: 250) indicates that another reason for the existence of the invisible web is the fact that search engine spiders do not crawl dynamically generated pages. These authors also state that certain audio/video clips, flash movies and documents in non-standard formats are often not indexed by search engines while Sherman and Price (2002: 59) argue that much of the invisible web is hidden because search engines deliberately choose to exclude certain formats of web content. Despite all the reasons why search engines do not index some webpages, it is possible that some of these pages contain potentially essential information. (Sullivan, 2003b) substantiates this argument by stating that by indexing more webpages, search engines are likely to retrieve more relevant results.
As indicated by research done by Van der Westhuizen (2001), Adobe Portable Document Format (PDF) files were previously part of the pages that were not indexed by search engines until Google introduced a feature that enabled searchers to find information contained in PDF format.

The fact that the invisible web exists indicates to an extent the indexing capabilities of search engines. It is therefore essential for web designers to ensure that they are aware of these capabilities, and design websites that will form part of the visible web. Dynamically generated pages are one of the few reasons for the existence of the invisible web and therefore should be avoided by web designers. Due to the size of the invisible web, it is possible that search engines are excluding relevant information from their indices (BrightPlanet, 2005). Studies have shown that in some instances the search interfaces of invisible websites are indexed, but Ru and Horwitz (2005: 261) argue that this is not sufficient as there may be content within the site that users are unable to access.

2.3 Search tools
2.3.1 Background and History
The average user of the Internet is faced with the daunting task of having to find relevant information on the Internet (Machill et al., 2003: 52). Search engines have made this task much easier. Before the existence of search engines, the task was almost impossible. This transposed into the requirement to know the exact Uniform Resource Locator (URL). A URL is described as the address of a file on the Internet (Thurow, 2003: 14). Search engines help assist the user with retrieving information from the Internet (Machill et al., 2003: 52).

One of the earliest search engines to be developed was Archie. This search engine allowed keyword searching of file names from a database that was accessible via a File Transfer Protocol (FTP). FTP refers to the protocol that
governs the transfer of files across the Internet. This database was also accessible via a network of Archie servers that offered local access to a copy of the Archie database. Searching via Archie retrieved references to files that were stored on many different locations. The nearest copy of this file would then be retrieved via FTP. Another early search engine to be developed was the Wide Area Information Server (WAIS). This search engine allowed keyword searching of files like documents as well as mailing lists. Unlike current search engines, WAIS did not allow Boolean searching for documents, but instead relied on best-match search techniques. These techniques presented results in relevance-ranking order (Poulter, 1997: 131-133).

Before the existence of the web, a protocol called Gopher was used to publish information on the Internet. Veronica, a search engine primarily designed for Gopher was then developed. Unlike WAIS, this search engine supported Boolean searching and searched Gopher menu item descriptions that were located in databases around the world. Multiple search queries that did not contain any Boolean operators automatically defaulted to the AND operator. Another functionality of the Veronica search engine was that searchers had the option of limiting the resources retrieved (Poulter, 1997: 133). Gophers were in existence for just a couple of years when they were superseded by the development of the web, which ultimately led to the demise of the Veronica search engine. Even though the web was successor to the Gopher, it still retained some of Gopher functionalities. Poulter (1997: 134) is of the opinion that the search features of the web browser clients had the same functionality as Gopher. However, this author also states that one new feature of the web was that it could be accessed by a client running under a Graphical User Interface (GUI), while webpages could display text, graphics as well as other multimedia resources. Unlike Gopher which had only one dedicated search engine designed for it, the development of the web resulted in the development of a multitude of search engines (Poulter, 1997:
This sequence of events in development of search engines is illustrated in Table 2.2.


<table>
<thead>
<tr>
<th>Year</th>
<th>Search Service</th>
</tr>
</thead>
<tbody>
<tr>
<td>1945</td>
<td>Vannevar Bush Proposes “MEMEX”</td>
</tr>
<tr>
<td>1965</td>
<td>Hypertext Coined by Ted Nelson</td>
</tr>
<tr>
<td>1972</td>
<td>Dialog – First Commercial Proprietary System</td>
</tr>
<tr>
<td>1986</td>
<td>OWL Guide Hypermedia Browser</td>
</tr>
<tr>
<td>1990</td>
<td>Archie &amp; the Web</td>
</tr>
<tr>
<td>1991</td>
<td>Gopher</td>
</tr>
<tr>
<td>1993</td>
<td>ALIWEB, WWWWander, JumpStation, WWWWORM</td>
</tr>
<tr>
<td>1994</td>
<td>ELNet Galaxy, WebCrawler, Lycos, Yahoo!</td>
</tr>
<tr>
<td>1995</td>
<td>Infoseek, SavvySearch, AltaVista, MetaCrawler, Excite</td>
</tr>
<tr>
<td>1996</td>
<td>HotBot, LookSmart</td>
</tr>
<tr>
<td>1997</td>
<td>NorthernLight</td>
</tr>
<tr>
<td>1998</td>
<td>Google, InvisibleWeb.com</td>
</tr>
<tr>
<td>1999</td>
<td>FAST</td>
</tr>
<tr>
<td>2000+</td>
<td>Hundreds of search tools</td>
</tr>
</tbody>
</table>

2.3.2 Types

Search engines and directories are considered as two of the most important tools for locating/retrieving information (Thelwall, 2002b: 101) and are also seen as the primary tools for users to find websites (Sullivan, 2002c). The following search engines have been classified as top choices for users when choosing search tools.

- Google.
- Yahoo!
• AskJeeves.
• AltaVista.
• AOL.
• MSN (Thelwall, 2002b: 101; Nielsen, 2004a; Sullivan, 2004c).

The tools that receive the most traffic according to Nielsen/Netratings (2005) are reflected in Table 2.3.

**TABLE 2.3**: Top search tools in 2005 *(Source: Nielsen/Netratings, 2005)*.

<table>
<thead>
<tr>
<th>Position</th>
<th>Provider</th>
<th>June 05</th>
<th>July 05</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Google Search</td>
<td>47.0%</td>
<td>46.2%</td>
</tr>
<tr>
<td>2</td>
<td>Yahoo! Search</td>
<td>22.3%</td>
<td>22.5%</td>
</tr>
<tr>
<td>3</td>
<td>MSN Search</td>
<td>12.5%</td>
<td>12.6%</td>
</tr>
<tr>
<td>4</td>
<td>AOL Search</td>
<td>5.5%</td>
<td>5.4%</td>
</tr>
<tr>
<td>5</td>
<td>My Way Search</td>
<td>1.8%</td>
<td>2.2%</td>
</tr>
<tr>
<td>6</td>
<td>AskJeeves Search</td>
<td>1.8%</td>
<td>1.6%</td>
</tr>
<tr>
<td>7</td>
<td>Netscape Search</td>
<td>0.9%</td>
<td>1.6%</td>
</tr>
<tr>
<td>8</td>
<td>Dogpile.com Search</td>
<td>0.8%</td>
<td>0.9%</td>
</tr>
<tr>
<td>9</td>
<td>iWon Search</td>
<td>1.0%</td>
<td>0.9%</td>
</tr>
<tr>
<td>10</td>
<td>EarthLink Search</td>
<td>0.8%</td>
<td>0.8%</td>
</tr>
</tbody>
</table>

According to Sullivan (2002d), search tools can be categorised as either crawler-based search engines, directories or meta search engines.

### 2.3.2.1 Crawler-based search engines

Crawler-based search engines create their listings automatically (Sullivan, 2002b). To compile their databases, search engines rely on computer programs called robots or spiders which crawl the web by following links and indexing each site they visit (Shenton, 2001). Search engines have two
primary functions namely, to index as many websites as possible, as well as to retrieve the most appropriate websites and pages requested by a user (Sekhar, 2002: 8). Furthermore, they are used to locate information on the web, whether relevant or not (Alimohammadi, 2003: 238).

Crawler-based search engines follow a set of rules known as algorithms to determine relevancy of a search query to a webpage. Each search engine uses its own criteria to decide what to include in its database. Some search engines index each individual page in a website, while others index only the main page of a website (Anon, 2001). Different search engines have different indexing strategies and ranking algorithms (Zhang & Dimitroff, 2004: 666).

Crawler-based search engines have three major elements, namely the search engine spider, the index and the search engine software (Sullivan, 2002b).

- **Search engine spider**
  The spider, also referred to as a crawler or robot, is an automated program which visits a webpage. It then reads the webpage and follows links from that webpage to other pages (Sullivan, 2002b). According to Thurow (2003: 15), search engine spiders are continuously crawling the web, resulting in their indices being constantly updated. If a webpage has no in-bound links pointing to itself, it is highly likely that spiders will not find it (Sullivan, 2002b). Furthermore, the only way a new page that has no external links to it can get into a search engine index is through a manual request for inclusion. The URL of the page is sent to the search engine companies with a request for it to be included.

- **Index**
  According to Sullivan (2002d), the detail collected by the spider is deposited into the second part of a search engine known as the index. It contains a copy of every webpage that the spider finds. The search index in addition
contains full-text indices of webpages. Green (2000: 126) refers to the index as the main element of any search engine. This author further states that the index is what a user interrogates when searching for webpages on the web. When a user performs a search query to a search engine, the user is actually searching the full-text index of the retrieved pages by the spider and not the web itself (Thurow, 2003: 15). Green (2000: 126) expresses the same opinion by stating that it is impossible to search the web directly and that all search engines do is search their compiled databases of indexed websites. Some webpages that have been crawled by the spider take a while to be added to the index and until the webpage is indexed, it is not available to search engine users (Sullivan, 2002b).

- **Search engine software**

The search engine software is the component that matches a search query and retrieves pages that it believes are the most relevant (Sullivan, 2002b). This software matches the words that have been typed as search keywords with a webpage that is most likely to contain the information that the user is looking for. The search engine software is also known as a query processor (Thurow, 2003:16). The ranking of the matching websites is determined by the search engine’s algorithm, and these differ from search engine to search engine (Green, 2000:126).

According to Thurow (2003:15), search engine spiders are constantly crawling the web. The size of search engines indices cannot therefore remain constant. The crawling methodology of webpages by search engine spiders is depicted in Figure 2.1.
2.3.2.2 Directories

According to Sullivan (2002d), directories are often equated to search engines, yet they are completely different. Unlike search engines, directories use human editors which review and index websites. Green (2000: 125) has described a directory as ‘a predefined list of websites compiled by human editors and categorized according to a certain topic or subject’. The same author claims that websites that are listed in a directory are likely to stay there longer than websites that have been indexed by a search engine, due to the manual process involved in compiling a directory.

One of the earliest directories to be developed was the World Wide Web Virtual Library. This directory presented an alphabetical index of subjects. Each of these subjects had links to other sites and also contained brief
descriptions of the contents of the sites they were linked to (Poulter, 1997: 136).

When a site is submitted to a directory, the site is reviewed by a human editor, who also determines whether the website should be included in the directory. Websites that are listed in directories are sorted per category. (Thurow, 2003: 31).

Sullivan (2002d) argues that even though web directories tend to have smaller indices, they tend to be ‘cleaner’. Another author states that the smaller indices have resulted in search results of a directory being supplemented with additional results from a search engine partner, also known as fall through results. Furthermore, unlike search engines that list individual webpages, directories list the entire website (Thurow, 2003: 27-28).

Although directories perform the same functions, they are subject to variations. According to Poulter (1997: 136), directories vary in the subjects they cover, in the way the directory structures are organized, and in terms of the content descriptions that they use. According to another author, there are several main categories in a directory listing with each main category having a sub category and subsequent sub categories (Anon, 2001). Table 2.3 lists some differences between search engines and directories.
TABLE 2.4: Differences between search engines and directories (Sources: Anon, 2001; Sherman and Price, 2002: 36).

<table>
<thead>
<tr>
<th>Directory</th>
<th>Search engine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edited by a human reviewer</td>
<td>Crawled by a robot ‘spider’</td>
</tr>
<tr>
<td>Meta-tags are not considered</td>
<td>Meta- and title-tags considered</td>
</tr>
<tr>
<td>HTML code not very important</td>
<td>HTML code extremely important</td>
</tr>
<tr>
<td>Most allow paid submission</td>
<td>Few allow paid submission</td>
</tr>
<tr>
<td>Quality of site very important</td>
<td>Quality of site not very important</td>
</tr>
<tr>
<td>Small in size</td>
<td>No size restrictions</td>
</tr>
<tr>
<td>Often points to a website home page and not deeper</td>
<td>Typically indexes the full text of pages</td>
</tr>
</tbody>
</table>

According to Thurow (2003: 29), top directory listings are based on the following criteria:

- The directory category.
- The website’s title.
- The website’s description.

Research done by Thurow (2003: 32-33) has produced the following as some characteristics that directory editors consider to determine whether or not to include a website in the directory.

- **Unique content**

  A website should contain some unique content as directory editors do not want to place sites with identical information in the same category. The content of the website should add value to the directory’s category. A web designer can prove that the content is unique by either using the description section or the extra comments field in the submission form.
• **Most appropriate category**
A website’s content must accurately reflect the category that the site is to be listed under, and it should be similar, and unique to the other sites listed in the same category.

• **Legitimate organization/company**
Editors want legitimate companies listed in their commercial categories. Thurow (2003: 32) states that having a virtual domain, e.g. (www.companyname.com) is usually an indication that the company is legitimate. However, directory editors also have extra requirements for e-commerce websites. They require that these sites should have items such as secure credit card processing, return policies or money back guarantee and a physical address.

• **Accurate description**
The description that is submitted to directory editors should accurately reflect the content of the website that is being submitted.
Figure 2.2 depicts the process of submitting a website to a directory (Thurow, 2003: 31).

2.3.3 Search engine submission

2.3.3.1 Search engines

According to Sullivan (2004c), Google is one of the most important crawler-based search engines. Sullivan points to the fact that the best way to get a website listed in crawler-based search engines is to build links to that particular website. Furthermore, crawlers follow links, so the more relevant links there are pointing to a website, the more chances there are that the crawlers will find it. However web designers need to exercise caution as too many links can be passed off as spam by some search engines (Sullivan 2004c).
2.3.3.2 Directories
Shenton (2001) argues that unlike search engines that look at a website’s code or other elements in the likes of link popularity, directory editors are more concerned with the actual content of the website. The same author states that when submitting to a directory, the website needs to be fully functional, well designed and content rich for it to be listed (Shenton, 2001). The same author lists the following as tactics that can get a website rejected by a directory, and should be avoided:

- Temporary sites.
- Sites that are still under construction.
- Dead links.
- Sites with little content or consisting of only lists of links.

Furthermore, Shenton (2001) has identified the following as strategies that will increase the chance of a website being accepted by a directory:

- Fast-loading well designed pages.
- Useful content.
- Full functionality of the website.
- Interactivity of the website.
- An appropriate category and description.

2.3.3.3 Automatic submission
According to Dunn (2004), automatic submission is a process of using software to automatically submit websites, sometimes submitting the same website repeatedly. This author also points out that the repeated submission of a website maybe classified as spam, while another author has stated the following;
“Auto-submission software is (and always have been) a violation of the submission procedure. Site submitted automatically are flagged and deleted after the submission is accepted without notification. Persistent automatic submission may force us to ban you from dmoz site, so we can provide resources to real human beings” (Anon, 2004b).

Figure 2.3 represents an automatic submission website.

2.3.4 Indexing websites

Indexing of websites is important to ensure that websites appear in search engine result lists. Wilson (2002) is of the opinion that indexing is an important element of information retrieval because it enables users to search for information from websites that have been indexed, by using keywords that
are relevant to a particular website. The same author states that indexing involves the process of making documents retrievable. Garofalakis, Kappos and Makris (2002: 43) have indicated that search engines index websites using their own techniques, also known as algorithms.

According to Thurow (2003: 15), a search engine index contains full-text indices of webpages. This index is compiled as a result of spiders that retrieve pages to include in the index. Research done by Thelwall (2002a: 124) indicates that search engines index only a fraction of the web. Thelwall further states that it is important to consider the algorithm of search engines, because it represents the criterion that is used to determine whether to index websites or not (Thelwall, 2002a: 125). According to Thurow (2003: 15), search engines update their indices about every four to six weeks while Sullivan (2004g) is of the opinion that search engines automatically visit webpages to compile their listings.

Wilson (2002) has classified indexing under the following categories.

- Automatic indexing
  Under this category, webpages are indexed by search engine spiders. These spiders crawl the web by following links and indexing websites that they visit. Although automatic indexing has less room for error than manual indexing, it is more complex, and therefore it is up to programmers to ensure that the software generates an effective index. The high cost and impracticality of manual indexing has led to automatic indexing becoming the most common indexing method (Wilson, 2002; Sullivan, 2002b).

- Manual indexing
  According to Wilson (2002), manual indexing is performed by humans, who identify important keywords in a document and match these keywords to a standardized index vocabulary. The human indexer
predicts which keywords users are likely to search for. Wilson further states that manual indexing is time consuming and costly, while automatic indexing is cheaper and more consistent (Wilson, 2002).

2.3.5 Payment systems
Initially, usage of search engines was free, but advertising on these tools was implemented to compensate for the cost of maintaining them (Poulter, 1997: 139). According to Oppenheim et al. (2000: 190), search engines are generally funded by advertising revenue. Some websites have turned to paid advertising in an attempt to increase traffic to their sites (Duffy, 2005: 162). Research done by Goh and Ang (2003: 88) indicates that search engines adopt payment systems to increase their revenue and maintain profitability. The following are some advertising practices that are carried out by both search engines and directories.

2.3.5.1 Paid Placement
This model, also known as pay for placement or Pay Per Click (PPC) guarantees top rankings for websites. Website owners bid for keywords related to their websites, and undertake to pay a fixed amount per resultant click (Weideman, 2004: 907; Sullivan, 2004b). Every time a searcher clicks a link from search results to a participating website, the site’s account is charged. In situations where there is no bid for certain search terms, searches from these terms produce fall through results from search engine partners (Thurow, 2003: 18).

Some authors have deemed this model the most common advertising model for search engines (Moxley, Blake & Maze, 2004: 61). According to Weideman (2004: 907), the main advantage of paid placement is that web designers do not have to be concerned about optimizing their websites for higher rankings because there is a high ranking guarantee, on condition that the bidding price is paid.
2.3.5.2 Paid submission
Under paid submission, Web designers pay a certain fee to have directory editors review their website. This model does not guarantee high ranking, but only guarantees that editors will review websites more quickly. The main advantage of this model is that a website will be evaluated faster as opposed to being submitted via the directory’s submit site option. However, a site still needs to be optimized for higher rankings, if indexed (Thurow, 2003: 183; Sullivan, 2004e).

2.3.5.3 Paid Inclusion
Paid inclusion, also known as pay-for-inclusion involves a process where a webpage is included in a search engine’s index in exchange for payment. According to Thurow (2003: 17), the advantages of this model include that web designers will have guarantees that their websites will not be dropped from a search engine index for a set period, and any changes to webpages will be reflected quickly as the website will be revisited more often. However, unlike the paid placement model, paid inclusion does not guarantee top rankings for websites. Most search engines have difficulty in indexing dynamic webpages, but with this model, all pages, dynamic or static will be indexed (Sullivan, 2004e).

2.3.6 Meta search engines
According to Green (2000: 127), when a searcher performs a search query on a meta search engine, the searcher is not searching the database of the meta search engine but is actually searching across several search engines and web directories. Barker (2005) has described how meta search engines work by explaining that once a searcher submits a keyword in a meta search engine search box, the search query is transmitted simultaneously to several search engines and their databases. This author also states that meta search engines do not own any database of webpages but rather send the search terms to the databases maintained by search engine companies (Barker,
Garofalakis, Kappos and Makris (2002: 43-44) indicate that search results of a meta search engine are derived from combining the ranked results of popular search engines and then sorting in terms of relevance.

A study done by Oppenheim et al. (2000: 192) also indicates that the functionality of meta search engines depend on the performance of the participating search engines. The same authors are of the opinion that when using meta search engines, users do not have to re-enter their search query on a number of search engines as being the major advantage of using a meta search engine. Table 2.5 lists examples of two meta search engines.

**TABLE 2.5: Example of meta search engines (Source: Barker, 2005).**

<table>
<thead>
<tr>
<th>Meta-Search Tool</th>
<th>What’s Searched</th>
<th>Complex Search Ability</th>
<th>Results Display</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clusty</strong>&lt;br&gt;clusty.com</td>
<td>Currently searches a number of <em>free</em>, search engines and directories, not Google or Yahoo!.</td>
<td>Accepts and &quot;translates“ complex searches with Boolean operators and field limiting.</td>
<td>Results accompanied with subject subdivisions based on words in search results, giving usually the major themes (Vivisimo Clustering Engine™). Click on these to search within results on each theme.</td>
</tr>
<tr>
<td><strong>Dogpile</strong>&lt;br&gt;www.dogpile.com</td>
<td>Searches Google, Yahoo!, LookSmart, AskJeeves/ Teoma, Google ADS, MSN search. Sites that have purchased ranking and inclusion are blended in. Watch for <em>Sponsored by...</em> links below search results.</td>
<td>Accepts Boolean logic, especially in advanced search modes.</td>
<td>Dogpile allows you to see each search engine’s results separately in a <em>useful list for comparison</em>. Click the search engine icons by “Best of Breed.”</td>
</tr>
</tbody>
</table>

According to Zhang and Cheung (2003: 433), it is almost impossible for a single search engine to index the entire web. The authors state that using multiple search engines can retrieve a broader scope of information, as in the case of meta search engines. Meta search engines enable users to save
time and effort by using a single interface to conduct multiple searches (Zhang & Cheung, 2003: 433). The same authors have indicated the following as advantages of using meta search engines:

- The ability to access a group of search engines simultaneously.
- The capability to removing duplicate records from different search engines.
- The capability of ranking results against different criteria.

The following have been classified as disadvantages of using meta search engines (Zhang & Cheung, 2003: 434):

- Some meta search engines do not support advanced searching techniques.
- Some meta search engines do not conduct exhaustive searches.

**TABLE 2.6:** Shared visits to search engines and directories *(Source: Sullivan, 2005).*

<table>
<thead>
<tr>
<th>Rank</th>
<th>Name</th>
<th>Domain</th>
<th>May</th>
<th>June</th>
<th>July</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Google</td>
<td><a href="http://www.google.com">www.google.com</a></td>
<td>38.3%</td>
<td>39.0%</td>
<td>39.4%</td>
</tr>
<tr>
<td>2</td>
<td>Yahoo! Search</td>
<td>Search.yahoo.com</td>
<td>18.4%</td>
<td>18.3%</td>
<td>18.2%</td>
</tr>
<tr>
<td>3</td>
<td>MSN Search</td>
<td>Search.msn.com</td>
<td>15.6%</td>
<td>15.5%</td>
<td>15.4%</td>
</tr>
<tr>
<td>4</td>
<td>Google Images</td>
<td>Images.google.com</td>
<td>4.5%</td>
<td>4.2%</td>
<td>4.0%</td>
</tr>
<tr>
<td>5</td>
<td>AskJeeves</td>
<td><a href="http://www.askjeeves.com">www.askjeeves.com</a></td>
<td>2.4%</td>
<td>2.0%</td>
<td>2.0%</td>
</tr>
<tr>
<td>6</td>
<td>Yahoo! Images</td>
<td>Images.search.yahoo.com</td>
<td>1.6%</td>
<td>1.5%</td>
<td>1.5%</td>
</tr>
<tr>
<td>7</td>
<td>AOL Search</td>
<td><a href="http://www.aolsearch.com">www.aolsearch.com</a></td>
<td>0.6%</td>
<td>0.8%</td>
<td>1.0%</td>
</tr>
<tr>
<td>8</td>
<td>My Web Search</td>
<td><a href="http://www.mywebsearch.com">www.mywebsearch.com</a></td>
<td>1.1%</td>
<td>0.9%</td>
<td>0.9%</td>
</tr>
<tr>
<td>9</td>
<td>Dogpile</td>
<td><a href="http://www.dogpile">www.dogpile</a></td>
<td>0.8%</td>
<td>0.8%</td>
<td>0.8%</td>
</tr>
<tr>
<td>10</td>
<td>My Search</td>
<td><a href="http://www.mysearch.com">www.mysearch.com</a></td>
<td>0.7%</td>
<td>0.7%</td>
<td>0.7%</td>
</tr>
</tbody>
</table>
Table 2.6 provides a list of shared visits made to both search engines and directories in the US, over the period of May to July 2005 (Sullivan, 2005). Despite the fact that search engines perform the same tasks, they often produce different results. According to Machill et al. (2003: 52), the selection and listing criteria of search engines differ and are often hidden from a user. This is mostly due to the fact that search engines all have different methods of measuring relevancy of a search query that a user enters (Cooper, 2000: 13). According to (Cooper, 2000: 13-14), search results from different search engines can vary in the following ways:

- Speed of response.
- Total number of hits.
- Number of relevant hits.
- Position of relevant hits.
- Presentation of the hits.

The size of the web is increasing exponentially, resulting in the retrieval process of webpages becoming more and more complex. This in turn has resulted in search engines increasing their retrieval methods to keep up with the increase in size of the web (Moxley et al., 2004: 61). The amount of information available on the web keeps on growing. According to Sullivan (2004b), Google currently has an index of over 8 billion webpages, while Zhang and Dimitroff (2004: 665) state that over 1 million new websites are being added annually. Search engines provide access to this complex information resource.

Before registering pages with search engines, there are a number of design issues that need to be addressed. Some of these design issues include flashing text, poor quality images as well as unnecessary moving images. These designs are likely to be passed off as spam by some search engines and need to be addressed depending on the search engine that the web designer is planning to submit to (Thelwall, 2000b: 152).
Search engines need to be programmed to determine how to rank websites. There are different criteria that search engines need to apply to decide which website to index (Thelwall, 2000a: 151). Research done by Courtois and Berry (1999) indicate that the basic principle of relevancy searching is that results are sorted or ranked according to certain criteria. These criteria represent a set of rules that search engines follow to determine which websites to index. It is also known as the ranking algorithm and varies among search engines.

The database size of all search engines varies significantly. According to Poulter (1997: 138), database size of a search engine can be measured in the following ways:

- The number of pages retrieved.
- The number of unique URL's.
- The number of total URL's.

### 2.3.7 Search engine results

Many search engines provide their listings from a variety of sources. The following table reflects where each search engine sources its main results (Sullivan, 2004d).
TABLE 2.7: Sources of search engine results (Source: Sullivan, 2004d).

<table>
<thead>
<tr>
<th>Search Engine</th>
<th>Type Of Main Results</th>
<th>Provider Of Main Results</th>
<th>Paid Results</th>
<th>Directory Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>AllTheWeb</td>
<td>Crawler</td>
<td>Yahoo!</td>
<td>Overture</td>
<td>None</td>
</tr>
<tr>
<td>AltaVista</td>
<td>Crawler</td>
<td>Yahoo!</td>
<td>Overture</td>
<td>Open Directory</td>
</tr>
<tr>
<td>AOL Search</td>
<td>Crawler</td>
<td>Google</td>
<td>Google</td>
<td>Open Directory</td>
</tr>
<tr>
<td>AskJeeves</td>
<td>Crawler</td>
<td>Teoma</td>
<td>Google</td>
<td>None</td>
</tr>
<tr>
<td>Gigablast</td>
<td>Crawler</td>
<td>Gigablast</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Google</td>
<td>Crawler</td>
<td>Google</td>
<td>Google</td>
<td>Open Directory</td>
</tr>
<tr>
<td>MSN Search</td>
<td>Crawler</td>
<td>Yahoo!</td>
<td>Overture</td>
<td>None</td>
</tr>
<tr>
<td>Netscape</td>
<td>Crawler</td>
<td>Google</td>
<td>Google</td>
<td>Open Directory</td>
</tr>
<tr>
<td>Teoma</td>
<td>Crawler</td>
<td>Teoma</td>
<td>Google</td>
<td>None</td>
</tr>
<tr>
<td>Yahoo!</td>
<td>Crawler</td>
<td>Yahoo!</td>
<td>Overture</td>
<td>Yahoo!</td>
</tr>
</tbody>
</table>

Research done by Nielsen (2004a) indicates that traffic from a search engine depends on the following factors:

- The search engine’s raw traffic.
- The interests of the users using a particular search engine.
- The reputation of the search engine.

According to Goh and Ang (2003: 87), the search results of search engines are sorted according to particular algorithms. The same authors also state that the search engine ranking algorithms vary from search engine to search engine and are more often than not based on the following document characteristics:

- Number and frequency of matching terms.
2.3.8 Search engine optimization

SEO aims at improving the ranking of a website on search engine result lists (Wikipedia.com, 2005b). Commercialisation of the Internet has resulted in website designers adopting strategies to direct as much traffic to their website as possible. The aim is to attract as many users as possible to their site via their search engine rankings. This has culminated in many web designers implementing search engine optimizers in an attempt to heighten the retrievability of their websites by search engines (Machill et al., 2003: 53).

Designers of webpages often attempt to influence the results of any web engine search (Oppenheim et al., 2000: 194). Whenever a searcher enters a search query, search engine algorithms attempt to return the most relevant results. Search engines sometimes return millions of results, and if a website is not well optimized, chances of that website being part of the search results are minimal. Research done by one author indicates that search engine companies want to include as many websites on the Internet in their index as possible. This author has also indicated that despite search engines wanting to index as many websites as possible, the search results need to be as accurate and relevant as possible, and to contain the best quality websites. The retrieval of relevant results by search engines is critical for search engines because it makes them more popular among searchers. Being more popular among search engines is likely to increase advertising revenue, which is the primary source of profit for search engines (Anon, 2002).

According to Zhang and Dimitroff (2004: 666) search engine optimization aims at achieving easy access to the search engines for webpages, high visibility in search engine results and an improvement of the chances that webpages are retrieved. The authors are further of the opinion that SEO has
become a very complex and sophisticated practice that requires constant research, practice and re-evaluation to be effective, while Google (2005d) argues that certain dubious SEO practitioners have participated in unethical marketing practices that have the sole purpose of influencing search engine results.

Fetterly et al. (2004) have pointed out that there are some SEO firms that guarantee high placements for websites in search engine result lists. The websites are loaded with pages that contain irrelevant keywords in an attempt to appear relevant to search engines. This is classified as spam. Some SEO practices have in the past raised some ethical issues. According to Weideman (2004: 910), there are two main ethical questions that arise regarding some SEO practices:

- A given webpage is excluded from search engine rankings while it deserves to be there due to high quality or relevance of content.
- A given webpage is included in rankings resulting from payment by the owner, regardless of the quality or relevance of its content.

Machill et al. (2003: 57-58) have categorised the ways of manipulating search engine results. The categorization reads as follows:

- External manipulation of search engines.

In this category, website designers exert influence on search engine results without the involvement of search engine operators. The website designers add as many search terms as possible in the URL. This involves selecting a corresponding long domain name, incorporating frequently used search terms in the URL and the directory structure of the web server. Meta-tags are often the subject of searches, although they often do not accurately characterize the page contents. Website designers usually take heed of this and enter keywords in the meta-tags. Other ways of manipulation that fall within the ambit of this category include the creation of doorway pages. Doorways play the primary role
of misleading search engines into giving undeserving websites top rankings. Another practice, referred to as cloaking, also falls in this category. It involves a process where a different webpage is passed to the user than that which is passed to a search engine crawler. Another form of manipulation by website designers involves the design of a network of webpages which have all been optimised for a certain search term. This is an attempt to influence the ranking which search engines that use link popularity as a measure of relevancy, allocated to a webpage.

- Internal manipulation of search engines.
  When attempting to internally manipulate search engine results, website providers turn to advertising practices deployed by search engines. Paid placement, paid inclusions and paid submissions fall into this category (Machill et al., 2003: 58).

2.3.9 Challenges faced by search engines
Search engines have simplified ways of finding information on the Internet, unlike before where users had to know the exact URL of what they were looking for. Despite the benefits these tools have presented to Internet users (including free information retrieval), search engines have also received a lot of criticism. Some of this criticism is directed at the time it takes for search engines to respond to queries, the tendency to retrieve duplicate records as well as the amount of irrelevant information retrieved (Oppenheim et al., 2000: 190-191). This argument was supported by Machill et al. (2003: 52) who stated that the performance of search engines in general is disappointing. Research conducted by these authors indicate that one of the reasons that search engines are receiving so much criticism is the fact that it is unclear how they derive their results. According to Machill et al. (2003: 52):
“Search engines lack any transparency to clarity how search results are found and how they are connected to the search term…”

However, Google (2005d) argues that the reason for hiding the algorithm is to maintain integrity in the search engine results, while Thelwall and Vaughan (2004: 25) state that it is not possible to be exact about search engine algorithms because only the broadest details of the algorithms are usually supplied by search engines. Another author has stated the fact that some search engines do not order results by relevance, but rather by how much money has been paid by the particular website (see Paragraph 2.3.5.1) (Wikipedia.com, 2005a). However, Drott (2002: 209) has supported search engines by stating that the enormous amount of information available on the web impacts adversely on new advances in automated web searching and algorithmic indexing. As indicated by Kline (2002: 253) managing the results of information retrieval is a problem. Fetterly et al. (2004) have stated that this is due to the congestion of search engines by websites that contain spam and are of no benefit to users. The number of searching transactions done per day on certain search engines is listed in Table 2.8.

<table>
<thead>
<tr>
<th>Service</th>
<th>Searches Per Day</th>
<th>As Of</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google</td>
<td>250 million</td>
<td>February 2003</td>
</tr>
<tr>
<td>Overture</td>
<td>167 million</td>
<td>February 2003</td>
</tr>
<tr>
<td>Inktomi</td>
<td>80 million</td>
<td>February 2003</td>
</tr>
<tr>
<td>LookSmart</td>
<td>45 million</td>
<td>February 2003</td>
</tr>
<tr>
<td>FindWhat</td>
<td>33 million</td>
<td>January 2003</td>
</tr>
<tr>
<td>AskJeeves</td>
<td>20 million</td>
<td>February 2003</td>
</tr>
<tr>
<td>AltaVista</td>
<td>18 million</td>
<td>February 2003</td>
</tr>
<tr>
<td>FAST</td>
<td>12 million</td>
<td>February 2003</td>
</tr>
</tbody>
</table>
2.4 Search engine spam

2.4.1 Introduction

According to Wilkinson (2004), search engine spam can be defined as anything that constitutes unethical practice within SEO, and this includes manipulating search engine spiders and redirecting users to inappropriate content. Anon (2002) has stated that the function of SEO firms is to achieve high search engine rankings for client websites. This author further argues that these SEO firms and web designers sometimes use dishonest tricks or unethical methodologies to improve the rankings of usually low quality websites in the search engine results. The artificial boosting of website rankings reduces the quality of search results resulting in the quality of these search results becoming questionable (Anon, 2002). However, Sullivan (2001b) argues that there is no set definition for what is considered spam. This author states that search engines are independent entities, and each one controls what it considers spam. Sullivan cites an example of cloaking, which is considered as spam by Google, but in contrast both AltaVista and Inktomi allow it in certain circumstances. Thurow (2003: 218) regards search engine spamming as a waste of time. This author states that the amount of money and time spent on using techniques that are considered as spam can be better spent optimizing websites using the correct techniques that will please both the user and search engines.

There are numerous opportunities of manipulating search engine results by web designers, search engine optimisation companies as well as search engines. Machill et al. (2003: 54) indicate that the use of questionable methods can be take place as follows:

- During the indexing of websites.
- In the actual search and ranking mechanisms.
- During efforts to optimise websites.
- Displaying preference of clients websites by both search engine operators and search engine optimisation companies.
The possibilities of manipulating search engine results are graphically depicted in Figure 2.4.

FIGURE 2.4: Possibilities of manipulating search engine results (Source: Machill et al., 2003: 54).

2.4.2 Classification
There is currently uncertainty over what is considered as spam. Furthermore, not all search engines are equally strict about spam and techniques which are acceptable for one search engine may be considered as spam by another search engine (Anon, 2002). According to Thurow (2003: 218), a number of website designers spend a lot of time making use of spamming techniques to gain top search engine rankings. Search engines on the one hand have been attempting to develop and improve techniques to detect spam, while on the other hand web designers are developing new spam techniques (Henzinger, et al., 2002). As part of the continuing battle against spammers, many search engine designers have reviewed their site’s eligibility policies (Dahm, 2000).
Research conducted by different authors has identified the following practices as spam:

2.4.2.1 Cloaking

Rowlett (2003) has defined cloaking as a process where visitors to a website are shown a completely different page to what search engine spiders see. There has been a lot of controversy surrounding cloaking. According to Sullivan (2003a), very few issues have been as controversial as cloaking. This author argues that even though most search engines have guidelines against cloaking, some still allow it, while others go as far as practicing it themselves. Anon (2002) explains that with cloaking, when a searcher requests a page a well-designed webpage is delivered while plain keyword-stuffed webpages are delivered to search engine spiders. While Thurow (2003: 227) considers cloaking to be spam, Sullivan (2003a) argues that cloaking should not be considered as spam because it does nothing to satisfy a search engine’s algorithm, and its just a way of ensuring that targeted content is delivered.

Research done by Sullivan (2003a) also indicates that web designers deploy cloaking because some search engines cannot read flash content, resulting in an extra page being built for the search engines to index. Another reason cited is that some search engines do not index dynamic pages, also resulting in web designers designing an extra static page for spiders to index.

Despite all the controversy regarding cloaking, Thurow (2003: 227) maintains that all major search engines regard cloaking as a form of spam. Research done by the same author states that search engines will only accept cloaking if it is delivered through a trusted feed program, raising the debate of how such a practice could be acceptable if it is considered to be spam by some search engines. According to Chambers and Weideman (2005), cloaking is more popular on websites containing intense multimedia content. Research
done by Henzinger et al. (2002) points to the fact that one way of detecting cloaking is by crawling a website twice using an HTTP client that the cloaker believes is a search engine and from a client that the cloaker does not believe is a search engine.

2.4.2.2 Doorway pages
Thurow (2003:227) argues that the primary reason why web designers create doorway pages is to obtain high rankings with search engines. A doorway page has been defined as webpages that have been designed to deceive search engines into ranking them higher for one or more particular keywords. Human visitors are redirected to a different, more human friendly webpage.

Thurow (2004a) states that:

“Many people do not understand how doorway page companies work. They create thousands of pages for a single keyword or keyword phrase. All of these pages are fed to the search engines, polluting their indices with unnecessary information. They are not pretty, and they often contain so much gibberish they must be [hidden]. End users would not continue visiting a website if they viewed these pages”.

Gikandi (1999) is of the opinion that doorway pages are not necessarily good or bad. This author argues that doorway pages are effective web promotion tools and goes on to state that they compensate search engine weakness and ultimately assist searchers find what they are searching for, while Thurow (2003: 227) deems doorway pages as filling search engine indices with webpages containing junk. Anon (2002) concurs by stating that doorway pages do not contain any valuable content and are just stuffed with keywords. Research conducted by Sullivan (2003a) indicates that doorway pages and cloaking often go hand in hand. This author differentiates between the two by stating that doorway pages merely attempt to satisfy a search engine’s
algorithm, while cloaking is a way of retrieving and delivering targeted content (Sullivan, 2003a). Nobles and O'Neil (2000: 166) advise against having too many doorway pages, causing more confusing on whether doorway pages can be viewed as spam or not. Thurow (2004b) has indicated that some doorway pages are very difficult to identify because they have graphic images and navigation schemes, and therefore look exactly like a normal webpage. A study conducted by Dunn (2004) found that the use of doorway pages was very popular among webmasters until 2000, when these pages became one of the most obvious forms of spam. See Figure 2.5 for an example of a doorway page generator site.

![Doorway page generator site](Source: CreateTraffic.net, 2001)

**FIGURE 2.5:** Doorway page generator site (Source: CreateTraffic.net, 2001).

### 2.4.2.3 Invisible text

For websites to receive high rankings, keywords contained in search queries must be present in a webpage. Some web designers place keywords that are the same colour as the background of a webpage, on the webpage itself,
resulting in the keywords not changing the site design. These keywords are intended to be visible to spiders, and not to users that visit the site (Anon, 2002; Thurow, 2003: 222). Other implementation methods of invisible text include hiding text behind layers and placing text at the bottom of oversized pages (Dunn, 2004). An example of how black text would be hidden in a black background is shown in Figure 2.6 (Collins, 2004):

```html
<body bgcolor="#000000">
<table width="14%" border="0" cellpadding="6" cellspacing="0" bgcolor="#FFFFFF">
  <tr>
    <td background="black.gif"><font color="#000000">invisible text</font></td>
  </tr>
</table>
<div id="Layer1" style="position:absolute; width:200px; height:115px; z-index:1; left: 5px; top: 8px; background-image: url(black.gif); layer-background-image: url(black.gif); border: 1px none #000000;">></div>
</body>

FIGURE 2.6: Hidden text code (Source: Collins, 2004).

2.4.2.4 Artificial link farms
Search engines rely on link analysis to determine relevancy of websites to search engines. A study conducted by Sullivan (2002e) indicates that what websites link to, represents a major component of how that particular website is ranked. Sullivan has also stated that the best way to get listed in crawlers like Google is to build links to the website, as crawlers follow links and index new pages (Sullivan, 2004g). This has resulted in web designers attempting to artificially increase link popularity by creating multiple websites with the intention of linking the sites to one another, a practice commonly referred to as artificial link farms. However, Thurow (2003: 224) points out that search engines consider link farming to be spam, and websites that implement artificial link farms are likely to be penalized by search engines. Henzinger et al. (2002) have stated that the main purpose of artificial link farms is to
manipulate systems that use the number of incoming links to a website to determine relevancy.

An example of artificial links is a Free-for-all link page. According to Rowlett (2003), these pages are not designed to benefit any specific area and should be avoided at all times. Figure 2.7 serves as a graphical depiction of a Free-for-all link page.

2.4.2.5 Keyword stacking/stuffing
Thurow (2003: 221) defines keyword stacking as the repeated use of a keyword or keyword phrase to artificially boost a webpage’s relevancy in search engines. This author further states that keyword stacking and keyword stuffing often have the same meaning and therefore the two terms will be
used interchangeably in this research. According to Wilkinson (2004), even though keyword stacking may help a website’s keyword relevancy attain a higher rank, it is likely that the high ranking will not last long and also likely that the website may get penalized by search engines. The same author states that keyword stuffing also refers to loading the page with content that extends so far down the page that it is unlikely anyone will continue to scroll down. This technique is likely to be used by designers who rely on splash pages for their index pages (Wilkinson, 2004).

The following is an example of keyword stacking:

‘hair clips hair clips hair clips hair clips hair clips hair clips hair clips hair clips clips clips clips clips clips clips clips clips clips clips’

These keywords are then placed within any HTML tag. They can also be placed at the bottom of the webpage so that users cannot view them easily.

2.4.2.6 Hidden links
Some sites contain hidden links to other pages. Google, which is one the top search engines (Nielsen/Netratings, 2005), places emphasis on the number of inbound amount of links when determining relevancy (Wikipedia, 2005a). This has resulted in web designers creating links that are only visible to search engine spiders, and not to users, known as hidden links (Thurow, 2003: 223). According to Anon (2005a), hidden links are commonly used to increase the link count of webpages. Thurow (2003: 223) has identified the following as ways of hiding links:

- Using the same font colour for a hypertext link as regular text.
- Hiding hypertext links in punctuation marks.
- Hiding hyperlinks in transparent images.
- Hiding hyperlinks in invisible layers.
• Hiding many links inside a small graphic image (See Figure 2.8).

2.4.2.7 Page redirects

A page redirect involves the placing of HTML code that will redirect a site visitor from a page that is designed only for a search engine, to another page designed for searchers (Anon, 2002; Thurow, 2003: 225). According to Thurow (2003: 225), spammers create webpages that are optimized with certain keyword phrases. These pages are then submitted to search engines, but whenever a searcher clicks on this webpage they are automatically redirected to another page, known as a destination page.

Thurow (2003: 225) goes on to state that in an attempt to battle this type of spam, search engines do not index any pages with redirects except the HTTP 301 (permanent) redirect. In cases where websites that contain redirects are indexed, search engines list the destination page. Dunn (2004) also states that not all redirects are spam. According to Anon (2004a), page redirects are most commonly brought in to compliment doorway pages.
2.4.2.8 Duplicate Pages
This process involves spammers slightly modifying webpages and resubmitting them to search engines. This often results in the same webpages with different title tags appearing in search results (Anon, 2002; Thurow, 2003: 226). According to Dunn (2004), when duplicating content, webmasters create a website, and then duplicate webpages of that particular site are created. Each page is often optimized differently than the other in order to get different placements in search engines. Dunn (2004) is of the opinion that this practice decreases the bandwidth of search engines.

2.4.2.9 Domain Spam
Domain spam refers to the purchasing of several domain names and creating websites with identical content. This is done for the sole purpose of getting multiple listings in directories with the intention of achieving link popularity and more traffic. Web designers anticipate that the link popularity will improve search engine rankings (Thurow, 2003: 227).

2.4.2.10 Automatic Submission
This process involves automatically submitting websites to search tools, using software. This process is often done repeatedly, causing the search engines to be flooded with similar websites (Anon, 2004b; Dunn, 2004). Anon (2004b) also states that automatic submission is done by visiting an ‘auto-submit URL’ site, which then submits the URL to many search engines that are in their database. Dunn (2004) has pointed out that automatic submission floods the bandwidth of search engines as websites are often submitted repeatedly within the same search engine.

2.4.2.11 Meta-tag stuffing
Meta-tag stuffing refers to the practice of repeating keywords in the meta-tags and using keywords which are unrelated to the site’s content (Wikipedia.com, 2005c). Thurow, (2004c) has stated that search engines initially used meta-
tags to determine relevancy of websites to search queries entered by users. Furthermore, that due to meta-tag stuffing, search engines do not place further emphasis on meta-tags. A study done by Wallace (2003) indicates that some unethical web designers place high traffic keywords that are not related to the webpage in meta-tags in order to generate more traffic. Alimohammadi (2003: 240) has stated that the biggest problem with keyword meta-tags is web designers repeating keywords that have no relevance to the website.

2.4.2.12 URL spam

According to Gyöngyi and Garcia-Molina (2005), some spammers create long URL’s that include sequences of spam terms, also known as URL spam. The same authors cite the following example of typical URL spam:

buy-canon-rebel-20d-lens-case.camerasx.com,
buy-nikon-d100-d70-lens-case.camerasx.com...

2.4.3 Penalties

Search engines have different penalties that they impose on websites that are suspected of search engine spamming. According to Anon (2002), search engines are continuously changing their algorithms in an attempt to prevent spammers from flooding search engine result pages with websites that contain irrelevant content.

According to Konia (2002: 311), if a website uses questionable SEO practices, the website can be penalised in one of the following ways:

- The page is red flagged for closer inspection by a human reviewer.
- The page’s ranking is reduced.
- The offending page is dropped from the index.
- The entire site is banned from the engine.
Marckini (2000) states that search engine spam penalties can be as severe as having the domain name, IP address and all pages registered under the website’s Internic handle banned. The same authors state that other penalties include the search engine checking domain registrations to prevent known spammers from registering new domains and getting back onto the index of that search engine. Other penalties imposed by search engines include refusing to index pages believed to contain spam, giving the sites lower rankings, or even banning the whole site (Anon, 2002). Google (2005c) states that websites that are suspected of cloaking can be permanently banned from the Google index.

Website authors want their websites to achieve top rankings in search engines in order to attract as many visitors as possible. However, it is common for websites to lose their rankings. Anon (2002) has highlighted the following as reasons for the loss of rankings in search engine results:

- Search engines keep changing and modifying their ranking algorithm, which can result in websites losing their ranking.
- The arrival of new websites entering a search engine index can affect a website’s current ranking.
- In a case where a search engine changes its spam guidelines, a website designer that used SEO practices that were not previously regarded as spam can receive a lower ranking or even result in the entire website being banned from the search engine, should that particular practice is subsequently regarded as spam by the search engine.
- Changes in the server technology of a website may cause the search engine ranking of a website to fall.

According to (Kirkpatrick, 2002; Wikipedia.com, 2005b), the following have been identified as acceptable SEO practices:

- Using a robots.txt file to grant permission to spiders to access files in the site.
• Using a short and relevant page title to name pages.
• Using a reasonably sized description meta-tag without excessive use of keywords.
• Developing links through accepted methods and not via hidden links or artificial link farms (refer to Paragraph 2.4.2.4).
• Having a site index to ensure that the entire site is indexed.

2.4.4 Spam detection
According to Fetterly et al. (2004), search engines should aim to remove spam pages so as to ensure that the search experiences of users are improved. These authors also state that the identification of spam pages is valuable as it enables search engines to develop more sophisticated algorithms to detect spam. Figure 2.9 depicts the home page of a site that promotes the reporting of spam by web users.

**FIGURE 2.9:** Spam reporting site *(Source: Anon, 2004c).*
2.5 Search engine exclusion policies

Search engines have policies that govern the use of their services. Search engines may penalize pages or exclude them from their index, if search engine spamming is detected. Search engines detect common spamming methods in a variety of ways, including following intervention by owners resulting from complaints from users (Sullivan, 2003b).

Search engine exclusion policies can assist web designers in terms of which SEO tactics to avoid when optimizing their website. By following the guidelines of search engines, web designers can avoid having their websites banned. Web designers will refrain from practices that are seen as tricking search engines into giving undeserving sites top rankings.

According to Konia (2002: 312-316) the following tactics need to be avoided when optimizing websites:

- Serve duplicate or near-duplicate pages.
- Misrepresent a site by listing keywords that have no relevance to the site.
- Hide keywords.
- Cloak.
- Stuff too many keywords into a page.
- Redirect.
- Page jack.
- Build bad doorway pages.
- Fail to cross link.
- Build junk.

2.5.1 Google

Google has been rated the world's largest search engine (Joint, 2005; Sullivan, 2004c). Google is a crawler based search engine that uses a system called PageRank to rank webpages. Although it is not the only factor that Google uses to determine ranking, it is an important one. The PageRank of a
webpage is represented by a numeric value between zero and ten, and is calculated after analyzing the inbound links of a site (Wikipedia, 2005a).

Google has an index of over 8 billion webpages. It is an automated search engine which relies on spiders to crawl the web on a monthly basis and find pages that match the criteria of Google’s submission policy (Google, 2005b). Research done by Sherman (2002) states that Google was the first major search engine to index non-HTML web content when it started listing PDF files. The same author indicates that Google’s index contains more than 22 million PDF files (Sherman, 2002).

Google was the first search engine to introduce a feature which searches exclusively for scholarly information (Jasco, 2005: 208). With regard to SEO, Google’s basic principle for a quality website is for web designers to design webpages for users and not for search engines, as is the case with spammers (Google, 2005d). The aim, according to Google (2005d) is:

“Trying to deceive (spam) our web crawler by means of hidden text, deceptive cloaking or doorway pages compromises the quality of our results and degrades the search experience for everyone. We think that’s a bad thing”.

To index a website can take between six and eight weeks. Google states that to determine relevancy, more than 100 factors are considered (Google 2005c).
Table 2.9 indicates that Google is the biggest search engine both in the US and outside (Sullivan, 2004b). The Google home page is depicted in Figure 2.10.

There are a plethora of reasons Google will not index some webpages. Some of these reasons include dynamically generated webpages and the use of
frames on a webpage. Google (2005d) argues that frames often cause problems with search engine crawlers. One problem identified is that frames do not fit the conceptual model of the web. Other reasons why some pages may not be indexed include the fact that the sites may be unreachable and subject to technical hitches (2005d). According to Sullivan (2002a), some website designers attempt to influence Google search engine results by controlling where they link to, and which websites in turn link to theirs.

Information about Google’s search engine policy indicates that Google strongly discourages the use of spam. This is supported by the following general recommendations when submitting to Google:

- Hidden text or hidden links should be avoided at all times.
- Cloaking and certain redirects should not be deployed.
- Automated queries should not be sent to Google.
- Multiple pages, subdomains or domains that contain duplicate content should not be created.
- Doorway pages should be avoided.
Query execution by Google is shown in Figure 2.11.

2.5.2 Ananzi

Ananzi has grown to become South Africa’s most popular search engine, with over 11 million page impressions per month (Ananzi, 2005c). Adding a website to Ananzi is free, however only websites with Southern African based content are included in their index.

Ananzi currently indexes over 300 000 webpages within South Africa, and the number is growing exponentially. Alongside the search engine, Ananzi’s SA site Directory is a hand picked category-based list of the best sites Southern Africa has to offer (Ananzi, 2005c).
Ananzi consists of two sections, namely the SA site directory and the Search Engine (SA web). In order to get a site onto the Ananzi search engine, it has to be submitted to the SA Site Directory from where it will be indexed and then added to the search engine should it meet Ananzi’s acceptance criteria. Figure 2.13 provides a brief graphical display of how Ananzi operates.
The Ananzi search engine regulates itself by imposing the following rules:

- Sites without meta-tags will be rejected.
- Ananzi will reject sites whose content is essentially repetitive in nature.
- Ananzi does not accept doorway pages.
- Words and meta-tags used to describe sites must accurately represent their content.
- Sites which have no bearing on Southern Africa will be rejected.
- No submission will be accepted if the full entry is in capital letters.
- Excessive use of punctuation marks and symbols in the title to boost site listings will not be allowed.
- Duplicate entries will only be allowed under special circumstances.

Ananzi’s ranking algorithm is dependant on a website’s meta-tags as well as other factors, while like Google, frames on a webpage can lower a website’s ranking (Ananzi, 2005a; Google, 2005b).
2.5.3 AskJeeves

AskJeeves was founded in 1996 and has grown to become one of the top search engines (Sullivan, 2004c). AskJeeves operates a range of websites, portals and downloadable applications. Additionally, AskJeeves owns the differentiated search technology Teoma, as well as natural language processing, portal and ad-serving technologies (AskJeeves, 2005).

The Teoma crawler serves as AskJeeves' Web-indexing robot. Teoma is different from any other search technology due to the fact that it analyzes the web as it actually exists - in subject-specific communities. To do this, a comprehensive and high-quality index is created. Web crawling is an essential tool in this process, and it ensures the most up-to-date search results (AskJeeves, 2005).
Examples of techniques which are listed under the AskJeeves (2005) site that are considered to be spamming include, but are not limited to, the following:

- Webpages containing deceptive text.
- Webpages with intentionally misleading links.
- Webpages in Groups with deceptive self linking referencing patterns.
- Webpages with off-topic or excessive keywords.
- Webpages with duplicate content.
- Webpages that show different content than the spidered pages.
- Fabricated pages designed to lead users to other webpages.
- Metadata that does not accurately describe the content of a webpage.
- Webpages that abuse affiliate or referral programs.

2.5.4 Yahoo!

Yahoo!, which was launched in 1994, originally served as a directory. In 2002, Yahoo! changed to include crawler based results. There are numerous factors that can affect the listing of a website under Yahoo! and the Yahoo! directory (Sullivan, 2004c).

According to Sherman (2002), the Yahoo! Search index captures the full text of webpages, up to a 500kb limit. A study done by Sullivan (2004g), indicates that Yahoo! has two options of submitting a website namely the standard submission which is free, and the Yahoo! express option, which involves a submission fee (Sullivan, 2004h).

Yahoo! search ranks results according to their relevance to a particular query by analyzing the webpage text, title and description accuracy as well as its source, associated links, and other unique document characteristics (Yahoo!, 2005b).
Yahoo! (2005b) has listed the following directives as the correct ways of ensuring that a website is indexed by search engines.

- Keywords that users are likely to search on should be thought of carefully. These keywords should closely represent the content of the website.
- Title names should match the contents of the website because users are more likely to choose link on URL’s that closely matches their search.
- The ‘description’ meta-tag should be used with the description written accurately and cautiously. The document title and description should attract the interest of the user as well as fit the content on your site.
- The ‘keyword’ meta-tag should be used to list relevant keywords for the document.
- Avoid keeping relevant text and links in graphics or image maps because it is likely that some search engine crawlers cannot follow links to your site’s other pages. If possible, use an HTML site map to increase the chances of your site getting indexed.
- Use ALT text for graphics as it helps improve the text content of your page for search purposes.
- Build rich linkages between related pages with other webmasters. Using link farms violates Yahoo!’s Site Guidelines and will not improve a webpage ranking.

As in the case of most search engines, Yahoo! has policies that regulate indexing of websites. Yahoo! considers the following as webpages that are unlikely to be indexed:

- Pages that are intended to interfere with the accuracy of search results.
- Redirects.
- Repetitive content.
- Sites with unnecessary host names.
- Automatically generated webpages.
• Hidden text.
• Cloaking.
• Doorway pages.
• Multiple sites displaying same content.

Figure 2.15 is a depiction of Yahoo! Home page.

2.5.5 AltaVista

AltaVista is a crawler based search engine. Yahoo! powers the search results of AltaVista. AltaVista has an interface with tabs above the search box which allows users to go beyond web search to find images, MP3/Audio, Video, human category listings and news results that has its own technology to spider and rank webpages (see Figure 2.16). AltaVista also makes use of other types of listings in the likes of human edited directory, paid listing section as well as a news events section (AltaVista, 2005).
There are two major ways of getting listed on AltaVista. The AltaVista spider can find a site while crawling the web. The spider generally finds sites which have not been submitted to AltaVista by following links from other sites that have been submitted. Another way of getting listed on AltaVista is by explicitly informing the spider about the existence of a website. This can be done by either submitting a website via the free Add URL feature, or through paid inclusion (AltaVista, 2005).

AltaVista strictly opposes techniques that manipulate search results. Penalty of spamming by AltaVista include placing the website at a low rank or exclusion of the site from the entire index.

The following tactics are treated as spam by AltaVista (AltaVista, 2005):

- Over-repetition of the keywords within a page.
- Using small a font size in order to hide keywords.
- Creating artificial links to boost link popularity.
- Using software programs for page submission.
- Irrelevant keywords.
- Creating software-generated webpages which are very similar to each other.
2.6 E-commerce websites

Darch and Lucas (2002: 148) have defined e-commerce as ‘the process of doing business electronically where the Internet and its related technologies is the enabler of business processes’.

According to Kim, Shaw and Schneider (2003: 17), the web has become the primary infrastructure for e-commerce. These authors further state that e-commerce has grown to become a significant factor for commercial marketing strategies in the world today, while Podesta, (2000: 73) predicts that companies that do not embrace e-commerce could be destroyed by it. Hsieh and Lin (1998: 113) have stated that the growth of the Internet has led to an influx of companies conducting business online. A report by World Wide Worx (2002) indicates that the number of retail websites in South Africa increased from 215 to 719 during a period of two years. Further research by Davidrajuh refers to e-commerce as a quicker, cheaper global and secure way of gaining
better customer value (Davidrajuh, 2003: 434), while Epstein (2005: 23) has classified e-commerce as one of the most essential value added activities any business can adopt.

Cox and Dale (2002: 862) stress the importance of a good e-commerce website by stating that a potentially important customer can be lost if unable to access a website, or if the whole experience of accessing the website proves inadequate. In this respect, Podesta (2000: 73) is of the opinion that:

“Industry members should not feel threatened by the Internet, but should instead recognize the possibilities the web offers for improved customer knowledge, greater efficiency and faster delivery”.

Many customers are demanding efficient services and one of the ways of meeting customer demand efficiently, is through Internet use. Even though the Internet acts as a faster way for doing business, it has also brought along a greater need for customer satisfaction (Podesta, 2000: 74; Cox & Dale, 2002: 862). According to Barnes and Vidgen, (2002: 114), a key challenge in e-commerce adoption is understanding customer requirements and designing websites that will serve the needs of the customer.

Too much attention is paid to the interface of the website, which ends up looking good, but causing frustration during navigation, resulting in customers having difficulty in finding what they are searching for (Cox & Dale, 2002: 862). A website that is difficult to use usually projects a poor image of the organization it represents and is likely to result in loss of revenue as potential customers will not visit it again (Barnes & Vidgen, 2002: 114).

When a customer accesses a website, the perception of how the transaction will be executed as well as the company’s image, is determined by the appearance of the website. This indicates that a poorly designed website can
lead to a loss of revenue. A poorly designed website can be avoided by following certain guidelines or criteria of website design (Kim et al., 2003: 18). According to research done by Kim et al. (2003: 19), website users are more concerned with the information and content that is available on a webpage. Thelwall (2000a: 152) has stated the following criteria for a quality website:

- Site visibility in search engines.
- Ease of use.
- Design quality.
- Ease of site maintenance and updating.

Cox and Dale (2002: 863-871) have classified key quality factors of a website as the following:

- Clarity of purpose.
- Design.
- Accessibility and speed.
- Content.
- Customer service.
- Customer relationships.

Kim et al. (2003: 19-20) classify attractiveness as an important criteria for measuring quality of a website. These authors’s further state that a website should be clear and contain relevant information. Website designers should always keep in mind that if a user is not satisfied with a website, that user is likely not to visit the site again. According to Yates (2005: 182), accessibility and usability of a website are the key attributes of a good website. Thelwall (2001: 114) is of the opinion that the effectiveness of a site is often linked to the amount of potential customers that actually visit the site.

As with most initiatives, there are guidelines for implementing successful e-commerce. According to Epstein, successful e-commerce initiatives require company strength in leadership, strategy, structures and systems. The same
author also states that another key area for successful e-commerce lies in the implementation, and could culminate into failure if not executed correctly (Epstein, 2005: 24-25). Kim et al. (2003: 17) state that businesses that acknowledge the importance of well designed websites as a critical success factor for e-commerce often reap the benefits of a successful e-commerce initiative.

E-commerce facilitates the ability for customers to conduct business with companies that were previously not available to them. As one of the fastest growing components of the Internet, e-commerce has brought along ways of conducting business that companies cannot afford to ignore, as it has the potential of reaching global customers. All the physical barriers associated with traditional business have been broken down, because of the existence of e-commerce (Wen, Chen & Hwang, 2001: 5). E-commerce has also ensured that both consumers and companies have a more flexible, less costly and faster way of doing business. The variety of products and information available via e-commerce also allow for faster decision making (Simeon, 1999: 297).

With the expansion of e-commerce, the importance of a well designed website also increases. This is due to the fact that e-commerce websites are the main interface between a business and a customer, making the need for a well designed website of vital importance.

2.7 Conclusion
Trading online (e-commerce) has proven to be a commercial benefit for many firms. More companies are adopting e-commerce in an attempt to stay competitive. In South Africa, the number of businesses trading online increased by 234.4% within a period of two years (World Wide Worx, 2002). This growth indicates that more businesses are realizing the potential benefit of trading online. However, it is essential for users to visit these websites;
otherwise the benefits of e-commerce are not achieved. As more web designers realized the benefit of appearing in the top results of search engines (see Table 2.3), more SEO techniques come into practice. From the conducted literature review, it is evident that there are many SEO practices that are often adopted by web designers in an attempt to increase website ranking.

It has also become evident that some practices that are classified as unethical SEO practices by certain search engines are not viewed as such by others. Search engines have policies that state what is considered as spam. However, search engine policies have proven to be inconsistent as some SEO unacceptable practices are acceptable to others. One practice which has been the focus of controversy is cloaking (see section 2.4.2.1). It is generally considered as spam, and yet some of the policies do not mention it. However, information on Google states that assumptions should not be made about spam techniques that are not listed on search engine policies (Google, 2005d).

Sullivan, (2004f) provides the following as a solution to spam:

“The search engines should agree to publish lists of companies they’ve banned. That would help consumers seeking SEM firms to understand which to avoid. If they do use a banned firm, at least they were warned of the consequences of going with a rule breaker”.

This approach however, would only help with companies that use SEM firms, and not web designers that design their own sites. In one study Alimohammadi, 2003: 240) argues that the biggest problem pertaining to keywords meta-tags is spam, while in another study the same author states that meta-tags can enable the precise and efficient analysis of websites by search engines (Alimohammadi, 2004: 220). However Garofalakis et al.
(2002: 44) argue that stuffing many keywords in meta-tags is a trick that is exploited by many web designers to achieve high rankings, while Ananzi states that sites without meta-tags will be rejected. Another SEO practice that has no set standard is page redirects. While some authors view it as spam because the user is redirected to another site without their intervention, Google states that some page redirects will not be accepted, thus causing confusion. The Ananzi policy does not mention page redirects, leaving the unanswered question of whether it considers page redirects as spam. AskJeeves states that it considers pages designed to lead users to other sites as spam, and a redirect leads users to other sites. However, research done by Sullivan (2004f) indicates that even though search engine rules differ, they are now becoming more similar.
CHAPTER 3
RESEARCH METHODOLOGY

3.1 Introduction
In this chapter, the research methodology deployed to investigate the exclusion policies of search engines will be expanded upon. In the sections that follow, different aspects of research methodology in the likes of research design, research environment, study population, sample size and sampling will be explained. Design methods that have been chosen will be elaborated on, with justification for choice.

According to Cooper and Schindler (2003: 24), research has been defined as “any organized inquiry carried out to provide information for solving problems”. The same authors also indicate that good research is characterised by a number of elements including the honest and complete reporting of procedures. There are various research methods that exist. Furthermore, it is also important for researchers to have clear understanding of the methodologies that are available, as well as the chosen one (Hines, 2000: 7).

The main aim of a researcher is to understand and interpret the collected data. According to Cooper and Schindler (2003: 5,14), studying research methods equips a researcher with the necessary skills to solve problems while good research will generate data that is dependable and reliable.

3.2 Research design
Cooper and Schindler (2003: 170) have defined research design as “the strategy for a study and the plan by which the strategy is carried out”. There are different research design approaches which are either qualitative or quantitative.
3.2.1 Qualitative research

According to Struwig and Stead (2001: 11), qualitative research is associated with a lot of research methods and therefore cannot be easily defined. However, other authors have made a distinction between qualitative and quantitative research by stating that qualitative studies usually aim for depth of understanding instead of quantity of understanding, as is the case with quantitative research (Henning, Van Rensburg & Smit, 2004:3). The following have been identified as approaches pertaining to qualitative research:

- Document analysis.
- In-depth interviewing.
- Participant observation.
- Films, photographs and video tape.
- Projective techniques.
- Case studies.
- Elite or expert interviewing
- Street ethnography.
- Other observational techniques.

3.2.2 Quantitative research

Quantitative research, which has been differentiated from qualitative research by the fact that it requires the research data to be expressed in numbers, has been defined as “conclusive research involving large representative samples and structured data collection procedures” (Struwig & Stead, 2001: 4). Another author indicates that data in quantitative research is usually collected by means of a survey, an experiment or through observation (Hines, 2000: 8).

3.3 Research methods

3.3.1 Exploratory research

According to Struwig and Stead (2001: 7), this type of approach involves researching problems where little research has been done and involves the
collection of a large quantity of information from a small sample. Cooper and Schindler (2003: 281) state that this approach to research is more useful in situations where the researcher does not have clear idea of what to expect from the study as well as where the area is vague. Exploratory research, according to Struwig and Stead (2001: 7) can be carried out in the following ways:

- Information gathered from secondary sources.
- Selecting certain cases to analyse.
- Carrying out a survey with individuals that have opinions on the subject matter.

3.3.2 Descriptive research
Unlike exploratory research which tends to be more flexible, descriptive research aims at describing something in an attempt to give a more complete and accurate analysis of a situation (Struwig & Stead, 2001:8). According to Amaratunga, Baldry, Sarshar and Newton (2002:26), descriptive research is concerned with data which is gathered through the use of interviews or mailed questionnaires.

3.3.3 Case studies
According to Remenyi and Money, (2004: 72) a case study is “a sophisticated research tactic for establishing valid and reliable evidence for the research process as well as presenting findings that result from the research”. Case studies can be applied in both qualitative and quantitative studies (Näslund, 2002: 330). Remenyi and Money (2004: 72) indicate that case studies enable researchers to concentrate on specific instances in order to identify process that may not be visible in larger scale surveys.

3.3.4 Statistical methods
This research approach differs from the case study in that research is conducted on a larger sample while examining few variables in those
samples (Struwig & Stead, 2001: 8). Cooper and Schindler (2003: 150) indicate that statistical methods are designed primarily for broad research and not in-depth research.

3.4 Survey environment

E-commerce has enabled the breaking down of physical barriers that were built by traditional business, and has evolved into a quicker, cheaper and more secure way of gaining better customer value (Wen et al., 2001; Davidrajuh, 2003). The number of retail sites listed in South Africa was 215 at the end of 2001, but grew up to an estimated 719 at the end of 2003, with a value of R341 million sales achieved in 2003 (World Wide Worx, 2004).

However, an e-commerce website needs to be well optimized in order to achieve high ranking in search engines as a well optimized website is likely to attract more traffic, and subsequently boost sales (Van Steenderen, 2001). This process is often hindered by the fact that there is no set definition for what is considered spam by search engines.

3.4.1 Population

According to Cooper and Schindler (2003: 179), a population is an object of which a measurement or study is undertaken. It involves the entire collection of elements on which studies are to be carried out on. Saunders, Lewis and Thornhill (1997: 124) define a population as “the full set of cases from which the sample is taken”.

3.4.2 Sample

A good sample should be accurate and precise (Cooper & Schindler, 2003: 210). Saunders et al. (1997: 124-125) state that sampling techniques provide some methods that enable a researcher to reduce the amount of data collected. These authors further state the following as reasons to deploy sampling techniques:
• If it is impractical to survey the entire population.
• Budget constraints.
• Time constraints.
• All data has been collected but results are needed quickly.

Cooper and Schindler (2003: 181) have stated the following additional reasons for sampling:
• Greater accuracy of the results.
• Availability of population elements.

For this study, a total population of 4985 would not be practical to work with, as a lower population can produce valid results. Saunders et al. (1997: 125) indicate that a large population does not necessarily mean more valid results than a census survey. The organization of the data collection of a smaller population is more manageable. Furthermore, the costs implications of analysing a total population of 4985 are not as economical as a smaller sample size, as it is cheaper to work with a smaller sample (Saunders et al., 1997: 125).

According to Cooper and Schindler (2003: 183) there are two types of sampling, namely probability sampling and non probability sampling.

3.4.2.1 Probability sampling
This type of sampling is based on a random selection. The chances of cases being selected are equal. According to Saunders et al. (1997: 126), probability sampling is most commonly used in survey-based research. The following are the sample techniques associated with probability sampling (Cooper & Schindler, 2003: 199).

• Simple random:
  With this technique, each element has an equal chance of being selected.
• **Systematic:**
  Elements are selected from the population by assigning a number to the first element, and selecting the \( k \)th element after that.

• **Cluster:**
  The population is divided into subgroups with some of them being selected for the study.

• **Stratified:**
  This technique utilizes the dividing of the population into subpopulations based on certain attributes and using the simple random technique on each subpopulation (Saunders *et al.*, 1997: 137).

• **Double:**
  Within this technique, data is collected from a sample using a previously defined technique. A sub sample is then selected for further study, based on the information collected (Cooper & Schindler, 2003: 199).

### 3.4.2.2 Non probability sampling

According to Cooper and Schindler (2003: 200), elements do not have equal chances of being selected. The probability of each element being chosen is not known.

• **Convenience:**
  Saunders *et al.* (1997: 147) state that convenience sampling involves selecting cases which are easy to obtain from a sample. However the same authors also state that this type of sampling is prone to bias.

• **Purposive sampling:**
  Cooper and Schindler (2003: 201) state that there are two types of purposive sampling, being Judgement sampling and quota sampling.
    - **Judgement sampling:**
      This type is applied when a researcher selects samples that conform to a certain criteria.
- **Quota sampling:**
  Cooper and Schindler (2003: 201) state that this type of sampling is used to improve representativeness. This sampling is based on the logic that certain characteristics represent the dimensions of the population. According to Saunders *et al.* (1997: 143), quota sampling is normally used in instances where there is a large population.

- **Snowball:**
  A study done by Saunders *et al.* (1997: 147) has indicated that snowball sampling is more appropriate in cases where it is difficult to identify members of the required population. In this research, the author did not apply any snowball sampling as the population was not difficult to identify.

### 3.5 Methodology for this study

According to Cooper and Schindler (2003:152), document analysis involves the evaluation of records, reports, documents or opinions. The data in this study was collected by means of document analysis to which both qualitative and descriptive research methods were applied, but the results of the analysis were quantified to determine frequency of the investigated variables in the result list.

There has been some research done regarding what is considered SEO spam and what is good SEO practice. However, no evidence could be found of empirical work which has defined spam and the counter-measures. This may be complicated by the fact that practices that are acceptable with one search engine are not necessarily so with another. Exploratory research was used to determine what the five search engines that are the focus of this study consider as spam, and exactly how well they adhere to their own policies. More clarity on what other experts in the search engine industry consider as spam was also gained through the literature review.
Due to the number of search engines that had to be investigated, as well as e-commerce websites that were tested, the author decided to refrain from using a case study approach. A population of websites was obtained from the Cape Chamber of Commerce, which had an initial population of 4482, and onlineshopping.co.za which had an initial population of 141. Additional websites were added from Ananzi’s shopping and auction home page, which had an initial population of 362. Looking at the census of the population at this stage, some sampling techniques had to be applied to the population to reduce it to a manageable size, as well as to eliminate sections of the population that did not meet the study criteria. For this study, the population required that the elements of study are fully functional e-commerce websites, and therefore the author applied judgemental sampling to extract functional e-commerce websites. From the initial population of websites, the author made the following selection:

- A selection of businesses with websites.
- This selection was filtered to exclude those businesses that are not e-commerce websites.
- From that list, more judgemental sampling was applied to obtain a final list of fully functional e-commerce websites (see Appendix A).

According to Saunders et al. (1997: 145) the choice of selecting judgemental sampling should be based on the research question. The research question of this study is based on the assumption that all websites investigated will be fully functional e-commerce websites. Another sampling technique was applied to the list to reduce it to a manageable number. The author applied a random number to all of the websites and sorted them according to the random number. The first 51 websites were then chosen for this study (see Figure 3.2). However, from the list of these randomly selected websites, four websites were no longer operational (see Appendix D), bringing the final
website census to 47. The steps taken to design the research methodology for this thesis are summarized in Figure 3.1.

**FIGURE 3.1:** Methodology process
3.5.1 Document analysis

3.5.1.1 Websites

After the sampling of the initial population, this author utilized Marketleap to determine if the websites that are to be used in the study were registered with search engines. Another program known as WebPositionGold, which is also able to determine if websites are registered with search engines was available but the cost implications of obtaining it resulted in the author deciding to refrain from using it. The websites were then tabulated to indicate which search engine(s) they were registered with. The resultant list reflected which website was registered with which search engine as well as websites that are not indexed by any search engine (see Figure 3.3).

FIGURE 3.2: Website list after random selection.
3.5.1.2 Search engine policies

The policies of the search engines used in this study were analysed to determine what each search engine considers to be spam. Discrepancies emerged when the search engine policies were compared, as some search engine optimization practices were considered as spam by certain search engines, while with other search engines it was considered as acceptable (See Table 3.1).
<table>
<thead>
<tr>
<th>SPAM</th>
<th>GOOGLE</th>
<th>YAHOO!</th>
<th>ASKJEEVES</th>
<th>ALTAVISTA</th>
<th>ANANZI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keyword Stuffing</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hidden Text</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tiny Text</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hidden Links</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Artificial Link farms</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Page Swapping</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Sneaky page Redirects</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Duplicate Pages</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Doorway pages</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cloaking</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Automated Queries</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Meta-tags stuffing</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Southern African based content</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Meta-tags must accurately describe content</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Full entry in capital letters</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Use of affiliate or referral programs</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**KEY:** Policy advises against spam – 0  
Not stated on policy – 1
Some judgemental sampling was applied to Table 3.1. This author initially selected the spam tactics that are mentioned in most of the policies. From this list, spam tactics that were detectable by humans were selected. The final results of this sampling are indicated in Table 3.2.

<table>
<thead>
<tr>
<th>Spam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keyword stuffing</td>
</tr>
<tr>
<td>Invisible text</td>
</tr>
<tr>
<td>Tiny text</td>
</tr>
<tr>
<td>Hidden links</td>
</tr>
<tr>
<td>URL spam</td>
</tr>
<tr>
<td>Page redirects</td>
</tr>
<tr>
<td>Doorway pages</td>
</tr>
<tr>
<td>Meta-tag stuffing</td>
</tr>
</tbody>
</table>

### 3.5.1.3 Types of data

According to Struwig and Stead (2001: 40), data can either be numeric or non-numeric. It can also be verbal or non verbal. The data that has been collected for this research is non-numeric. This data is in the form of search engine policies, common SEO practices and SEO tactics that are generally considered as spam.

### 3.5.1.4 Sources of data

Struwig and Stead (2001: 41) have stated that the sources of data can be primary data, secondary data or commercial data. Under primary data, the researcher personally collects data, while secondary data is data that has already been collected. Commercial data refers to the data that has been collected for market research purposes. For purposes of this study secondary data was utilized. The author collected search engine policies from the search engine websites. Websites that were used in this study were collected from the Cape Chamber of Commerce, onlineshopping.co.za and Ananzi’s shopping and auctions home page. Other data was attained during
the through analysis of the literature review, contained within the ambit of Chapter 3.

All the websites that were identified were analysed to ensure that they were fully functional e-commerce websites. The SEO practices that are considered as spam were identified and listed in Table 3.1. The source code of the e-commerce websites was analysed to determine if it contained any of the practices classified as spam. Marketleap was used to identify websites that were listed in search engines. This software also indicated whether the websites listed are in the top 10, 20 or 30 search engine result lists, as well as websites that had page redirects.

![FIGURE 3.4: Homepage of Marketleap (Source: Marketleap.com, 2005)](image)

Furthermore, Marketleap was used to determine whether websites were listed in search engines or not. The websites that were not listed in any search engine were also used in the study. This instrument was sufficient in that it collected the results live from the Internet; however results from AskJeeves and
Ananzi were not part of the results list. This author then manually searched the above mentioned search engines for the same websites to determine if the websites are listed in those search engines. The resultant list was tabulated and reflected in Appendix B.

Figure 3.5 represents the interface of the advanced searching feature for Ananzi. This author made use of this feature to manually determine if the websites are listed under Ananzi as the software which was used (see Figure 3.4) did not check for websites listed under Ananzi. Four possible outcomes of webpages with and without spam, were identified and are listed in Table 3.3.
### TABLE 3.3: Possible conclusions

<table>
<thead>
<tr>
<th>CLASS</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>Websites containing what is considered as spam, but listed under one or more search engines</td>
</tr>
<tr>
<td>Class 2</td>
<td>Websites that contain spam and are not listed in any of the search engines</td>
</tr>
<tr>
<td>Class 3</td>
<td>Websites that do not contain any form of spam and are listed in one or more search engines</td>
</tr>
<tr>
<td>Class 4</td>
<td>Websites that do not contain spam, but are not listed in any of the search engines</td>
</tr>
</tbody>
</table>

#### 3.6 Conclusion

In this chapter, the author identified several approaches to research. From analysing the literature, as well as the search engine policies, this author was able to compile a table of what is generally considered as spam (see Table 3.1). Judgemental sampling was applied to this table to reduce it to a manageable size (see Table 3.2), and this table in turn was used in the analysis of the websites.
CHAPTER 4
RESULTS AND ANALYSIS

4.1 Introduction
In this chapter, an analysis and interpretation of the data that was collected in the previous chapter will be reported upon. This author has followed the principle of maintaining objectivity in this chapter to ensure that the data that has been collected is not misrepresented and that conclusions reached are not distorted (Saunders et al., 1997: 114). The results of determining if any of the websites contained spam will be reported on, and compared to the literature review, as well as search engine policies.

Websites that were not listed under any search engines were also evaluated in an attempt to reach a conclusion on possible reasons for their exclusion. Possible conclusions for failure of listings of such websites were drawn.

4.2 Website analysis
The aim of this thesis was to determine the impact of search engine exclusion policies on indexing e-commerce websites. One way of determining these implications was through analysing the source code of some websites to determine if they contain any of the practices that were identified as spam. As explained in the previous chapter, a table containing a number of practices that were identified as spam was compiled (see Table 3.1). Due to financial constraints, the websites could not be checked against the entire list of spam. The author made use of judgemental sampling to identify spam that could be detected by human editors (see Table 3.2). The websites were analysed on the basis of this table. The result of this analysis is elaborated more in the following paragraphs.
The following process was adhered to during the analysis of the websites:

- The websites were classified to indicate whether they are listed by the five search engines. This classification was presented in a graph (see Appendix B, Graph 4.1).
- According to Saunders et al. (1997:125), a large population does not necessarily mean more valid results. During the analysis of the data, the author found four websites from the list of 51 randomly selected websites were no longer available (see appendix D); reducing the sample list to 47.
- The source code as well as the home pages of the sample list of websites was evaluated to determine if they contain any of the identified spam practices.

Graph 4.1 is an indication of how many of the 47 websites were listed by individual search engines. From the graph, Google indicates that 41 of the 47 websites were registered.
The following process was adopted to detect the occurrence of spam, which was conducted by professional web designers (see Appendix E).

- **Keyword stuffing:** the meta-tags of the specific pages were checked to see if they contained any keyword stuffing. According to Thurow (2003: 221) keyword stuffing/stacking can be placed in any HTML code (see Appendix C).

- **Invisible/Tiny text:** these were checked by highlighting the page, dragging the cursor from the top of the page to the bottom of the page. Any invisible text or tiny text would have been highlighted.

- **Meta-tag stuffing:** Meta-tags were checked to see if they contained repeated keywords or keywords that were not related to the website.

- **Page redirects:** This was identified by looking at the URL in the status bar before clicking a link and the source code. By looking at the status bar before clicking a link, Java redirect code in the link could be
detected. The URL was observed closely to determine if it changed to another URL before opening the webpage.

- **Doorway page**: the author searched for the websites and clicked on the resulting links. According to Wikipedia.com (2005c), doorway pages usually have a 'click here to enter'.

- **URL spam**: The URL was examined to detect if it is long and contains sequences of spam terms

The results of the analysis are summarised in Table 4.1.

**TABLE 4.1: Overall analysis results**

<table>
<thead>
<tr>
<th>Search Engine</th>
<th>Number of websites listed</th>
<th>Number of websites with spam</th>
<th>Number of listed websites with spam</th>
<th>Number of unlisted websites with spam</th>
<th>Percentage of websites with spam</th>
<th>Number of occurrences of spam identified (can be one or more per website)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Page redirects</td>
</tr>
<tr>
<td>Google</td>
<td>41</td>
<td>10</td>
<td>9</td>
<td>1</td>
<td>21.9%</td>
<td>7</td>
</tr>
<tr>
<td>Yahoo!</td>
<td>34</td>
<td>10</td>
<td>7</td>
<td>3</td>
<td>20.6%</td>
<td>5</td>
</tr>
<tr>
<td>AskJeeves</td>
<td>41</td>
<td>10</td>
<td>7</td>
<td>3</td>
<td>17.1%</td>
<td>5</td>
</tr>
<tr>
<td>AltaVista</td>
<td>34</td>
<td>10</td>
<td>7</td>
<td>3</td>
<td>20.6%</td>
<td>5</td>
</tr>
<tr>
<td>Ananzi</td>
<td>42</td>
<td>10</td>
<td>8</td>
<td>2</td>
<td>19.1%</td>
<td>6</td>
</tr>
</tbody>
</table>

As reflected in Table 4.1 the two most commonly identified spam elements in the websites that were analysed were keyword stuffing and page redirects. During the analysis of the websites, it was discovered that two of the websites both types of spam, resulting in the total number of times that spam was detected being 12, spread over 10 websites. Therefore, some of the websites contained more than one type of spam, and hence the discrepancy between the total number of websites with spam, and the occurrences of the types of spam identified (see Table 4.1). The number of occurrences of spam identified column indicates the websites that had spam but were listed by search engines. For example, Google has a total of nine listed websites with spam. However, number of occurrences of spam is 10. This is due to the fact
that one of the websites had both keyword stuffing and page redirects (see Appendix C).

In the sections that follow the author has presented the analyses of these two spam practices. The implication of the results will be further discussed in the conclusion. Table 4.2 reflects the total percentage of websites that had spam.

**TABLE 4.2:** Percentage of websites with spam.

<table>
<thead>
<tr>
<th>Total number of analysed websites</th>
<th>Total number of websites with spam</th>
<th>Percentage of websites with spam</th>
</tr>
</thead>
<tbody>
<tr>
<td>47</td>
<td>10</td>
<td>21.3%</td>
</tr>
</tbody>
</table>

**4.2.1 Keyword stuffing results**

Although keyword stuffing was detected in some of the analysed websites (see Appendix C), it was not a major finding as compared to the other result. This is illustrated in Table 4.3 and Graph 4.2.

**TABLE 4.3:** Keyword stuffing results.

<table>
<thead>
<tr>
<th>Search engine</th>
<th>Listed websites</th>
<th>Unlisted Websites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Yahoo!</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>AskJeeves</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Altavista</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Ananzi</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.3 is a reflection of how many of the websites contained keyword stuffing.
4.2.2 Keyword stuffing analysis

Keyword stuffing is considered to be an unethical SEO technique. However, if the keyword is repeated many times it will raise a red flag to the search engines and they will likely place a spam filter on the website or webpage (Thurow, 2003: 221; Wilkinson, 2004).

Graph 4.2 indicates that although keyword stuffing is considered as spam, all the search engines contravened their policies by listing websites that contained this type of spam. The graph also depicts websites that contained keyword stuffing which were not listed by the individual search engines. In evaluating the results, it is evident that although the five search engines state that webpages with keyword stuffing will not be indexed, some were indexed...
by the same search engines, indicating non compliance of the search engines
to their policies.
Although Ananzi had the highest number of indexed websites with keyword
stuffing, some of the websites listed by Ananzi were not listed by the other
search engines implying a possible exclusion of the websites by the search
engines based on the presence of keyword stuffing.

4.2.3 Page redirects results
Table 4.2 indicates that out of the 47 websites analysed, 21.3% contained
spam. Page redirects were detected in most of the analysed websites. This is
reflected in Table 4.4 and Graph 4.3.

TABLE 4.4: Page redirects results.

<table>
<thead>
<tr>
<th>Search engine</th>
<th>Listed websites</th>
<th>Unlisted Websites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Yahoo!</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>AskJeeves</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Altavista</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Ananzi</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>
4.2.4 Page redirects analysis

According to Dunn (2004), not all redirects are considered as spam, however Wu and Davison (2005) are of the opinion that redirection is used to refer users to another URL and therefore constitutes search engine spam.

During the analysis of page redirects, Google had the highest number of websites with page redirects that had been indexed followed by Ananzi. This implied a possible exclusion of the websites by the other three search engines based on the presence of page redirects. As in the instance of keyword stuffing, the use of page redirects points to the non-compliance of search engines to their own policies.
4.2.5 Results of other spam in the analysis

The following types of spam was not evident in the websites analysed:

• Invisible text.
• Tiny text.
• Hidden links.
• Artificial link farms.
• URL spam.
• Doorway pages.
• Meta-tag stuffing.

This could imply that search engines take the above mentioned spam techniques seriously and exclude all websites containing this type of spam. Web designers should refrain from applying these tactics when optimizing their websites. Overall spam results are reflected in Table 4.5.

TABLE 4.5: Overall spam results

<table>
<thead>
<tr>
<th>Spam</th>
<th>Number of Websites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keyword Stuffing</td>
<td>4</td>
</tr>
<tr>
<td>Invisible Text</td>
<td>0</td>
</tr>
<tr>
<td>Tiny Text</td>
<td>0</td>
</tr>
<tr>
<td>Hidden Links</td>
<td>0</td>
</tr>
<tr>
<td>URL Spam</td>
<td>0</td>
</tr>
<tr>
<td>Page Redirects</td>
<td>8</td>
</tr>
<tr>
<td>Doorway Pages</td>
<td>0</td>
</tr>
<tr>
<td>Meta-tag stuffing</td>
<td>0</td>
</tr>
</tbody>
</table>
Graph 4.4 indicates that of the eight different types of spam, only two were detected during the analysis of the websites. Table 4.6 reflects the overall number of websites that contained all types of identified spam but were listed by search engines, as well as those websites that contained spam and were not listed by the search engines.

**TABLE 4.6: Spam listed and unlisted websites**

<table>
<thead>
<tr>
<th>Search engine</th>
<th>Listed websites</th>
<th>Unlisted websites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Yahoo!</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>AskJeeves</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>AltaVista</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>Ananzi</td>
<td>8</td>
<td>2</td>
</tr>
</tbody>
</table>
Graph 4.5 categorises the websites that contained spam and whether they were listed or not listed by search engines. It is evident that of the websites that were analysed, the search engines indexed more websites that contained spam than those that did not contain spam.

**4.2.6 Result categories**
The following categories have been identified as being representative of the potential conclusions:

- **Class 1**: Websites containing what is considered as spam, but listed under one or more of the identified search engines.
- **Class 2**: Websites that contain spam and are not listed in any of the identified search engines.
- **Class 3**: Websites that do not contain any form of spam and are listed in one or more of the identified search engines.
• **Class 4:** Websites that do not contain spam, but are not listed in any of the identified search engines.

Table 4.7 and Graph 4.6 is an indication of how many websites were within which category.

**Table 4.7: Results category table**

<table>
<thead>
<tr>
<th>Category</th>
<th>Google</th>
<th>Yahoo</th>
<th>AskJeeves</th>
<th>AltaVista</th>
<th>Ananzi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>9</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Class 2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Class 3</td>
<td>33</td>
<td>28</td>
<td>36</td>
<td>28</td>
<td>36</td>
</tr>
<tr>
<td>Class 4</td>
<td>7</td>
<td>12</td>
<td>4</td>
<td>12</td>
<td>4</td>
</tr>
</tbody>
</table>

**GRAPH 4.6: Results Category**
4.3 Conclusion
From Graph 4.6, it is evident that class 2 websites had the least amount of spam occurrences. This class was a category of websites that contained spam and were not indexed by search engines. It was the author’s expectation to find more websites falling within this category. However class 1, which was websites that contain spam and are listed under search engines, had more occurrences than class 2. The significant number of class 1 occurrences proves to an extent that search engines do not actually adhere to their own policies because they indexed websites that contained spam.

Class 3, which was websites that do not contain any form of spam, and are listed under one or more search engines, had the highest amount of occurrences. It proved the theory that using the correct SEO practices increases the chances of a website being indexed by search engines. However, another surprising outcome was class four, which was websites that did not contain spam, and were not listed. It was the author’s expectation to find the least amount of websites falling within this category. However, reasons for this category could be on the part of the designer not submitting their website for indexing, not linking to other websites even though they do not contain any spam, or search engines not indexing some websites even though the correct SEO practices have been applied.

Graph 4.6 has indicated that in general, web designers do not apply spam tactics. The literature review had initially indicated that search engines take spam seriously, and even impose penalties on websites that contravene the policies. However, Graph 4.6 also indicates that search engines lack tight controls in instances where websites with spam were indexed. Ananzi and AskJeeves had the highest number of websites that did not contain spam and were listed.
CHAPTER 5
CONCLUSION

5.1 Introduction
This study aimed to investigate the search engine exclusion policies and the implications these policies have on indexing e-commerce websites. Only e-commerce websites were analyzed and as a result, the findings cannot be generalized to the listing of all other websites outside e-commerce. This chapter aims to reach a conclusion of the study, based on the literature review, the research conducted, and the results of the analysis.

5.2 Research Findings
As presented in Chapter 4, the results of this study were obtained from analysing 47 e-commerce websites, to determine if they contained any spam. Table 5.1 reflects search engine optimization practices that are perceived as spam. This list was compiled from the literature review as well as from analysing the policies of the five search engines that were used in this study.
TABLE 5.1: List of identified spam (Sources: AltaVista, 2005; Ananzi, 2005a; Anon, 2002; AskJeeves, 2005; Google, 2005c; Gikandi, 1999; Konia, 2002:312-316; Sullivan, 2003a & Thurow, 2003).

<table>
<thead>
<tr>
<th>Spam list derived from literature and search engine policies</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
</tbody>
</table>

As indicated in Chapter four, the analysis of the websites showed two findings. Firstly, there was a small number of websites that contained spam, but were listed in search engine results. Secondly, there were only two types of spam identified in the results. These types of spam were keyword stuffing and page redirects (see Appendix C; section 2.4.2.5; section 2.4.2.7). None of the other spam tactics that were used for this study were detected in the websites (see Appendix C).

5.3 Analysis of search engine policies
By comparing the literature review, the search engine policies as well as the data gleaned from the analysis phase, the following list is suggested to be acceptable and correct search engine optimization practices.

- Choose terms for the title that match the content of the document.
- Use description meta-tags and write descriptions accurately.
- Keep relevant text and links in HTML and not in graphics or images to ensure all the pages are crawled.
• Use ALT text for graphics.
• Build rich linkages between related pages.
• Use short and relevant page title to name pages.
• Have a site index to ensure that the entire site is indexed.

5.4 Limitations of the study
Although the author believes that the analysis was conducted in a professional manner there are some weaknesses of the study that need to be pointed out. Firstly, the author used purposive sampling. This could have introduced selection bias (only selecting websites that are not a representative sample).

Secondly, the results from some search engines could have been influenced by such engines that drives or powers them. This is particularly true in the case of AskJeeves that is powered by Yahoo!, meaning that the search results under AskJeeves might contain duplicates of results found under Yahoo!. Thirdly, there was no careful distinction between page redirects that are spam and those that are not. This could have resulted in overestimation of websites containing spam. Since this study was done at one point in time (cross sectional) and was not following website listing over time, it was not possible to determine whether websites containing spam would end up being banned sometime in the future.

5.5 Final Conclusion
From the research in this thesis, it is evident that spam can be applied to distort search engine results. As previously highlighted, web designers apply “unethical” SEO practices with the sole purpose of achieving high rankings in search engines. However, from the analysis, it was evident that a considerable number of e-commerce website designers are not making using of such spamming techniques. Of the e-commerce websites that were analysed, only 21.3% contained spam (see Table 4.2).
The author concludes that the research question which reads - *How do the exclusion policies of the five search engines impact the chances of indexing a website which contravenes the accepted SEO practices of the search engines?* – has been answered by this research. The implications of spam on indexing e-commerce websites have been determined. **Even though some websites that had spam were indexed, the overall number of websites that had spam was minimal. However, one other finding was that not all search engines registered all the websites found to contain spam (see Table 4.1).**

There seems to be some relaxation of rules by search engines when applying their exclusion policies, as experienced by websites that were indexed while they contained some form of spam (refer Table 4.1). Apart from influencing the change of policy and practice, it is not possible to explain why in a few cases some search engines, contrary to their policies, listed some websites with spam.

From the analysis of the websites, it is evident that most e-commerce web designers apply the correct practices when optimizing websites, and that search engines strictly adhere to the policies.

5.6 **Future research**

Future research could include investigating a wider selection of websites and not just e-commerce websites, as is the case in this research. More “unethical” SEO practices could be investigated with a larger sample. The results could be used to produce a list of SEO tactics that should be avoided and which should be applied to any website. It will be important to look at how search engines monitor their listed websites so as to continuously exclude those websites that contain spam, but were somehow listed by search engines, as is the case with some websites that were used in this study. As indicated by Wu and Davidson (2005), detecting search engine spam is a challenging research area.
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# APPENDIX A
## E-COMMERCE WEBSITES

<table>
<thead>
<tr>
<th>Company Name</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boland Wingerde Internasionaal Beperk</td>
<td><a href="http://www.bolandwines.co.za">http://www.bolandwines.co.za</a></td>
</tr>
<tr>
<td>Gifts International CC</td>
<td><a href="http://www.giftsint.co.za">http://www.giftsint.co.za</a></td>
</tr>
<tr>
<td>Lanzerac Wyne</td>
<td><a href="http://www.lanzeracwines.co.za">http://www.lanzeracwines.co.za</a></td>
</tr>
<tr>
<td>Oodles Of Doodels</td>
<td><a href="http://www.oodlesofdoodles.co.za">http://www.oodlesofdoodles.co.za</a></td>
</tr>
<tr>
<td>Hush-a-byes</td>
<td><a href="http://www.hush-a-byes.co.za">www.hush-a-byes.co.za</a></td>
</tr>
<tr>
<td>Kalahari.net</td>
<td><a href="http://www.Kalahari.net">www.Kalahari.net</a></td>
</tr>
<tr>
<td>Street car</td>
<td><a href="http://www.streetcar.com">www.streetcar.com</a></td>
</tr>
<tr>
<td>Aardvark Press</td>
<td><a href="http://www.aardvarkpress.co.za">www.aardvarkpress.co.za</a></td>
</tr>
<tr>
<td>InterSoft</td>
<td><a href="http://www.intersoft.co.za">www.intersoft.co.za</a></td>
</tr>
<tr>
<td>Leisure books</td>
<td><a href="http://www.leisurebooks.com/">http://www.leisurebooks.com/</a></td>
</tr>
<tr>
<td>Fleet Street Publications</td>
<td><a href="http://www.fsp.co.za">www.fsp.co.za</a></td>
</tr>
<tr>
<td>IBS Premium Books</td>
<td><a href="http://www.ibs.co.za">www.ibs.co.za</a></td>
</tr>
<tr>
<td>Loot</td>
<td><a href="http://www.loot.co.za">www.loot.co.za</a></td>
</tr>
<tr>
<td>Take 2</td>
<td><a href="http://www.take2.co.za">www.take2.co.za</a></td>
</tr>
<tr>
<td>NGR Computers</td>
<td><a href="http://www.ngrcomputers.co.za">www.ngrcomputers.co.za</a></td>
</tr>
<tr>
<td>Digital Planet</td>
<td><a href="http://www.digitalplanet.co.za">www.digitalplanet.co.za</a></td>
</tr>
<tr>
<td>S A Camera</td>
<td><a href="http://www.sacamera.co.za">www.sacamera.co.za</a></td>
</tr>
<tr>
<td>PCShopping</td>
<td><a href="http://www.pcshopping.co.za">www.pcshopping.co.za</a></td>
</tr>
<tr>
<td>Techdigital - South Africa</td>
<td><a href="http://www.techdigital.co.za">www.techdigital.co.za</a></td>
</tr>
<tr>
<td>Cyber trek</td>
<td><a href="http://www.cybertrek.co.za">www.cybertrek.co.za</a></td>
</tr>
<tr>
<td>Image Technology</td>
<td><a href="http://www.shopping.imagecorp.co.za">www.shopping.imagecorp.co.za</a></td>
</tr>
<tr>
<td>Digital World</td>
<td><a href="http://www.wholealedigital.co.za">www.wholealedigital.co.za</a></td>
</tr>
<tr>
<td>Jump Shopping</td>
<td><a href="http://www.jump.co.za">www.jump.co.za</a></td>
</tr>
<tr>
<td>My New Laptop</td>
<td><a href="http://www.mynewlaptop.co.za">www.mynewlaptop.co.za</a></td>
</tr>
<tr>
<td>Renegade Xpress Online</td>
<td><a href="http://www.renegadexpress.co.za">www.renegadexpress.co.za</a></td>
</tr>
<tr>
<td>Soholink.co.za</td>
<td><a href="http://www.soholink.co.za">www.soholink.co.za</a></td>
</tr>
<tr>
<td>Easy Online</td>
<td><a href="http://www.easonyline.co.za">www.easonyline.co.za</a></td>
</tr>
<tr>
<td>Buy Computers</td>
<td><a href="http://www.buycomputers.co.za">www.buycomputers.co.za</a></td>
</tr>
<tr>
<td>Sybaritic</td>
<td><a href="http://www.sybaritic.co.za/store">www.sybaritic.co.za/store</a></td>
</tr>
<tr>
<td>Trillion Computers - Online Computer Everything</td>
<td><a href="http://www.trillioncomputers.co.za">www.trillioncomputers.co.za</a></td>
</tr>
<tr>
<td>DVD4Africa</td>
<td><a href="http://www.dvd4afrika.com">www.dvd4afrika.com</a></td>
</tr>
<tr>
<td>ShopASave</td>
<td><a href="http://www.shopasave.co.za">www.shopasave.co.za</a></td>
</tr>
<tr>
<td>Enigmatek Online</td>
<td><a href="http://www.enigmatek.co.za">www.enigmatek.co.za</a></td>
</tr>
<tr>
<td>e-Wise Knowledge Library</td>
<td><a href="http://www.ewklibrary.com">www.ewklibrary.com</a></td>
</tr>
<tr>
<td>WildlifeCampus</td>
<td><a href="http://www.wildlifecampus.com">www.wildlifecampus.com</a></td>
</tr>
<tr>
<td>Handsfree.co.za</td>
<td><a href="http://www.handsfree.co.za">www.handsfree.co.za</a></td>
</tr>
<tr>
<td>Bss Online</td>
<td><a href="http://www.bsonline.co.za">www.bsonline.co.za</a></td>
</tr>
<tr>
<td>Zakspeed Electronics online</td>
<td><a href="http://www.zakspeed.co.za">www.zakspeed.co.za</a></td>
</tr>
<tr>
<td>Netflorist</td>
<td><a href="http://www.netflorist.co.za">www.netflorist.co.za</a></td>
</tr>
<tr>
<td>Flowers.co.za</td>
<td><a href="http://www.flowers.co.za">www.flowers.co.za</a></td>
</tr>
<tr>
<td>Giftwrap</td>
<td><a href="http://www.giftwrap.co.za">www.giftwrap.co.za</a></td>
</tr>
<tr>
<td>iFlora Web Florist</td>
<td><a href="http://www.iflora.co.za">www.iflora.co.za</a></td>
</tr>
<tr>
<td>Egames</td>
<td><a href="http://www.egames.co.za">www.egames.co.za</a></td>
</tr>
<tr>
<td>SoSimple</td>
<td><a href="http://www.sosimple.co.za">www.sosimple.co.za</a></td>
</tr>
<tr>
<td>--------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Board Games</td>
<td><a href="http://www.boardgames.co.za">www.boardgames.co.za</a></td>
</tr>
<tr>
<td>Great Deal Shopping</td>
<td><a href="http://www.greatdeal.co.za">www.greatdeal.co.za</a></td>
</tr>
<tr>
<td>SA Rugby</td>
<td><a href="http://www.sarugby.com">www.sarugby.com</a></td>
</tr>
<tr>
<td>Experience Gifts Online Store</td>
<td><a href="http://www.egos.co.za">www.egos.co.za</a></td>
</tr>
<tr>
<td>Fragrance</td>
<td><a href="http://www.fragrance.co.za">www.fragrance.co.za</a></td>
</tr>
<tr>
<td>Health Spas</td>
<td><a href="http://www.healthspa.co.za">www.healthspa.co.za</a></td>
</tr>
<tr>
<td>Perkal Gifts</td>
<td><a href="http://www.perkalgifts.co.za">www.perkalgifts.co.za</a></td>
</tr>
<tr>
<td>Bossem</td>
<td><a href="http://www.bossem.co.za">www.bossem.co.za</a></td>
</tr>
<tr>
<td>Prohampers</td>
<td><a href="http://www.prohampers.co.za">www.prohampers.co.za</a></td>
</tr>
<tr>
<td>Giftware</td>
<td><a href="http://www.giftware.co.za">www.giftware.co.za</a></td>
</tr>
<tr>
<td>The Gift Lady</td>
<td><a href="http://www.giflady.net">www.giflady.net</a></td>
</tr>
<tr>
<td>GOURMET GODDESS</td>
<td><a href="http://www.gourmetgoddess.co.za">www.gourmetgoddess.co.za</a></td>
</tr>
<tr>
<td>Gift Basket South Africa - What's in the basket?</td>
<td><a href="http://www.giftbasketsa.co.za">www.giftbasketsa.co.za</a></td>
</tr>
<tr>
<td>Skin Care Shop</td>
<td><a href="http://www.skinscreshop.co.za">www.skinscreshop.co.za</a></td>
</tr>
<tr>
<td>Herbalife South Africa</td>
<td><a href="http://www.healthier.co.za">www.healthier.co.za</a></td>
</tr>
<tr>
<td>Suncore Health Products</td>
<td><a href="http://www.soladey.co.za">www.soladey.co.za</a></td>
</tr>
<tr>
<td>Ascot Direct</td>
<td><a href="http://www.ascotdirect.co.za">www.ascotdirect.co.za</a></td>
</tr>
<tr>
<td>Perfume Direct</td>
<td><a href="http://www.perfumedirect.co.za">www.perfumedirect.co.za</a></td>
</tr>
<tr>
<td>Jose Jewels</td>
<td><a href="http://www.josejewels.co.za">www.josejewels.co.za</a></td>
</tr>
<tr>
<td>Something Sexy</td>
<td><a href="http://www.somethingsexy.co.za">www.somethingsexy.co.za</a></td>
</tr>
<tr>
<td>Media Exchange</td>
<td><a href="http://www.mediasexchange.co.za">www.mediasexchange.co.za</a></td>
</tr>
<tr>
<td>One World</td>
<td><a href="http://www.oneworld.co.za">www.oneworld.co.za</a></td>
</tr>
<tr>
<td>RubberstampSA.co.za</td>
<td><a href="http://www.rubberstampsa.co.za">www.rubberstampsa.co.za</a></td>
</tr>
<tr>
<td>Pharmacy4u</td>
<td><a href="http://www.pharmacy4u.co.za">www.pharmacy4u.co.za</a></td>
</tr>
<tr>
<td>Woolworth</td>
<td><a href="http://www.woolworths.co.za">www.woolworths.co.za</a></td>
</tr>
<tr>
<td>Pick n pay</td>
<td><a href="http://www.picknpay.co.za">www.picknpay.co.za</a></td>
</tr>
<tr>
<td>Ewine</td>
<td><a href="http://www.ewine.co.za">www.ewine.co.za</a></td>
</tr>
<tr>
<td>Cyber Cellar</td>
<td><a href="http://www.cybercellar.co.za">www.cybercellar.co.za</a></td>
</tr>
<tr>
<td>ActionWeb</td>
<td><a href="http://www.actionweb.co.za">www.actionweb.co.za</a></td>
</tr>
<tr>
<td>African Online Shop</td>
<td><a href="http://www.over2u.com">www.over2u.com</a></td>
</tr>
<tr>
<td>Beds-on-line</td>
<td><a href="http://www.beds-on-line.co.za">www.beds-on-line.co.za</a></td>
</tr>
<tr>
<td>Billong2u</td>
<td><a href="http://www.billong2u.co.uk">www.billong2u.co.uk</a></td>
</tr>
<tr>
<td>Books24</td>
<td><a href="http://www.books24.co.za">www.books24.co.za</a></td>
</tr>
<tr>
<td>CaCell</td>
<td><a href="http://www.caell.co.za">www.caell.co.za</a></td>
</tr>
<tr>
<td>CCTV Toolbox</td>
<td><a href="http://www.cctvtoolbox.co.za">www.cctvtoolbox.co.za</a></td>
</tr>
<tr>
<td>CD companion</td>
<td><a href="http://www.cd-companion.co.za">www.cd-companion.co.za</a></td>
</tr>
<tr>
<td>Cellphones Direct</td>
<td><a href="http://www.cellphones.co.za">www.cellphones.co.za</a></td>
</tr>
<tr>
<td>Cheaper</td>
<td><a href="http://www.cheaper.co.za">www.cheaper.co.za</a></td>
</tr>
<tr>
<td>Cigars</td>
<td><a href="http://www.cigars.co.za">www.cigars.co.za</a></td>
</tr>
<tr>
<td>Coffee.co.za</td>
<td><a href="http://www.coffee.co.za">www.coffee.co.za</a></td>
</tr>
<tr>
<td>Jamo</td>
<td><a href="http://www.jamo.co.za">www.jamo.co.za</a></td>
</tr>
<tr>
<td>Digital World</td>
<td><a href="http://www.wholesaledigital.co.za">www.wholesaledigital.co.za</a></td>
</tr>
<tr>
<td>Soundz</td>
<td><a href="http://www.soundz.co.za">www.soundz.co.za</a></td>
</tr>
<tr>
<td>Drugsure</td>
<td><a href="http://www.drugsure.com">www.drugsure.com</a></td>
</tr>
<tr>
<td>Eagle applications</td>
<td><a href="http://www.eagleapplications.co.za">www.eagleapplications.co.za</a></td>
</tr>
<tr>
<td>Energy Zone</td>
<td><a href="http://www.energizone.co.za">www.energizone.co.za</a></td>
</tr>
<tr>
<td>Exclusive books</td>
<td><a href="http://www.exclusivebooks.com">www.exclusivebooks.com</a></td>
</tr>
<tr>
<td>Foto Digital</td>
<td><a href="http://www.fotodigital.co.za">www.fotodigital.co.za</a></td>
</tr>
<tr>
<td>Name</td>
<td>Website</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td>Gadgets house</td>
<td><a href="http://www.gadgetshouse.co.za">www.gadgetshouse.co.za</a></td>
</tr>
<tr>
<td>Glomail</td>
<td><a href="http://www.glomail.co.za">www.glomail.co.za</a></td>
</tr>
<tr>
<td>Goods 4 U delivery</td>
<td><a href="http://www.good4u.com">www.good4u.com</a></td>
</tr>
<tr>
<td>Hammer on Guitars</td>
<td><a href="http://www.hammeronguitars.co.za">www.hammeronguitars.co.za</a></td>
</tr>
<tr>
<td>Have2have.co.za</td>
<td><a href="http://www.have2have.co.za">www.have2have.co.za</a></td>
</tr>
<tr>
<td>Homemark</td>
<td><a href="http://www.homemark.co.za">www.homemark.co.za</a></td>
</tr>
<tr>
<td>Impact video online</td>
<td><a href="http://www.impactvideo.co.za">www.impactvideo.co.za</a></td>
</tr>
<tr>
<td>Linen drawer</td>
<td><a href="http://www.linendrawer.co.za">www.linendrawer.co.za</a></td>
</tr>
<tr>
<td>Luggage warehouse</td>
<td><a href="http://www.luggagewarehouse.co.za">www.luggagewarehouse.co.za</a></td>
</tr>
<tr>
<td>Luipini guys den</td>
<td><a href="http://www.luipiniguysden.co.za">www.luipiniguysden.co.za</a></td>
</tr>
<tr>
<td>Magalfers</td>
<td><a href="http://www.magalfers.com">www.magalfers.com</a></td>
</tr>
<tr>
<td>Mecer direct online store</td>
<td><a href="http://www.mecerdirect.co.za">www.mecerdirect.co.za</a></td>
</tr>
<tr>
<td>Mr Mattress online</td>
<td><a href="http://www.mrmattress.co.za">www.mrmattress.co.za</a></td>
</tr>
<tr>
<td>Nuts are us</td>
<td><a href="http://www.thenutshop.co.za">www.thenutshop.co.za</a></td>
</tr>
<tr>
<td>Orions belt</td>
<td><a href="http://www.orionsbelt.co.za">www.orionsbelt.co.za</a></td>
</tr>
<tr>
<td>Parties 4 africa</td>
<td><a href="http://www.parties4africa.co.za">www.parties4africa.co.za</a></td>
</tr>
<tr>
<td>Nuxeb</td>
<td><a href="http://www.nuxeb.co.za">www.nuxeb.co.za</a></td>
</tr>
<tr>
<td>Bath biltong</td>
<td><a href="http://www.bathbiltong.co.uk">www.bathbiltong.co.uk</a></td>
</tr>
<tr>
<td>Premium wines</td>
<td><a href="http://www.premiumwines.co.za">www.premiumwines.co.za</a></td>
</tr>
<tr>
<td>Pro digital</td>
<td><a href="http://www.prodigital.co.za">www.prodigital.co.za</a></td>
</tr>
<tr>
<td>ProGPS</td>
<td><a href="http://www.progps.co.za">www.progps.co.za</a></td>
</tr>
<tr>
<td>Redlorry</td>
<td><a href="http://www.redlorry.co.za">www.redlorry.co.za</a></td>
</tr>
<tr>
<td>Rxnam.com</td>
<td><a href="http://www.rxnam.com">www.rxnam.com</a></td>
</tr>
<tr>
<td>SABshop</td>
<td><a href="http://www.sabshop.com">www.sabshop.com</a></td>
</tr>
<tr>
<td>Saleys travel goods</td>
<td><a href="http://www.saleysbags.co.za">www.saleysbags.co.za</a></td>
</tr>
<tr>
<td>Satooz</td>
<td><a href="http://www.satooz.com">www.satooz.com</a></td>
</tr>
<tr>
<td>SOHO online shopping</td>
<td><a href="http://www.soho.co.za">www.soho.co.za</a></td>
</tr>
<tr>
<td>South quay import-export</td>
<td><a href="http://www.impex.co.za">www.impex.co.za</a></td>
</tr>
<tr>
<td>Sun-e-shop</td>
<td><a href="http://www.sun-e-shop.co.za">www.sun-e-shop.co.za</a></td>
</tr>
<tr>
<td>Team101</td>
<td><a href="http://www.team101.co.za">www.team101.co.za</a></td>
</tr>
<tr>
<td>Techno toys</td>
<td><a href="http://www.technotoys.co.za">www.technotoys.co.za</a></td>
</tr>
<tr>
<td>The gadget shop</td>
<td><a href="http://www.thegadgetshop.co.za">www.thegadgetshop.co.za</a></td>
</tr>
<tr>
<td>Painball craze store</td>
<td><a href="http://www.paintballcraze.co.za">www.paintballcraze.co.za</a></td>
</tr>
<tr>
<td>The south african food shop</td>
<td><a href="http://www.southafricanfoodshop.com">www.southafricanfoodshop.com</a></td>
</tr>
<tr>
<td>Timeslice</td>
<td><a href="http://www.timeslice.co.za">www.timeslice.co.za</a></td>
</tr>
<tr>
<td>Toys for boys</td>
<td><a href="http://www.toysforboys.co.za">www.toysforboys.co.za</a></td>
</tr>
<tr>
<td>Toyworld</td>
<td><a href="http://www.toyworld.co.za">www.toyworld.co.za</a></td>
</tr>
<tr>
<td>Under african sky</td>
<td><a href="http://www.underafricansky.co.za">www.underafricansky.co.za</a></td>
</tr>
<tr>
<td>Vedic books</td>
<td><a href="http://www.vedicbooks.net">www.vedicbooks.net</a></td>
</tr>
<tr>
<td>Vet products online</td>
<td><a href="http://www.vetproductsonline.co.za">www.vetproductsonline.co.za</a></td>
</tr>
<tr>
<td>Volpes</td>
<td><a href="http://www.volpes.co.za">www.volpes.co.za</a></td>
</tr>
<tr>
<td>Waltons</td>
<td><a href="http://www.waltons.co.za">www.waltons.co.za</a></td>
</tr>
<tr>
<td>Yebo electronics</td>
<td><a href="http://www.fort777.co.za">www.fort777.co.za</a></td>
</tr>
<tr>
<td>Musica</td>
<td><a href="http://www.musica.co.za">www.musica.co.za</a></td>
</tr>
</tbody>
</table>
# APPENDIX B
## WEB SITES AFTER RANDOM SELECTION

<table>
<thead>
<tr>
<th>Random Number</th>
<th>Google</th>
<th>Yahoo</th>
<th>Ask/Jeeves</th>
<th>Altavista</th>
<th>Anand</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.529810049</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>0.590298186</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.99392923</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.764054842</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.7634205</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>0.114912137</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>0.139293534</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>0.934011603</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.781562323</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>0.062169864</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.544735856</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>0.433696508</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>0.238297585</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.60258904</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>0.53613596</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.894239366</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.260735456</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.28816306</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.097452076</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.92881439</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.173680632</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.34925971</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.591205369</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.496423977</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.684989628</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.696107684</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>0.660878198</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>0.655579834</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.614544777</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.803625213</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>0.603359362</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.583926527</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>0.400811798</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>0.647703898</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>0.476814365</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.306309692</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.942687179</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.855486362</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.542882004</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.879475772</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>0.483114566</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.543047733</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.007189978</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.038891853</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.287111045</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.567882678</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.564540938</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>0.772055108</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>0.43198867</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.104286836</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>0.619885242</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
</tbody>
</table>
## APPENDIX C
### SPAM INDICATION

<table>
<thead>
<tr>
<th>URL</th>
<th>Keyword stuffing</th>
<th>Invisible text</th>
<th>Tiny text</th>
<th>Hidden links</th>
<th>URL SPAM</th>
<th>Page redirects</th>
<th>Door way pages</th>
<th>Meta tag stuffing</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="http://www.pcsShopping.co.za">www.pcsShopping.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.ngrcomputers.co.za">www.ngrcomputers.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.magalifers.com">www.magalifers.com</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.sarugby.com">www.sarugby.com</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.prohampers.co.za">www.prohampers.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.intersoft.co.za">www.intersoft.co.za</a></td>
<td>Yes – Image 11</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.orionsbelt.co.za">www.orionsbelt.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.mmattress.co.za">www.mmattress.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.soholink.co.za">www.soholink.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.boardgames.co.za">www.boardgames.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.gadgetshouse.co.za">www.gadgetshouse.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.enigmatek.co.za">www.enigmatek.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.sabshop.com">www.sabshop.com</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.coffee.co.za">www.coffee.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.energyzone.co.za">www.energyzone.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.netflorist.co.za">www.netflorist.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.volpes.co.za">www.volpes.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.egos.co.za">www.egos.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.mecerdirect.co.za">www.mecerdirect.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.over2u.com">www.over2u.com</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.waltons.co.za">www.waltons.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.giftlady.net">www.giftlady.net</a></td>
<td>Yes – image 33</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.loot.co.za">www.loot.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.goodku.com">www.goodku.com</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.timeslice.co.za">www.timeslice.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.giftware.co.za">www.giftware.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.jump.co.za">www.jump.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.thegadgetshop.co.za">www.thegadgetshop.co.za</a></td>
<td>No</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.musica.co.za">www.musica.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.prodigital.co.za">www.prodigital.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.streetcar.com">www.streetcar.com</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.shopping.imagecorp.co.za">www.shopping.imagecorp.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.rubberstamps.co.za">www.rubberstamps.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.premiumwines.co.za">www.premiumwines.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.healthspa.co.za">www.healthspa.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.team101.co.za">www.team101.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.progps.co.za">www.progps.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.wholesaledigital.co.za">www.wholesaledigital.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td><a href="http://www.hammeronguitars.co.za">www.hammeronguitars.co.za</a></td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>Website</td>
<td>50</td>
<td>51</td>
<td>52</td>
<td>53</td>
<td>54</td>
<td>55</td>
<td>56</td>
<td>57</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td><a href="http://www.underanafricansky.co.za">www.underanafricansky.co.za</a></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><a href="http://www.cacell.co.za">www.cacell.co.za</a></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><a href="http://www.fotodigital.co.za">www.fotodigital.co.za</a></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><a href="http://www.southafricanfoodshop.com">www.southafricanfoodshop.com</a></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><a href="http://www.mynewlaptop.co.za">www.mynewlaptop.co.za</a></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><a href="http://www.sun-e-shop.co.za">www.sun-e-shop.co.za</a></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><a href="http://www.ascotdirect.co.za">www.ascotdirect.co.za</a></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><a href="http://www.healthier.co.za">www.healthier.co.za</a></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><a href="http://www.cheaper.co.za">www.cheaper.co.za</a></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><a href="http://www.shopasave.co.za">www.shopasave.co.za</a></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><a href="http://www.homemark.co.za">www.homemark.co.za</a></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><a href="http://www.josejewels.co.za">www.josejewels.co.za</a></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX D
SUSPENDED WEBSITES

Not Found

The requested URL /index.php was not found on this server.

Additionally, a 404 Not Found error was encountered while trying to use an ErrorDocument to handle the request.

Apache/1.3.33 Server at www.enigmatek.co.za Port 80
ERROR

The requested URL could not be retrieved.

While trying to retrieve the URL: http://www.cheaper.co.za/
the following error was encountered:
Unable to determine IP address from host name for www.cheaper.co.za

The error noted was:

Name Error: The domain name does not exist.

This means that:

The cache was not able to resolve the hostname presented in the URL.
Check if the address is correct.

Your cache administrator is admin.

This Account Has Been Suspended

Please contact the billing/support department as soon as possible.
APPENDIX E

DESIGNING A WIRED WORLD

Webfactory

www.webfactory.co

Webfactory is a professional web design company. We verify that the research undertaken was done by a qualified web professional.

Rushdi Sale
Member
APPENDIX F
KEYWORD STUFFING IMAGES

Image 11

Image 33
<META NAME="DESCRIPTION" CONTENT="The official web site and shopping destination for all cellular phones, Bringing you the latest mobile phones and the best deals on all handsets. Specialising in Nokia, Sony Ericsson, Samsung, Siemens etc">

<META NAME="Keywords" CONTENT="Nokia, Sony Ericsson, Samsung, Siemens, Motorola, Panasonic, Etel, Seven, Alcatel, New Cellphone, Cellular Phone, Mobile Phone, Latest phones, Cellink Bluetooth Headset, Motorola 7720, Motorola V670, Nokia 3100, Nokia 3410, Nokia 3510i, Nokia 3660, Nokia 5110, Nokia 6100, Nokia 6210, Nokia 6260, Nokia 6600, Nokia 7280, Nokia 7650, Nokia 8210, Nokia 9210i, Nokia Camera Headset, Panasonic 6033, Samsung E700, Siemens 8530, Samsung 7350, Siemens 5133, Sony Ericsson P900, Sony Ericsson T650, Motorola V50, Motorola V70, Nokia 2160, Nokia 3220, Nokia 3210, Nokia 3100, Nokia 6100, Nokia 6220, Nokia 6510, Nokia 6610, Nokia 7210, Nokia 7280, Nokia 6110, Nokia 6610, Nokia Bluetooth Headset, Nokia N-Gage®, Panasonic 9097, Samsung P400, Samsung T100, Samsung V700, Sony Ericsson P900, Sony Ericsson T650, N-Gage, N-Gage">

---

<META NAME="DESCRIPTION" CONTENT="Digital Cameras and Accessories: the best prices with local warranties on all products and free delivery to your doorstep">

<META NAME="Keywords" CONTENT="canon digital cameras, canon lens, canon, compare digital cameras, digital cameras south africa, digital cameras, digital video cameras, dcm, dcmetnike, fotodigital, fotodigital.co.za, fuji digital cameras, nikon, resolution, sony digital cameras, Digital Cameras South Africa, Default, DotNetNuke, CMS, Web, Figure, DotNetNuke, HTML"/>
GLOSSARY

**Boolean searching**
The Use of operators AND, OR, NOT to combine search terms.

**Cloaking**
A technique used to display different or obscure pages to the search engine.

**Crawler**
The software that is used by search engines to find webpages to index. It is also known as a spider or robot.

**Directory**
A search tool that depends on human editors to review and index websites. Unlike search engines, a directory categorises websites according to topics.

**Doorway pages**
Two sets of webpages are sometimes designed. The first page, also called a doorway page, often contains keyword-rich text, which crawlers’ index well. Human visitors are redirected to the second set which contains human friendly text and graphics. The first set therefore achieves a high ranking while the second set pleases the human visitor.

**E-commerce**
Denotes the selling of products over the Internet. Sales can be from business to consumer or from one business to another. E-commerce may also refer to Electronic Data Interchange (EDI), in which one company’s computer queries and transmits purchase orders to another company's computer.

**Exclusion Policy**
Search engine policies often state the criteria for submission of websites. Some go further by listing web design practices to be avoided, which if found
in submitted websites, can lead to that site being excluded from the search engine index.

**Gopher**
A protocol that was used to publish information on the Internet before the existence of the World Wide Web.

**Indexing**
Search engine indexing describes the process of reading a web page and extracting the contents into a search engine database.

**Invisible web**
This refers to information that is available on the web, but cannot be located through the use of search engines. This information is invisible to search engine crawlers for various reasons, including search engine policy decisions, (opting not to index certain formats) and information that is located behind a firewall.

**Keyword Stuffing**
The repetition of keywords in a website, in an attempt to increase its ranking in search engine results.

**Link farm**
A link farm is a collection of web pages that contain hyperlinks to one another or other pages. The main aim is to attempt to deceive search engines that place emphasis on the number of links in a website, when determining relevancy.

**Meta search engine**
A meta search engine is a search tool that retrieves results from a database of a number of search engines. When a searcher performs a search query on
a meta search engine, the query is transmitted across several search engines and directories.

**Page redirect**
The process whereby a user is redirected to another site when attempting to access a website. This is viewed as spam because users visit a different webpage than the one that is viewed by search engine spiders.

**Paid inclusion**
This is a search mechanism advertising practice where webpages are included in search engine indices in exchange for payment. This practice does not guarantee top rankings.

**Paid placement**
Under paid placement, websites are guaranteed top rankings for certain keywords at a fee. Participating websites often bid for these rankings, and the highest paying website gets the top rank.

**Paid submission**
Paid submission refers to the process whereby web designers pay certain fees to have their websites reviewed by directory editors quicker than it would normally take. It does not affect ranking or chances of indexing websites.

**Robot**
See crawler.

**Search engine**
A search tool that uses an automated crawler to index words on web pages, thereby enabling full text searching of the Internet. It is designed to assist users to find relevant information on the Internet.
**Search engine optimisation**

The process of identifying factors in a website which could impact search engine accessibility to the website. It involves fine-tuning the many elements of a website so that it can achieve the highest possible visibility when a search engine responds to a relevant query.

**Search Engine Spam/Spam**

Spam refers to the process whereby web designers attempt to influence the results of search engines by applying SEO practices that are perceived as unethical. Spam can also be defined as using words, HTML code or scripting on a webpage which is not intended to enhance user experience. This type of spam differs from e-mail spam. The latter refers to email that is unwanted, unsolicited and which often contains junk.

**Search engine user**

This is a general term describing all clients using search engines either for general search or website design.

**Spider**

See crawler.

**Veronica**

A search engine that was primarily designed for the Gopher protocol. When the Web superseded Gopher, it also led to the defunct of the Veronica search engine.

**Visible web**

Consists of all the webpages that are retrievable via search engine crawlers.
Website

A website is a collection of webpages designed to present information over the World Wide Web.