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1.1

CHAPTER ONE

STATERMENT OF THE PROBLEM: PROJECT OBJECTIVES HYPOTHESIS AND

ASSUMPTIONS

Awareness of the problem

Naler is said {0 be tasteless, cdouriess and colourless. it can be described as & giver of
life as the early stages of numan deveiopment is spant in water and 60% of human bod
consists of water. Clean waler Is a valuable rescurce lacking in many parts of the world,
gspecially in Africa where paople have died from diseases related to water contamination
{e.g. cheolera). Every}événg thing on earth {micro-organisms, plants, animals, humans and
gven our brain} consists mostly of water. More than 70% of the earih's surfacs is covers
by waler, only a small part of which is suilable for efther human consumption orf
agricultural use {(approximalaly 0.5% cof all water in the world), {Lindherg, 1997} Dus
poilution from agriculture, households and industry reachiﬂg rivers, laxes anc seas it is
mportant for wastewaler (Sewage) 10 be properly realed in order 1o remove hamiful
substances before il reaches the environment More material regarding wastswaler

H

salment in general can be found in {Ingildsen and Clson, 2001).

Strict environmenial and health reguiztions ogsther with a demand for cost effective
ways of wastewatser treaiment have made control technology in Wastewater Treatment
Flanis an important priority. The conirol system is used {0 supervise the inherently
dynamic WWT processes from the inpul wastewater through biological process
{Activated Sludge Process) o effluent dispersal. This is expected {o reduce the need for
larger volumes, improve ihe effluent water guality, decrease the use of chemicals, and
save energy and operational costs, Sensors for disscivad oxygen and nutrients such as
ammonium, nitrate and phosphorus have been developed and improved in rscent years,
thus increasing the potential for effective monitoring. automalion and control of
wastewsaler treatment planis. Thus assists in reaching the obiective of the wasiswaler
treatment process operation, which is to provide reliable and stable process control with
highly efficient resulis at minimum cost. -

Waslewstasr can be atlributad to as both Houid and solid wastes, i may be dafined as z

i 41 £ H P Yot PN N H s -3
combination of domestic wasiewsier, inCus

a
region to region, from saason to season, frem day to day, from hour 16 hour and from
minute fo minute. It depends on a number of diffarent reasons sugh as times of the day.

weather efc (Metcalf and Eddy, 1978). The main aim of wasiewster treatment 3 1o



reduce as much as possible the undesired ingredients such as organic matier, nitrcgen
and phosghorus, although phosphorus is not considered in this thssis. Wastewater
treatment process is a process based on biclegical process of activated sludge. The
function of wastewater freatment plant is mainly tc speed up the natural process whersby
water purifiss itself. The main objactive regarding WWTP is to produce an effluant that
meels the required standards at the least possible cost. The historical development of
the wastewater treatment logically leads to the necessity of proper conirol of this
compigx, noniinear precass. Wastewaler treaiment plant is becoming more and mors
pivolal in the ccmmunéty of today because of urbanisation. in the past waste disposal
was nef oo much of a preblem as the number of paople was small. The expansion of

rural populations and immigration of people to urban arsass with disnosz! and
M

accumuiation of human waste products rapidly became a hygienic problem. The
connaction between hygiene problems, health issues and wastewater led to new way of
dealing with human wasle products. Water closet and the daveiopment of sewer
systems transporting the water from households inio nearby rivers and iakes ware
infroduced. In 1930, sadimentation tanks were introduced 10 solve visua! prohblems

related fo waste disposal.

With t%r%‘sa new nsgalive impacts were discovered. Preblems conceming oxygsn
depletion in the water pumped o rivers and lakes emerged. The oxygen deplstion
ocourred since polivtanis {mainly organic matter) were oxidized In the rivers and lakes.
To improve the situation, biological reatment evolved. This treatment consisted of adding
oxygen to the wastewater in reactors, thus ailowing crganic matler {o cxidize before the
water was pumped o the rivars and lakes. The process is working in two directions
meaning: |

Pl
i

Reduction of crganic bound enargy 10 such a level that, the helerclrephic growth

m

and their associated deoxygenating effects in the recsiving body of water ars
acceptably low.

2. Reducing autetrophic subsiances, phosphates, ammonia and nitrates, to levels
such that photosynthetic autotrophic growth and capacity to fix solar energy as

organic energy in the recsiving body of water are acceptably low.

Wastewaler freatment process moenitoring, optimization and coniro! are very imporiant
ihese days, especially in South Africa when considering the number of contributing

factors in the form of;



1.1.1 The process variations

There s a8 great need for consideration of the dynamic behavicur and opsrational
charactaristics of wastewater treatment process as they prove to be frequently larger
than that of industrial process given their large temporal varations which occur in
wastewater composition, concentration and flow rate. Bul, in reality most waslewater
treatment planis are in a primitive slate with respect to process operation as opposed o
industrial process. The reason being gross fallures dus to bulking of aclivated sludgs and
“sour” anaerchic digesiers are ail loo frequent. Additionafly, there are significant
variations in freatment piant sfficiency, not only from plant {o plant, but also from day to
cay and hour to hour in the sams plant.

1.1.2 Main operational problems
The main problems that influence the process perfurmance have been identified as
follows:

1.1.2.1 Operator’'s application of concepts and testing to process contro!l

The necessary knowledge partaining 1o the process is notl applied accordingly for conirgl

in

Durpose

1.1.2.2 Infiltration inflow
The most notable process caused by it "washcut” ¢of the suspended growih system
during the high flow periods. The sscond problem is the dilution of raw wastewater, with
the resulls that, the biological process loadings were less than that of design intent and

healthy blomass could be sustained as resull.

1.1.2.3 Process control testing

Some of the basic test for proper operation of the pi

&
=
0

grizgining o the mixed liquor

Tr

suspended solids, dissoived oxygen, sludge settleabilily, return sludges  sclids

)

s

concentration are not performed or used for process conirol

1.1.2.4 Operational and management manual adequacy

There is a shortage of cperating procedures for key process variabls in the cpsrational

1.1.2.5 The industrial loading

Characteristics of wastewsler and micro-organisms poisening can be changad through it

3



1.1.2.6 Process controllability

1.1.3

ludaed is the inabilily to vary return sludge rate and air input given how the device is
constructed. This means that an adeguale altention had not been paid during the design

phase of the process control

Sludge wasting and return
Proper process condrol reguires the contre! of sludge age and substrate removal rate
Thaese parameters are controlied through the regulation of the inventory of aclive sclids

under asration via the meachanism of sludgs wasting. The plant should have dasign

apabilitiss for sludge wasiing and relurn, particuiarly from the agration basin

Conglusion can be drawn from the above that difficuliies mentioned are due o 8 number
of faciors, ranging from lack of proper application process control fechniques to plant
undersianding: hencs the improved performance of wasieswalsr can be atlribuiabis ©©
many different ways, included amongst others can be the increasing of guality and

guantity of operational personal, paying more atlention to the dynamic behaviour and
cperational characteristics of the plant during design phase and the fmproved coniro
strategies for piant operation. Presently. there are many weli-designed wastewsater
treatment plants capable of high degres of poliutants removal. However, it is of great
imporiance 10 nole that, weil-constructed facilfiies are nol only important, but aiso form

one part of the solution to the problem thal s at hand. Good operstion, routin

(D

maintenance and good administrative programs are needed oo, Howsver, there ar

64]

some drawbacks in terms of control as most wastewaler freatment procssses are i
primiiive siate with respect to process operaticn when compared o industrial processes,
In addition, there are significant variations in treaiment plant efficiency, not only from one

plant 1o another, but also from day to day and hour [0 hour monitering and control in {h

jen)

same plant.
Drawbacks suchas
« Lack of suilable engineering undersianding of many of the control process
characieristics
s Lack of fully reliable on-line senscrs and other equipment for process monitoring

and contral



1.2

The abova drawbacks lead to poor monitoring and control of the wastewater treaiment

DroCess

Controls strategies exist in {oday's plants but are primanily involved with the handiing and
use of information. The control process can either be done manuslly or automatically,
Automatic control systems are of different forms and they can range frem on/off control 1o
on-line eptimal computer control of the plant es a whole. Not considering which type of
control, some of the fundamental qusstions nsed 1o be answared. These questions ars
as follows

1. What type of information should be coliected for the process monitoring and

control?
2. How should ihis information be transmitied in & real sysiem?
3. How should tha information be processed?
4. What conirol actions should be taken?

The theses answer the above questions through application of tha new modam control
approachas and metheds in the process of development of a control system. The main
research preblem of the project is o investigals application of the nonlinear controf
thacry for design of real time control for dissclvad oxygen concentration in the aeration

ank of the zclivated siudgs process as a part of an adaptive opiimal contro! sirategy of

the activalsd siudge process in the wastewaler treatment.

The confrol strategy, used sensors, developed models and control algorithms will be
hased on the complex dependencies betwean the process variables and on the complex
seif-reguiztory mechanisms within the cell. Activated sludge crocess 15 & dynamic

process, which invelves both rapidly and slowly changing parameters, In erder (0 control
product guantity and gquality, or the dynamic siate of the process, the contrel strategy has

to be capable to control both types of variables in real tims, with real on-line data.

Statement of the Problem

Dissolved cxygen {DC) is the concentration of oxygen in the water of the réverss lzkes,
lams etc. If there is no oxygen or it is insufficient then agualic animals will ¢is or their
growth or production will be affectsd. The dissolved oxygen should be as Righ as
possitle.

Proplem: To investigate application of the nonlingar conirel thaory for desion ¢f real tims

control of dissolved oxygen concentration in the aeration tank of the aciivatsd siudgs

5



1.3
1.3.1

1.3.2

process using the cn-line measurement of DO conceniration in the process asration

tank.

The problem is solved as a part of 3 layers structure for adaptive optimal conirol of the
activated sludge process based on the real plant dynamics, their structural and biclegical
models, and conirol theory, pilot plant in the lab with different possibilitiss for using
various plant structures, and SCADA and compulational sofiware environment, as
fotlows:

A&

. Benchmark and Athlone plant siructures.

2. UCT and ASM1 biclegical modsls.

3. Optimal contrel theory,

4. Nonlinear control thaery.

5. Pilot plant of the wasiswaler Ireatment.

6. Adrcif, MATLAB, MySQL, and concepis scitware.

The ithree layers adapiive conirol structure, Figure 1.1 has lavers of adapiation,
optimization, and direct contrel, The structure is implemented using a perscnal computer
{(PC) with Adroit SCADA, MATLAB, and MySQL database software and PLC with Unity
software. Tha top two layers ars implemenied in PC and the third laysr is impiemeaniad in
PLC. The model estimation iz done on the iavel of oplimization. The problem for design
of dissolved oxygen conircl is solved on the layer of oplimization. The centroller

imolamentation is done on tha fayer for direct centrol a5 a part of PLC software.

Design based problems
Sub-problem1: Activated Sludge Process study
To investigaie and understand every concept aboul the actvated siudge process

505{} 2._7 i Cr .s’,': A Pad it ;i"ih’v'«:ui_ni Pt L:VEC].
biotogical reactions as described by UCT and ABM1 biciogical modsls

Sub-problem2: Mathematical Modelling
To develop mathematical models of the dizsclved oxygen concentration with different
models of the oxygen transfer funclicn and different representations of the oxy

upizke rale.



1.3.3 Sub-problem3: Control design and Implementation
To design and impiement noniinear controliers based on the nonlinear conire! theory and
eplving the method of reference model conirol using Lyapunov sscond method and

nordingar linsarizing controliars

1.3.4 Sub-problem4
Development of MATLAB/SIMULINK programmes for simulation of the developed

models, and of the ciosed loop systems.

Layer of adaptation PC
1. Keaeping database
2. ?rece&s moniforing
3. Simuighon of me maodsa!
4. Prediction of the values of tha input disturbances

20 Concentration

Layer of optimization PC
1. Dstermination of the regetitive horizon for optimal
conirol
2. Solve the cptimal control probie
3. Solve the problem for design of
conlrciter

Sptimal DO set-point
Controlier parametsrs DO Congentration

v

Layer of direct conirol
4. Recelve data from ths process
2. Caiculation of one controf signalimpiementation
3. Updaling of the peramsters of the controllers

- H el -
l.,sr:trce aCtion 50 Corcenirstio

Activated Sludge Process

Figure1.1: Thres layers of adaptive control structure.

1.4  Real time implementation sub-problems

1.4.1 Sub-problem5
Developing a communication link between PLC {Programmable Logic Controlisr) and DO

7



1.4.2

1.4.3

1.4.4

1.5
1.5.1

1.5.2

Sub-problem6

Developing a PLC programme for uploading ¢f the nonlinear controller in PLC for real-

time control.

Sub-problem?

Developing  programs  {Oor  communication  betwesn  MySQGL  daisbase  and

MATLAB/SIMULINK softwars for conlrol design purposss.

Sub-problem8
Interfacing PLC with SCADA scftware

Research Aim and Objectives

Aim

The aim of the research preject is to develop models of DO concentration process and

methods for design of finear and nonlinsar controiiers of the concenfration of the DO in

e

the

by

ram

ergtion tank of the ASF and o implement the designed controliers in the
works of Modicon PLC. Adroit SCADA, MySQOL database and MATLAR/SIMULINK

software as a part of Optimal Adaptive stralegy for control of the activated siudgs

process ars used as an envirenmeni for the ressarch investigaticons.

Objectives
The chiectives are:

1. To develop models of the DO concentration with different repressentations of the
oxygen transfer functicn.

2. To develop method for design of parameter estimation of the DO modsl
coefficiants and oxygen uptake rate for different mathematical representations of
the oxygen transfer function

3. To davelop method for dasign of a finear controller of the DO concentration bases
on pole placament theory.

4. To davelop method for dasign of a neniinear conirolier of the DO concentration

ased on Lyapunov s1ability theory and reference model control theory.

5 To develop methed for design of a nonlinear linearizing contrglier of the CC
concentration bassd on the noniinear gecmeirical contro! theory,

8. To implement the controllers in the frameworks of the PLC as a pant of the Adroit
SCADA system.

7. To develop scftware for communication between SCADA, MySGL, Matab and

FLC inresi time



1.6

1.7

1.8

1.9

Hypothesis

The thesis proves thatl the nonlinear contreller of DO conceniration gives betler
performance of the closed lcop system than that of the linear controller. The hypothesis
is conneacted with the possibiiilies of developing scftware for programming PLC in order
to implemeant tha nonlinear controller. The parameters of the nonlinaar controlier could be
changad in real ime from the SCADA sysiem and the set point of the nonlinear controlier
could aiso be chpnged in real tme from the SCADA sysiem

Delimitation of the research
The research is mainly based on designing and implsmenting nonfinear confrolier

because the linear contreller will not give good performancs of the nonlinear activated

siudge precess. The monitoring of the process is realised by scguiring real-time date by
sensors for dissoived oxygen concantration. The real dafz is coilectsd by using daia
acquisition system built for the pilot plant in the research laboratory on the basis of PC

and Modicon M340 PLC with help of Adroit software, The problem for design of noniinear
control is solved using the Benchmark and Athlone wasiewater freatment plant models

data. Linear and nontinear control theories are used for design of the confroliers in siate
space domain. The classic control theory based on Laplace domain 18 used for design of

iingar conirolisr,

Motivation for the project development

The control and monitoring of the waslewater frealment process dynamic behavicur and

l}

operational characteristics are frequantly more important than that of industrial procasses
bacause of the iarge empceral vanations which occur in wastewater composiion,

cencentration and flow. The prolsct ﬁ‘eve%opmem is in accordance with the mention &t the

"

beginning of the chapter imperiant characteristics and drawbacks of the process and it
control and aims 1o develop a hardwares and software system, implementing a strategy of
real time optimization and control, based con: the characierisiics of the process as an
chisct of control, the existing at the moment instrumentation and control devices and
structuras in the considered processes, the possibiities o apply new insirumeniation

achnigueas for measurement, monitoring, medeting and control,

Assumptions
The assumptions in this research project are based on diffierent parts of the ressarch
work that have {o be done and are classified as follows:

+ The process conforms to the current control technology.

[€a]



1.10
1.10.1

1.10.2

1.10.3

1.10.4

1.11

s The mass balance equations describe the real time process at Athlone plant and
the benchmark process with accuracy good encugh for the control design

s The oxygen uplake rale in the aeration tank can be estimated on iins on the basis
of measuraments of the DO concantration

+ Tne structure of the nonlinear model of DO allows application of the nonlinsar
geometric control theory for desion of a2 nonlinear inearizing controlier.

o Oplimal control implementation done with the heip of nonlinear ceniroller

rameters caiculation, Adroit scftware, PC and PLC programming environment

wiil allow guick problem solving accerding to the dynamics of the process in real

fims

Research Methods
Literature review method

Literature review study of different modsls of nonlinear controf systems,

Design method
s Method of Lyapunov thecry for stability is used for design of a nonlinear controlier on

the bagis of iinsar reference modsi

Experimental method
¢ Devslopment of strategies for using PLC and Adroit software envircnment.

= PLC and PC will be used for contrelling of the piiot plant.

Description method
« The system is describad with all ifs specifications, characterisiics and functions and

also ihe obtainsed rasulls are described in the thesis,

Qutline of the thesis

This thssis is made up of nine chaplers:

Chagter 2 gives an overview of the methods for madelling, estimation and contro! of the
nrocess for dissolving of oxygen in wastewater. Déscuss‘zcﬁ of the use of automatic
control a ate estimation of dissclved oxygen concentration in waslawatisr treatment

i} { ol o
ular, ins aclivatle sSiutge [procsss

10



considered. A design method, which gives a high performance confroller for all operating
conditions, is discussed on the basis of different papers. The design method consists of
two parts: estimation part where the oxygen transfer function and oxygen uptake rate

{respiration) are determined and a contrelier design part.

Chapter 3 introducss ths structure of the activated sludge process (ASP) and the
cescription of the COST Benchmark process based on the ASM1 biological modsl. The
mass-balance mode! of the dissolved oxygen conceniration for the Benchmark layout is
aiso given logether with devalopmant of the mathematical mods! of the oxygen transfer
function as an ex":oneﬁmai model, Development of disscived oxygen modsel sgustion in
standard affing form is introduced and is appiied to the controlier design,

3t

Chapter 4 Discusses least-scuares method {or parameter sstimation for different models

L]

¥ oxygen transfer function. The equalicns for caicuiaticns of the transfer function
cosfficients and cxygen uptake rate are derived. Matlab software for estimation of the
parameters of different representations of oxygen transfer function is developed. The

resuits from the calculations are given.

Chepter & provides nonlingar control theory usad for the analysis and designing of
nontinesr control systems. The nonlinear methods for analysis and conirel design of
nonlingar systems are given. Different types of nanlinear controlier design msthods for

anaiysis of the nonknear systams for the purpose developing controliers are analyssd.

Crapler 8 presents nonlinear controller design which is based on the fesdhack
inearization method. The nonlinear controlier is dasigned in such way that the closed
loop system consisiing of the nendinear controlier and the nonlinear process is eguivalant
to a dasired linear system. Then linear Pl controller is designed for the linsarized clesed
system. Resulis from the simulation for the different vaiues of the inflow DO
concentration and oxygen upiake rate are presentsd.

Chapter 7 gives the commen nenlinear controlle vapunov's direct

ﬂ
[

11}
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m

lll
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o ol

o

Ly
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methad and reference confrel method appiled (o the modsel of dissolved oxygsn

ock diagrams are provided for the scle purpose of simulations

iz

concentralion. Simulink bl
and their simulziion results given for different casas of the inflow DO concentration and

oxygen uptake rate.
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Chapter & describes the reali-time Implementations platform structurs of the nontinear

conirollers based on PLC software. The connections between different parts of conirgl

sirategy are described and programmed on the basis of DO contirol probiem.

Chapter 8 gives a defailed conciusions and fulure research in the field of waslewsater

ireatment processeas.

12



2.1

2.2

2241

CHAPTER TWO
OVERVIEW OF THE METHODS FOR MODELLING AND CONTROL OF
WASTEWATER TREATMENT PROCESS

Introduction

The aim of this chapler is 1o give an overview of the methods for modeling, estimation
and controt of the process for dissolving of cxygen in wastewater. Discussion of the use
of auiomalic conirgl and siale estimation of dissglved oxygsen concenirstion in
wastewsler frealment planis is done. In particular, the sciivaled sludge procass
modeiling and conirol is considered. A design meihed, which gives a high performancs

centrofler for all eperating conditions, is discussad on the basis of different papars. The

design method consisis of twe parts; estimalion parf where the oxygen transfer funciion
and oxygen upiaks rate (respiration) are determined and a contreller design past

in modem socistiss proper management of waslewaler s a nscessily not an option.

f : TN . [ SR P SR ; T o ~t sasith
Wastawater often is glaszified as industrial wastewsier or municipal wastewalsr, wih
i H bimio gt il = oo T v
industrial wasiewater deemed compatibis with munzc:pai wasiewaler, usually discharged
£
i

wastewatser cemmcniy for it 10 be releasad Io ths rsciplent, t steps are iaken into
consideration, hence shown is the typical schematic diagram of the waslewaler treatmeant

g Activated Sludge Process {ASP) is one of the most used

fvoes of the biclogical treatmant processes.

Mechanical (primary) treatment

The mechanica! treatment is used for removal of large obiecis and heavy materiais from
is

o & consigerabls G
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T
3
(]
9]
0]
&
W

guard the subsaquent processes against vanous types of grits and larger particies, The
orocess actually consists of networks that get rid of large subsiances in the wazlswalen

. . : Py i = andas e im B
sdimentation Uit accountabiz for reducing the content of suspended soiids in the
g

\

wastewater through sedimentation. By using primary treatment lar
matters in particulats form may be removed and by ceing so, reducing the nesd for

geration iater in the process.
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1  Meachanisgl ieatment dBioiogical reatment Achemical treatment i filaent

_ I I \fﬁ[er
rinary
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Grid  suad u Activated
FHETES Sedimentation Precipitatio
4 Studgs treatment
O Dewalering
Devaterad
’ -
sk
Sizds it Stabilization

Supemnatants + Sackwashing

Figure 2.1: Layout of a wastewater treatment plant

Biological treatment

In this palt of the vasiewatsr reatment plant, micre-organisms degrade organic matter
and in SCme corfigurtions nutrients are alsc removed. Different types of WWT
nrocesses existbutlarger wastewalsr tsatment plants make use of the activated siudgs
process, 10 its basic configuraton the activated sludge process consists of an aerated
tank and 2 seiiarn Miroorganiems giow slowly In the aerated tank and in order 10
maintain their population sizes, siudge from the seiffer is re-circulgied back to the
aerated tank. Excess siidge isremoved for both to avoid sludge in sffivent water and to

maintain @ reassnable suspend:sd solics concentration.

Chemical treatment

in chemiCé! treztirnent process, phosphorus removal is the prionty hancs it is commen for
precipitaﬂcﬂ to tmmka plece. Precipitation chemical is added which tums phosphals into
oiuble fréactions, Precipitation chemicas also stimulzte creation of fiocks. The insoluble
phosahﬁies tone ther with organicad iy bounded chosphate then absorb or adhere (0
ﬂock-s. The foiks are sepatited oy either sedimeniation or flosiation. Insiead of

chemicats &nharced chospherus removal can be applied by the activaied sludge

Wit

process.

= . - _ — ~3 o &) & ‘f'»-\ -
The slud B8 Congisis O Organt maiena which has f be stabiised o avoid odour and
= Biu
Py bl amim peytmemt A orohis of %géisgﬂnr\ can be raerforme sd simulianeously in
red'i{ﬂe ¥1E FE‘:;”&{:CH;‘-’ Coyrvienl ASTOGIR 3ETHISOULH Tant L2 LENoTing ¢§i \..\4,“_.} in
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an activated sludge plant whereby primary and sscondary siudges are continucusly
zerated for long pericds of time. In aercbic digestion the micrcorganisms extend into a
respiration phase where materiais previously siored by the call are oxidized, resulling in
a reduction of the biclogically dagradable organic matier. Bis-gas, methang and carbon
dioxide are preduced during digestion. Before sludge is transporied away, it is dewatered
by means of mechanical, cenirifuging or filtering, the reason being to reduce the
transporiation cost due 10 the fact that sludga contains 95% water. Alier treatment sludce

may be dumped or used as fertiiizer and soil conditioning.

The Activated Sludge Process

The activated sludge process is an aerobic, biclogical treatment method that uses the
metabolic reactions of microorganisms o produce an acceptable sffiuent guality by
removing substances thal have an oxygen demand. This treztment method, considered

L]

o be a secondary tregiment process, generally follows a primary darifier. Howsver,

e

depending on wastewaler characlenstics and plant design, ths clarifisr may be

1 P

eliminaled (Activated sludge, manual of practice OM-8). Bacteria constantly nead energy
ot essential ife activities. Growing cells make uss of substrale

in order 1o grow and suop

4 nutrients situated cutsids thelr membrane for growth and for energy devalopment.

Tradiiéana%iy the ASP mainly served {0 remove organics and ammonium from i

)

i
L8]
enonn
&
=
_\

ar (Metcall and Eddy, 1979), (Arceivala and Asolskar, 2007}, (Richard, 1858},

{Jeppson, 1888}, In its basic design, ASP plant takas the organics in the infiuent fiow
which ars tansformed info ssifleable biomass {aclivaied sludge ficcs) by biomass
growih. In the next step the sludge setlies at the bottom of the secondary settler. Figure
2 2 shows that the treated efiluant of the plant fiows over weirs at the fop of the ssiiier,
while the settied sludge is wilhdrawn from the bottom. The malor part of it is recycled
nack to the reactor, and a small part is wasted. Sludge recycling prevents the washout of
biomass by dacoupling the sludge residence time from the hydraulic residence time in
the piant. The main control hurdies are the rates (/h) of return flow Q, . w
Q. . and airflow Q,, . During the last decade the interest in wtal-Nirogen N removal
from wastswater has risen due {o increasing atiention for the prob
the aguatic envircnmant. TofalN removal reguires two bioleg!
nitnfication and de-nitrification. Nitrification ig a two siep procass, bassd on the nilriliars

Nitrcscmonas and Nitrobacter of which boln gre sulcirophic organisms. Aulctrophic

organisms arg able to bulld up the
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reduction process. Nitrification fakes place when the autotrophs meet NH, under
asrebic conditions. De-nitrification is fulfiilad by heterotrophic organisms. De-nitrifiers or
"hetercirophic organisms which are able lo de-nitrify” preferably use disscived oxygen
(DO} as siectron acceptor, but switch to NOx in case no DO is available. The de-
nitrification process only takes place when de-nilrifiers meset Readily Biodegradable
Organic Substrate (RBOS) in an ancxic environment (presence of NOx, absence of DO).
Under those condifions de-nilrifiers consumse organics, using nifrate and nitrite as

oxidiser

Activalad sludgs process kKeeps micreorganisms suspendsd either by blowing airin the
aeration a0k or by the use of agitators. Oxygen is being utilized by tha micre-organisms

to oxidize tha organic matiers.

influent Waler Effiuent Water
—» Agration Tank Settiar
[ ——
- -
Recycled Sludg ) _
Waested Sludge
>

Figure 2.2: Basic ASP structure consisting of an asration tank and a seitier

Figura 2.3 illustraiss the basic biological renewal process in wastewater plani {(Henzs st

ke

al, 1985). The reactions happening in the process have different time scales. The

matier enters the process in several forms. It is converted o othar forms by the biclogical
process. The hydrolysis process cenverls larger meolecules of slowly bicdegradable
matier into smaller, more easily accessible molecules, meéaning, inle readiy
bicdsgradable matter. The speed of hydrolysis may be of great concam in the activ
sludge process as the influent wastewater mainly consists of slowly bicdegradabls
maiter. The fact of the matier periaining to the hydrolysis process is that it is relatively
siower than the growth rate of the micro-organisms. The growth rale of the micro-
organisms (biocmass) depends on many different things, including the amount of biomass

{numbsr of micro-crganisms),  subsirale  (food.  readily-biodegradabls

16



2.2.6 Biological Nitrogen Removal {(BNR)

Nitrogen can be presented in different forms, for instance, as ammonia NH,, ammonium
NH . nifrate NO;, nilrite NO,; and as organic compounds. In the raw wasiewater,

nitrogen is mostly represented by NH, and organic nitrogen (Lindberg, 1897).

7

Nifrogen forms an inlegral nulrient for biclogica! growth, It is ong of the main componants

in living organisms. Nevertheless, wnen nitrogen is prassnt in effiuent waslswatsr,

problems may take place (Lindberg, 198751

= Ammonia is toxic 10 aquatic organisms, especiaily those of higher life forms such
as Figh, inveriebrates. planis. and aerobic bacteria which all require oxygen for
respiration,

+  When ammonium {8 oxidized 1o nitrale, a significant oxygen damand in the
receiving body may give rise 10 a severe depistion of the dissolved oxyvgen
concentration.

s In drinking water nitrate is foxic, especially for infants,

+ Nitrogen is an essential plant nutrient. Overleading can stimulate undesirable
growth of aquatic plants and algae. Whan ths plants dig, oxygen is consumed by
organisms degrading the litt

o The presence of ammoenia In drinking waler suppiies requires an increased

chiorine dosage.

The ammenium can be removed in two-sieps like i has been stated earlier (nitrification

and ge-nitrification)

The formulas describing the chemical reaction in the nitrification process are as follows;
NH; +1.50, - NO; + H,O+2H~ (2.1)
NO; +0.50, - NO; (2.2

Ths two equaticns show how ammonia is oxidized o nitrate and then o nitrite. Nitrate
can be converied to nitrogen gas by de-nifrifination and ths process (akes placs in gnhoxic

H

snvironmant. Hance the formula desoribing the chamica! reaclion is

17
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2.31

2NO; +2HY - N, + H,0+2.50, (2.3)

For Nifrcgen ramoval Nitrification process {conversion of ammonium into ndrate)
requires the presence of oxygen. De-nitrification process {conversion of nitrale to

gaseous nifrogen) does not reguire the presence of oxygen (Lindberg, 1897).

h 4
Readily biodegradable malier

Biogrowth

A 4
Biomass
Dacay
) J

Inert material

Figure 2.3: The biological renewal process (Henze et al, 1995).

A process of dissolving oxygen in wastewater
The role of the dissolved oxygen concentration in nature

Dissolved oxygen {DO) is the conceniration of oxygen in the surface water and it s a
vital role as 2 measure of the heaith of the sitream. Oxygen gets inlo water by diffusion
from the surrounding air, by aeration (ramﬂ movement), and as a wasig product of
photosynthesis. I there is no oxygen or it is insufficient then aqualic animals wilt die or
their growth or production will be affected.
possible, The foliowing are the few examples of ¢

2
nature {Lindberg and Carlsson, 1986}, {Application Data Sheet, 2009),

18



« Much of the dissolved oxygen in waler comes from the atmosphere. After
dissolving al the surface, oxygen is distribuied by current and turbulence.
Algas and rooted aquatic plants also deliver oxygen to water through
pholosynthesis,

« The main facior contributing o ¢hanges in dissclved oxygen levels is the
build-up of organic wastes. Decay of organic wasies consumes oxygen; this
Concumpiim i3 higher in summer, when aguzlic animals require mora oxygen
to support higher msetabolisms.

¢+ Depletions in dissclved oxygen can cause major shifts in the Kinds of aquatic

crganisms found in water bodiss,

-y

¢ Temperature, pressuyre, and salinily affect the dissolved oxygen capacily of
water. The ratio of the dissolved cxygen content to the potential capacity
gives the percent safuration, which is an indicator of waler quality.

«  Oxygen depletion is referred 10 as low levels of DO which may result in fish

=2

oriafity. 1t is recommended that &mg/L of DO concentration be avallable for
aptimum fish health. Most species of fish turn o distress when DO levals {3l
to 2-4mg/l, as lhey are sensilive 10 low levels of dissclved oxygen, morsg

spacifically larger fish as they react quickly o oxygen depistion than their

Oxygsn depletion takes place when oxygen consumption exceeds oxygen production
Increase in oxygen consumplion is due to an over-abundance of aguatic plants or algae
in the ecosystem, increasad organic waste in waler, demise and dscomposition of

organic matiers, or certain chemicals that are being directly used.

2.3.2 The role of dissolved oxygen in the activated sludge process.
Dissolved oxygen concentration is ong of the principal control parameters in the activaied
studge systems (Lindoerg and Carisson, 1986). (Vanrcileghem and Lee, 2003) stated
that, Oxvgen plays an integrat part in aclivated sludge process. If the associated aeration
is done in an optimal way it will lead o substaniial reduction in the process energy
consumption, This gives operators in control and managemeant of wastewatsr tfreatment

plants a more managaable task to do. The proper conirol of dissclved oxygen probes

1

which are probably the most widely appied senzors in biclogical wastewater freatment
plants is very important Numerous efforis have been deveisd o maximize tha
information extractad from the raw data. Control of the dissolved exygen concentration

(DO) in an activated sludge process is of considarable importance because of ecanomy
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and process efficiency. Dissolved oxygen anzlysis measures the amount of gaseous

oxygen 0, dissolved in an aqueous solution.

An oxygen deplstion svent can be envisaged and thercfore, be averied by continuous
monitoring of dissolvad oxygen levels in the aeration tank of the activaled siudgs
process. The most efficient way or tool to carry out the task is by measuring DO with an
slectrode and slectronic meler or with figld test Kits, The elecironic meter doss not
measure oxygen directly; rathar, it uses slectrodes to measure the partial pressure of
oxygen in the water, which is converied o Oxygen mass weight conceniration. The
amount of soiution reguired 1o changs the colour of the sample reflects the concentration
of DO in the sample. The amount of oxygen dissoived In waler is expressed as a
concentration, in milligrams per ltre {mg/l) of water. The primary cobjective of ths
activalad sludge process is 1o mainiain low conceniration of biodagradable matlter and
nufrients in the effivent together with low sludge production. But since it is a known fact
that aclivated sludge process is a very complex and very nonlinear in nafure i presenizs 2

challenge to control. Controlling dissolved oxygen cancentration plays an imporiant pan

in operating the faciity.

Diseolved oxygen concentration conirol is deemed one of the most impaeriant parameters
in wastewatsr treatment plants (WWTP). {(Reiger &t al, 2003}, stated that owing to the
extreme nonlinealirity and time variation of the activated sludge process maintenance a
reliable parformancs of asration conirol might prove to bs a very difficult task. However,

a number of control candidate schemes for improving DO have been tested.

Aeration takes place in the aerobic reactors, but practically, DO concentration s, in the

activated sludge process is maintained by manocsuvring aeration airflow @, (Lindberg,

< air i
1874, The aeration input can be represented by the oxygen transfer rate function K,

]

wo factors that affect the dynamics of the DO are oxygen uptake rate {respirafion] and

-

nonlinear oxygan transfer function. Determination of their values is a chalienging topic for
the application of recursive ideniilication due 10 neniinear characteristics of the oxygsn
transfer function {Liung and Soderstetrdm, 1883). Un-line estimation of respiration rate of
the microorganisms is based on current vaiues of dissolved ©

irfflow signals. Control efficiensy improvement for disscived oxygen conceniration can

W

be achiaved through fast estimaticn of respiration taking inic account that respiration is

-

: I - . [ 2ppm il P Y Jyny e P
the maost imnoortant disturbance signal in conirclling dissolved oxygsn conceniration,
;
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2.4
2.4.1

Respiration rale iz direclly iinkad {o substrata remova!l and biomass growth of which is
evident thal respirometlry is an sffective tool in the activated sludge process control.
However, neither respiration rate nor other process vanables are generally deployed
directly in conjunction with contro! stralegies in order {0 secure the primary objectives
(Lira et af, 2004}

Respiration rate can be used as a coniroiled variable and this is achisvable through the

ciual rate or endogenous rate being kept at the certain value by infiuencing some
process handle, measurement being used 1o designats disturbances or by triggering the
alarm. In most instances though, respirometry can te used 1o exiract information with a

particular biclogical significance from measurements {Lirg et af, 2004},

When the oxygen uptake rate is used as conirolled vanable, respiromelry stralegy is
manipulated o maintain the endegenous respirztion rate in the asration tank &t a set-
point value, The underiying ides is thal endegencus respiration rate is a maasure of

active biomass concentrations.

Mass balance model of dissolved concentration

Mass balances

The dissclved oxygen concentration {(B0) in the aerobic part of an activated siudgs
orocess should be sufficiently high to supply encugh oxygen to the microorganisms in the
siudge. An excessively high DO {(which requires a high air fiow rate) leads o a2 high-
energy consumgtion and may aiso Cdeteriorate the sludge quality. A high BO
concentration in the internally recirculated waler also makes the denitrification less
fficient. Hence, both for economical and process reasens, it is of interest {0 control the

o0,

)

o

The difficulty in confroling the DO is thal, the procsss dynamics is noniinear. This means

that high control parformance for all cparaling conditions may be hard to achisve with g
near coniroller. The key idea is to explicitly take the noniinear characteristics of the

oxygen transfer function K, into account in the control design. The dasign method

a

consists of two separale parts: an estimation part where K is deslermined and a

controlier design part (Carlsson, 1887).
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2.4.1.1 The definition of the oxygen transfer function
in the dissclved oxygen concentration dynamics, the oxygen transfer function K,
included. it describes the rate at which oxygen is transferred to the wastewaler by e
aeration system as a function of the airflow rate (). The most common way o daseribe
the oxygen transfer is by the following eguation {Carlssen, 19871
K, 050, = 5o(2), som>so(t) (2

In {2.4), the oxygen tansfer function K, only depends on the air flow rate u(r).

F:.\.

)

However, K, depsnds also on several other faclars, for example type of diffusers,

wastewater composition, temperature, design of asration tank, tank depth, placement of

diffusers efc. The mailn time-varying dependence is on the air flow rats u(r)‘

2.4.1.2 The dissolved oxygen dynamics
in an activated siudge process, hiodagradable matier is degraded by micro organisms
which consume oxygen. Figure 2.4 below shows the aerating basin with its inflows and
cutfiows. This diagram is used for development of the mass balance modse! of the
orocess. Dynamic behaviour of the BO concentralion is described by the following mas

balance equation:

5o(t)= o = So O+ K (D)o, (1) =55 (£) + 755 (2) (2.5)
whare $,(7) is the DO concantration in the aeration tank
o h(t) is the DO concentration of the input flow
50.u iz the saturated value of the DO concentration in wastewater
p
o(t) is tha influent wastewater fiow rals
vV is tha volume of the wastewater tank
K, a(u) is the oxygen transfer funclion depending on the control input
u(t) is the airfiow rate inlo the zone from the air procduction systerms
ro(t) is the respiration rate (oxygen utlisation rate or oxygen upiake

Whan the mass balance equation of the DO concentration is used for contrel dasign. the

oxygen fransfar coefficient K, is considered as a knear or nonlinear function of the

s
g‘;‘%?—@n" rgx?



2.5

2.5.1

the airflow rate. The variables that are assumed to be measured are 5,(1)., 8o, (0), u(t)

and Q(t): s, and ¥ are known constants.

So(dissched oxygen)

Sensor a So

3, So.in

W (vinlume)

T ! ufair flow rate)

Figure 2.4: & schematic diagram of the asration tank.

Methods for measurement of dissolved oxygen concentration based on the

respirometry

Respirometry

Respiremetry techniques meaasure the respiration rate which is used to determing:
1. The rate of bicdegradation by sludge bacteria.

Z. Toxic wastss which inhibit both respiration and bicdegradation.

3. The process optimization and control.

[€u

in the zercbic tanks of a biciogical treatment plani, the complex molecules of th
wastewster are broken down by the combiped activiies of heterctrophic bhacteria,

itrifying bacteria and other microorganisms. In terms ¢f process control, there are three
malor processes {Spanjers ef al. 1596}

s Biodegradation

s+ Raspiration

The above three processes are interdependent, resuiting in chqng ng of rats of
respiration, which is a measure of ths rate of bisdegracation attained. It is for the above
reason thal the oxygen uptake rale may be ussd as a control variable in procass

. . - : e : M i - ¥y § ~E i Tt i
ontimization. If toxicily in the influent wastewaler inhibits the respiralion rat
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activated sludge, it foliows that there will be an associated reduction in the rate of
biodegradsation. A scientific and technical report on respiromelry confrol of aclivalted
studge process has been compiled by IAWQ Task Group {Spaniers ef al, 1986). H|
axplained the significance of respiromstric analysis in activated sludge systems from the
environmeanial view of the biochemical enginserning. The reason being that respiration
rate is direclly related with two imporiant biochemical processes Le. biomass growth and
substrate consumption which must be controliad in wastewater realment plant. Includad
in the report are respiromelry-based control strategias and all measuring techniques for
respiration rate are classified accordingly (Spanjers, Vanrclieghem, Oisson and Dold,
1996). Measurement and interpreiation of the respiration rate of the activated siudgs is
done by respirometry. The respiration rate is the amount of oxygen per unit of volume
and time that is consumed by microorganisms. For a long time respirometry has bsean
known as an important source for conbroling the activated sludgs process. Ths
axplanation given for this is that respiration rate is direclly linked 1o two imporant
biochemical processes thal must be conlbrofled in wastewaler treatment plant namely

biomass growth and substrate consumption (Lukasse ef ai, 2000).

Respiration rate and disscived oxygen concentration in activated sludgs formi a strong
attachment amongst them. Thase results in that the dissclved oxygen measuremsnt can
be sasily and refigbly done and it has been used recurrently in the control of the activated
siudge process. Neveriheless, the fixed value of dissolved oxygen concentration dees
not give adequate information on the growth and subsirate uthization as such. But it must
be noted that there is a difference between dissolvaed oxygen conceniration-based
control and respiration rate-based control (Spaniers of al, 1998).

Measurement of resgiration rate hias been the research topic for many investigators and
a numbar of measuring procedures have baen devslopad. Regretiably, in the namative of
respirometers there is mcre discrientation about the working principles than with any
nther instrument, i1 is being portrayed with terms Hke: continuous, semi-continucus,
batch, in-ins, ondine, in-sitt, eic. The explanalion for ihis confusion is that the
descriotion can be relevant to the ogeration of the respirometar, which over and over
again is a smafl activaled sludgs reactor by itself, or {0 the way it relaies with the
treaiment pianl.

i

{ H i 1 } } T 7 s et~ -t IR a Nt aT=S I 3 —
A number of resoivometry-based contrel schemes nave been proposed in e ligraturs

: H oot are £ Vi ey vt o e e i
hut very few real impiementations arg reporied. Owing o insdsquals maasurement
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2.5.2

techniques and lack of understanding of the information content of respiromeiric dats,
there have besn a small number of successiul practical applications {(Marsii-Libelll,
Vaggi, 1987), (Marsiii-Libsgili, Tabani, 2002}, (Checchi, Marsili-iibelli, 2005). Additionally,
confusion cropping up from incensistency in implementation methods and employment of
terminology has heid back the introduction of respiromelry-based control.

in 1883 the Internaticnal Association on Water Quality (IAWQ) established a task group
with e mission to write a Scientific and Technical Report (STR) on raspiremetry-basad
control after realising the need for an extensive evaluation of respirometry in control of
the activated siudge process. The zim of the STR was {o generaie new insighls by
evatuating existing knowladge present in literaturs and practice and idantify further nesds

{H. Spanjers ef &, 18996}

Significance of respirometry
The main purposs in wastewater treaimsnt systems more often than not is the remaovai of
arbonacecus matertal from the wasle siream through growih of heterotrophic baclena,
The bactaria convert the enargy of intramolecular bonds in the organic substrate o the
high-energy phosphate bonds of adenosine iriphosphate {ATP). This energy is then used
1o produce the varicus molecular componsnts required for cell growth and reproduction.
Alteration of energy from substrate fo ATP occurs by means of a series of oxidation-
reduction reactions. The most imporiant ATP generation process within the cel
expressed as an oxidative phospharylation. ATP is generated as electrons removed from
the substrale by oxidation are transferred along the electron transport chain 1o the
terminal electron acceptor-oxygen in the asrobic aclivated siudge process. Generally the
process of the asrobic respiration s represented schematically in Fig.2.6. A portion
(1-Y)— of the used up subsirale is oxi idized 1o supply the ensrgy (o reorganise tha

remainder (Y) of the substate moleculss inlto new bacierial cefl mass, whers ¥V is

subsirates remnants and 1-Y is substrates consumead.

L]J

The removal of carbonasecus material and related processes are not essanti
sinks for oxygen in zctivaied sludge systems. Nitrification, which entalls oxidation of
ammonia nitrogen {o nifrate nitrogen by autotrophic organisms, ofien wil account for

approximately 40 percent of the {otal oxygen demand.
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variables iike, dissolved oxygen concentration or partial pressure of oxygen. The above
is5 not applicable for certain important state variables such as aclive biomass
gonceniration which cannot be measured directly, that's why respirometry is a powerful
alternative ool for assessing the condition of a system. Respiration has been identified
as the most sensilive paramater in research and modsel davetopment, agamst which

cii UGS SO ; Sl < fcH 0 riments! proto aST
activated sludgs theory can bs iested. Several exnerimental protocols based o

pol

respiration rate have developed 1o isolate and study different aspecis of process

behaviour such as biomass growth rate and decay rate, nilrification rate, and hydrolysis.

Respiration rate can alsoc be regarded as the basis for a number of wastewaler

characterization protocols.

Oxvygen demand and respiration rate are intgrrelated to all the asrobic organism activities
“in an activated sludge system, and diffsr in space and time. Many faclors have an
impagct. Thase include:

+ The tims-varying influent loading rate and the compoesiticn of the influent

s The fiow regime in the system e.g. piug flow versus completely mixed cne

+ The inclusion of unasrated zones for nutrient removal

s Heterotroghic and autotrophic organism growth rates

«  Rstum acivated sludge and mixed liquor recycle ralss

» Operating sludge age (or solids retention tims)

» The spatial distribution and efficisncy of devices

MICROBIAL MASS
GENERATED

SUBSTRATE

ENERGY

+C0, +H,0

Figure 2.5: Schematic representation of substrate consumption process {H. Spanjers et a/,
1988}
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2.5.3

254

Since oxygen consumption is divectly linked fo process behavicur it is 10 be axpeciad that

ted
respiration rate can bé used as an Important tool in the system centrol and for
recognizing disturbances which have an impact on precese performance {Spaniers ef a/,

18885).

Measuring principles

Respirometlers are usually used to measure respiration rate. Thay are normaily ranging
from a simple, manually operated botlls sguipped with dissolved oxygen sensor to
complicated instrumsnts that are operated fully automatically. In several cases, the
asration tank of the treatment plant itself can serve as respircmeter. With the exception
of the latter case, a characieristic known o all respirometers is a reactor, separated from
the activated sludge tank, where different components (biomass, substrate, slc.} ars

brought together,

The operation of all respirometers engages some iechnigue for calculating the rale at
which the blomass takes up oxygen dissolved in the liguid. Various techniguss have
been developed in the past But, it was found by the task group that all measuring
techniques for the respiration rate can be classifisd info only eight basic principles
according fo two criteria (H. Spanjers ef al. 1986}

« The phasa where oxygen concentration is measured (gas or liquid)

s Whethar or not thare is input and output of iguid and gas (llowing or static),

The operation of all existing respirometers can be described in terms of the abovs
princigle. At the moment, the principles are being discussed according to the phase

where oxygen is measured,

Principles based on measuring DO concentration in the liquid phase.
Respirometers that are based on measuring DO concentration in the %E'fu%d phase make
use of a2 DO mass balance over the liguid phase. Considar a system consisting of a tiquid
phase, having bicmass and substrate, and a gas phase boih being ideally mixed and

i

ving an input and output. 1t is believed thet the DO concentration in the fguid phase

havi

can ba measured. The DO mass balance over the liquid phase is:

2

d—{V 250, = CuS0r 0 ~LowSor +V Ko (80 =S0.) Virso (2.8

where: s,, = DO concantration in the liquid phase
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5o, = saturation concentration of the DO
So., = DO concentration in the liquid phase entering the system

K, . = oxygen mass transfer cosfficient (based on liquid volume)

Laf
Q. = flow rate of the liquid entering the system
Q... =fow rate of the liquid leaving the system

roo =respiration rate of the biomass ini the liguid

V, =votume of the liquid phase
Mass balance over the liquid phase, Eguaticn (2.6) does not contain gas flow terms. The
first and sacend lerm on the right side represent adveciive fiow of CO in the input and

outpul figuid streams. In most sysiems @, and (¢

L will be equal so that ths liguid
volume is constant. The mass transfer balance is described in the third term. The
respiration rate is included in the fast term which is to be derved. Therefore, 5,, must be
measured and all cther coefficients be known or neglected. Practically, determination of
reo Can be simplified in several ways. One approach is to meke use of a methed

exclusive of figuid flow and oxygen input. Foliowed by, the first three terms on the right
hang side of Equation. {2.6) fall away and the mass balance reduces o
¢ = 4
Sor = o {2.7)
Therefore, the differential term has 1o be determined in order 1o oblain the respiration
rate only. This can be done by measuring the decrease in DO as a function of tims due

o respiration, in correspondsnce with the approximation of the differential term with

o

finite difference term.

The significance of this approach is that the DO Decomes exhausied after some time to
give each new measursment of ry, @ reasration needed to bring the DO conceniration a
higher level. DO and substrate are timited when thelr concentrations turn out to be too
jow, causing a noniinear DO to decrease. The procedure for the determination of rg,
according 1o "standard methods” is based en this principle. The principle is often used for

manually measuring of rg, but it is also implemented in automalic respirometers whicl

sample activated sludgs frem an asration basin and 4o one or More measuremsnts o
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2.5.5

the DO decrease. In genaral, it is highly impractical for the principle to be implemented
directly in an asration lank.

The negative aspect required for reaerations can be eliminaled by continuously asrating

the siutge. Then, the oxygen mass ransfer ferm K,m(sof£ — 55, )must be included in

the mass balance Equation (2.7). To cbtain ry, both the differential term and the mass

i

transfer term must be determined. For the latler 1o be calculaiad, the mass transfer
coeficient K, , and DO saturafion concentration S, Must be known. These
coefficients have to be delermined on a regular basiz because they depend on
environmental C{}ﬂd%tioﬁs such as lemperature, barcmelric pressure and properties of the
fiquid. The simplest approach is 0 determmine these coefficients by using separate
reasration fests and look-up tables. Another move fowards coefficients estimation from
the dynamics of the DO concentration respense is through application of parameter
estimation techniquas as devsloped in chapler 4. The advantage of the latter is that the
values of the response can be updated relatively sasily. This respirometric principle
allows the measurement of ry, al a censiant DO concentration, thereby eliminating the
dependency of rg, on the DO concentration (provided DO>>0 mg/l}. This principle

can be implemented in a separate respiromster or directly in the asration tank (H.

Spanjers et al, 1086).

Repetitive aeration or estimation of oxygen transfer ceefficients can be avoided when
liguid with a high encugh input DO conceniration is pumpsd continuously through a
closed completely mixed or plug flow cell without gas phase. The liguid flow terms now

have 1o be included in the mass balance Equation {2.7). Both DO concentrations Sorin

and s,, must be measured continuousiy 10 allow the calculation of rg, . In a respirometer
Q,, and V¥, are instrument constants and thersfore assumed Known or calbrated. This
principia is in fact the continucus counterpart of the ons described in Equation (2.8} it is
also sensitive o the effect of substrate and dissolved oxygen concentration limitation,

However, the effect of the limiting substrate can ke reduced by the continual addition of

substrate (wastewater) to the respiration cell (H. Spanjers ef af, 1898),

Respirometric principles based on measuring oxygen in the gas phase
Respirometric principles bassd on the measurement of gasecus oxygen might as wel

4

uss of oxygen mass falences 1o recaive the respiration rale. However, in addilion to tha
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mass balance on iigquid phase Equstion {2.8), a balance on the gas phase must b

ccnsidered {H. Spanisrs ef &/, 1826}
(V SOG) mSOG Fomr _VGKLEG (So(; "‘So.g) {2.8}

where: s, =DO concentration in the gas phase

3

8o =00 concentration in the gas entering the system
i

F. =flow rate of the gas entering the system

m

F_, =flow rate of the gas leaving the system

G
V. =volume of the gas phase
The term KLGG(SOG —5,) Tepresents the mass transier rate from the gas phase to ths
fiquid phase and it consisis of the connection betwean the two phases. As opposad (¢

measuring s, directly, it can ke related to volume or pressure changses by using the gas

-

law. Additional assumplions o be made are that ihe gas behaviour be ideal and that
measured changas arg only caused by changses in oxygen conceniration. Since carbon
dioxide is produged in the aclivated siudge process this gas must be absorbs

cnem iy to avoid infgriarenc Wit H G nmaa TEH.
hemicaliy t id interference with the oxygen measurament

Foliowing mass balancas Equations (2.6) and (2.8), in order o allow calculation of rg,.
Soc must be measured and alse the information about s, is required. If mass transfer
is sufficiently fast it can be alisged that the oxygen concentrations are in balance so that
the gas phase measurement is a trug representation of the condition In the liquid phasa.
in particular for full scale situations where the geralion {ank is used as 3 respirometer
{off-gas or exhaust gas measurement), the legality of this statement should be sericusty
confirmed. The measuring of ry, in respirometers is usually simplified under static liquid

phase operation. In the simplest case, whan both figuid and gas phase are stalic, the

e

sama restriction as with the simpiast DO basad principle exisis: in case the oxygen tums

option is to supply oxyg’en from an sxternal fank and measure the ameount of oxygen
plied, or generate the oxygen Dy electrolysis. The latler technique e

of ryy from the €l lecirolysis current. Constant pressure and lemperalure must be kept in

poth instancss.
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2.5.6

2.5.7

Table 2.1 sums up the measuring principles; the first column encleses the namss of the
mass balance terms and the second column coniains the mathematical equivaients. The
succeeding columns list the respiromelric principles, the first four being fiquid phase
principles and the others being gas phase principies. The mass balances for each
principle are formed by mulliplving the farms with the cosfficienis in the column of ths
appropriate principle. The toliing up of all terms must be equivalent to zero (H. Spanjers
ef al, 1586).

Static gas-static liquid

A static gas-siatic §iqu%d respircmestar is normally controflad by monitoring the decling in
disseolved oxygen concentration s, with time in a closed vessel after a short serated
phase. By omitling ransport and zeration terms the celculated mass balance squation of
respirometer becomes

So =—Tsq (2.9
An entirsly closed respiration chember with no headspace is required as no asration of
the activaled siudge sample may lake place during experiment. If an cpen respiration
chamber is used surface aeration may influence the measured data given by Equation
{2.9). This type of respirometer is limited, because of the absence of aeration and
thereby the danger of oxygen limitation, particularly for the determination of the siudge

Kinetics and wastewater characterisiics.

Flowing gas-static liquid

Since they are continuously aerated, flowing gas-static liquid respiromsters have the
advantage that higher sludge concentrations can be used, mainly because there is a
continuous input of oxygen to avoid oxygen limitation. it is recommended that higher

sludge concentration will typically allow a shortening of the experiment.

The transport term of equation {2.8) is not neeced giving the following mass balance
equation.

§o =K (50 —5,)—Fs, {2.10)
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The figures at the top schematically illustrale the different principles. Signified are: the two segments gas and liquid, the fiow system
of bolh segment and the position where oxygen is measured in efther form (gas or liquid)

Table 2.1: Summary of the measuring principles for respiration rate

“e&piromﬁtric'pri.n!::ipi.e process:

respiration V, Feo -1 - -1 w4 w1 -1 -1
§ dissolved oxygen accumulation d -4 -1 -1 -1 -1 -1 -1 -1
o ——(V 5 )
B Lo0oL
B dt
@ -
o | liquid flow , " 1 1 1 1
o q QiuSorin  QowSon,
[«
o] as exchange - > 1 i b E 1 ]
3 9 9 v i.l\f,a.r. (S, So)
=
Gaseous oxygen accumulation d ) -1 -1 - -1
— (Vs oo
v oG
§ di
= 1 1
i as flow T - . Y o
ﬁ g FuSogw  FourSoc
e
£ * ) -1 A - A
£ [ gas exchange ViKi Go S0
9
)
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2.5.8

In case the oxygen fransfer coeflicient (function) K, is oo high, then it be noled that

xygen dynamics ,,,ghz not be visible. Furthermore, too high asration intensity may
perhaps increase the risk of measurement noise. 1t is therefore significant to oplimise the
agration in the respirometer in such a way that a censistent rg, vaiue can be oblained.
In most cases, the oxygen uplake rate rg, may ba considered to consist of two
compenents namely the exogenous oxygen upiakes rate rg, . meaning the immediate
oxygsn uptake naeded fo degrade the substrate, and the endogencus uplake rate
Fsoms- |0 the absence of subsirale, ro,,. I8 zero and this resulls in oxygen
concentration in the flowing gas-stafic liquid respiromeler to reach a sieady-sials
concentration s, which represents ihe equilbrium between oxygen tansfer and
endogenous raspiration. Under the stelement that r,,, is constant for which 2

reasonable assumption for shortderm experiments were performed, out of which
Equation {2.10} is being formulatad.

So =Km(so,eq “So)‘rso,a (2.11)
In applying the above equation attention can be focused on tha substrate degradation-
induced respiration ry,  only. A flowing gas-stalic liquid respirometer makes it easy to
record rg, data with a higher frequency as compared o most slatic-gas respirometers.
As for the above Equation (2.11), the exogsnous oxygen uplake rate can be caiculated
from 5, data which is measured during the substrate daegradation when valuss of

dso/dt,so o and K, are known. The factor dso/dt is the slope of the 5, curve, and it

is usually cbiained by a moving data window regression on the s, data.

Static gas-flowing liquid

in static-gas flowing liquid respiromsters the s, concentration at both the Inlet and the
cutlet of a closed respiration chamber is measured. Aerated sludge is pumped
incessanily through the respiration chamber, The so is caiculated by making an cxygen

$

mass halance over the respiration chamber using the inlet s, and the cullet s,
dissclved oxygen concentration and the residence time Y/Q, inthechamberand thisis

tustratad by Equation (2.12) beow,
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2.6

0.

= in

V

S0 = (S0um =50)~Tso (2.12)

It can be noted from equation (2.12) above that knowledge of K, is not necessary,
which gives to this type of the respirometer an advantage in the study of more complex
substrates such as waslewater for which K, estimation may be challenging. The
residence time V/Qm is believed to be known in this approach and ought {o be properly
chosen o avoid oxygen limitation in the respiration chamber. The drawback is that a
refatively smali difference s, —s, must be caiculated from the signals of two dissclved
oxygen probas, iﬁdécat%ég that a drift of the electrodes may cause incomrect g, data. To
dasl with this, the 5, concentrations in the inlst and outlet of the respiration chamber ara

measured by the same dissolved oxygen probe in the stalic gas-flowing liquid
respirometers, The rasulls weare achieved by reguiar switching of the flow direction In the

respiration vassel On ihe olher hand, the regular flow direction switch maans that th

(i?

response fme of the slectrede iisell furmns out o be an imporiant data for the data

Hybrid respirometer

Taking the goed and leaving out the bad elements of the different existing respirometars,
a compromise for the theorstical concept of a hybrid respirometric measurement principls
had been proposed. The proposed respiromster is based on the principles of flowing

gas-static liquid and static gas-fiowing liquid respirometer combination.

The combined respirometric-titrimetric menitoring of the degradation process during
natch experiment with activated sludgs is pressnted and done by (Gerneasy, Pelersen,
Ottoy and Vanrclieghem, 2001}, They found improved confidence intervais for using the

L]

¥
oy
s

combined data set as cpposed to separafe respirometric or Hirimstric data set

parameter valus estimation. On the other hand oxygen concentralion conirol can b

[4V]

improved for the purposes of efficiancy.

Methods for estimation of the oxygen transfer function and oxygen uptake rate

F

The availability of on-ine information about the mécrobioéog‘:ca% activily s of vial
importance in monitoring and control of the aclivated sludge of the wastewater process.
The lack of refisble sensors and high cost of advanced instrumentation are of maior

3 £

probiams in the monitoring and contre! of wasiewsaler reatment planis.



Many respirometric methods are described in the lilsrature, but their implementation in
the activated sludge process is difficuit. Develepment of the methods for model based
centrol resuited in development of the investigation of different approaches for estimation
of the oxygen uptake rate and oxygsn transfer function by using software sensers. Some

overview of the existing methods is given bslow.,

Model-based on-line estimation of respiration from current valuas of disscived oxygen
concentration and airflow signais was devsioped in (GerkSiC ef al, 2008).1t is based on
fast sstimation of respiration, becauss respiration is the most imperiant disturbance
signal in controlling dissolved oxygen concentration and is used as g factor improving

centrol efficizncy,

Estimation of the resgirgtion rate and ihe nonlinear oxygen transfer function using
software sensor {Lindberg and Carisson, 1288} for the measuwrement of the dissolvad
oxygen conceniration and airflow rale by a Kalman filler was proposed. The respiration
rats is time varying. Generally it has a daily variaiion arcund a nonzero mean valua:
howaver it might change unexpsctedly due to disturbances. The oxygen transfer funclion
depends on a number of factors, for instanca aeration type, waslewsaler composition etg,
as weil as the airflow rate. Discrate extended Kaiman filter for estimation of oxygen
uptake (respiration) and nenfinear oxygen transier function (Sctomayor ef af, 2001) used
numerical simulations for simultaneous estimation of both respiration rate and oxygen

transfer funclion through scfiware sensor was developed.

Nentinear adaptive control for improved control of dissolved oxygen conceniration in the
aeration tank of the wastewatlsr treatment process based on a bilinear medel of the
dissclved oxygen conceniration was doneg in (Ko, McINNIS and Goodwin, 1982). They
effectivaly showed through simuiation results that both CUR (oxygen uptake rate) and

noniinear oxygen transfer coefficient can be estimated using on-line methods.

Controlling activated sludge process on the bases of dissclved oxygen concentration

measurement profiie providing a distinct advantage of exploring the uss cf reflable

-

s
—

sensors was done in (Olsson and Andrews, 1978} The reason for this being that |

makes it possible to get information for variables that are not easily measurabla.

{Lindberg and Carlsson, 1580} suggssted another strategy that only involvas nonlinsar

{9}
g

. ~rnd b Fy -~ P Carmm ¢ . tha bPeacis Fr
‘ ngf etiie WG NS C3%8 MDarson wWas Made on e Dgasis of e
oxygen transfer function and in this case comparison was made on e basis of (e



desighsd controller culperforming the norma!l Pl controfier. The challenge In controling
DO is that the process is inherently nonlinear; indicating that high conircl performance for
ait operalting conditions may be a problem (o atiain with a linear controlier. Hange, the
decision taken for the develspmeant of a design msthed that gives a high performance
controlter for all operating condifions is convenient for the control of disscived oxygen
concentration. Further, in the dssign of the coniroller, the noniinear characteristics of

oxygaen transisr fEﬂC?l{}"E K,, had been taken into consideration. A design method which

consisted of two parts in the form of: an estimation part and a confrofier design part is
developed. The conirel design is based on a linearization of the DO process, ¢blained by
using the inverse of an estimated oxygen transfer function. it should be noted though that
it is of importance o choose a seb-point for DO conceniration controlier, meaning, a
suitable DO in the zone. Howevar, In practice the sst-pointis often kept at a fixed lavel. A
set-point conlroller which usss measurements of ammonia concentration had been

o

suggested, Tha DO set-point was conirolled as to oblain a prespecified ammonia

Estimation technigues issued from contrel and systems theory are applied in he
development of software senscrs for on-ling estimation of bic-process variabies.
Softwars sensor can be said to be in associalion betweaen an as@imalor and 2 sansor.
Software gathers the on-iing estimation of the varable from measuremeants made by the

Sensorn.

Bio-activities in the activatsd sludge process are closely linked 1o the disscived oxygen
conceniration. The heretrophic bactena degrade the carbonacecus organic malter
making uss of oxygsn to oxidize and mineralize organic metter to produce carbon
dioxide. The effect of dissolved oxygen cencentration on the rate of nitrification using
both pure and mixed cultures, and cuitures found in wastewater treaiment systems have
been investigated by {Stensirom and Puduska, 1980). Nitrification is made uvp by a
special group of autoirophic bacteria, calied nitrifiars. In this process, the nitresomonas
oxidize into nitrite and the nitrocbacters oxidize nifrile info nifrate. In asscciation with
haterotrophic micrcorganésms, miriflers nead more oxygan for thelr growinh, so the

nitrification process is responsible for approximately 40% of the total oxygen demand.
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Different automatic techniques have bsen applied to conlrol dissolved concentration in
wastewater treatment plants in the past and the reason is that there are benefils
including the following, bul not limited 1o
» On-ine sensors for measurement of DO concentration have been
developed in recent years.
~ There is a lot o be gained when controlling the DO conceniration,
because i is vary expensive for blowing air in the desp basins.
» The quality and process sfficiency of effiluent water depend largsly on
appropriate DO concentration.
A noniinear model-based control algorithm for dissolvaed oxygen control is developad in
(Yoo et al, 2004). Dissoived oxygen {DQO) concentralion in mixed liguor is an imporiant
process paramsisr in the biclogical waslewalsr freatment process as a result of
sconomic reasons and performance. The proper conirp! of DO can give an improved
process performance and provide an econamic incentive to minimiza the access oxygen
gonsumption by making available the needed amount of air to meet the time-varying
oxygen demand of the mixad liguor. Nevertheless, the major {echnical hitches in the
control of biological process are the variely of the kinelic parameters and limited

availability of on-line information; conseguently, an adaptive and nenlinear controliar is

ot

ne cream of the crop for the biclogical process contrel.

(1), 55,1

Asration Tank

r(t)
(V:KLmrsaaSo) >
O(0),5,(1)
HeleEesHoNsEeoN| >
u(t) r(t) 5,(1)
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57
(M Controfler ||e—2
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Figure 2.6: Cicsed loop controi of dissoived oxygen control.
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The estimalion of the oxygen transfer rats K, u(¢) and the respiration rate (1, (#)) is
needed to construct a nonlinsar controlier for conirolling the DO concentration more
effectively. Several recursive approaches were proposed in order to estimate K, u(t)
and rg, (1) from the measurement of DO and airfiow rate {Holmberg et al, 1888),
{Carlsson, 1993); (Marsili-Libeilli and Voggl, 1887). Here the Lindberg's method {19971 is
described. The propossd Kalman filter estimates the valuss of K, (f) and ry,(¢) on the
basis of the msasuremanis of the DO concentrations and sirlow rate. The filter

guations are shown cn Figure 2.7., where ' and K are filtar coefficients.

-~ —\ K, (u(t))

N alman filter .

So(t) &(r) :So;-(t)_fojf(t)

u(t) 6(r) = KOt —1) + K(1)s (1) Fso (8)
. )

Figure 2.7: Estimater of K, (u(t))and ry, (1)

Because the respiration rafe s affeciad by micrebial activily, influent characieristics,
influent loads and flow rate, it is not possible to decide its mathemaetical formulation and
specific form, that is, the ry,(2) is a kind of a sicchastic process. The respiration rate in
many biologica!l treatment processses which freat domestic wastewater exhibifs sinuscidal
behaviour due to large diurnal fluctuations in the flow rate and ihe composition of the
feed siream; and the respiration rats in industrial WWTP shows a step-like behaviour,
Several modsls for modeiling the respiration rate as & stochastic process, such as
random walk modal, a fitered random walk model, and an integrated random walk
mode!l, are suggested (Olsson and Newell, 1888).
In tha paper censidered above, the respiration rate is modeiled as a filterad random walk
based on a deviation variable,

1 P
Feo(t) = = —e,(1) {2.13)

(-¢g)1-f77)

where f is a filter pole between 0.8 and 1. e () is zero mean while noj

@’
i
o
&

o
o

i th P oo =1 T I
tor. Here, the respiration rate is considered as a fillered random
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waik model among stochastic processes. The fillered random walk modeal can give better
tracking performance of the respiration rate than a random walk modal in the presence of
measurement noises (Lindberg, 1887). The exponantial oxygen transfer rate model K,
can be a good cheice, because it can give a similar shape of the K, function, which is
natural in a physical sensor (the oxygen iransfer deteriorates for high airflows).

Further, only two paramsaters are necessary o be estimated and it is sasy fo invert the
K,, function. An exponential modal of the oxygen transfer rate is modsalied suggested by
(Lindberg, 1997},

K, (@) =k(l—e™") (2.14)
whare a is a scaling factor and &, and k, are paramsters in the exponential K, modsl,

Tre parametsrs of kand &, can bs sstimated during the laboralory batch experiment

under an assumption of a fixed airflow rate which gives afixed K.

The Kabman fitter equalions for the exponential model of the K, are used as follows

{Liung, 1887}

&(t) =8, (1) =5, tt 15 6(¢ —1)) (2.15)

8(t) = FO(t -1) + K(D)e(?) (2.18)

K(t)=—21F (¢ = Dott) (2.17)

T+¢" (DP(F-Dep(t)

_pg ypr  FPEDe@y OPa-DFT o .

P(t)=FP(t-1)F 1—e—cpT(t)P(t—I)qp(t) + R, {2.18)
10 0 0
o1 0 0

- 2.19)

F=lo 0 14 f —f (e 19
00 1 0

defined as 6 =[k, 122 Feolt) fm(r—l)]T , whare &, and k, are the estimatad value of

respiration  rate.  The covariance matrix R i3 a 4x4 diagonal mainx
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R, =diag(y,,7,,7,,0) which should have appropriate values. The parameter y,

small number, which reflects the slow variation in the K, parameters. The mush faster
variation in the respiration rate is tumed inte a larger value of y,. Atoc small value of p,
may give (a larger) bias in the estimate, since the Kalman filler will not be able to follow
the variations in the true respiration rate. On the other hand, a too large value of p,
results in unnecessary large variations {due to measuremant noiss} of the estimated

respiration rate {Lindbarg, 1997). The regressor o(t) is given by:

kya{r)/la

O =k[(so,, So,¢ DI e ku@e ] 1 0F
_ 1 Ky (00 1) (2.20)
K, (w)y+Q/V

where k' is a sampling time.

The predicior §of(r) is given by:

s“of(tlr 1)=s,,(t 1)”1-{2(}_1)[ ont 1) 5,08 DI+

+K[u(t Dllso,  So, (¢ D) Fso(t 1)}

The presented results showsed that a nonlinear medel-based control algonthm for

{2.27)

dissolved oxygen control really oulperforms PiD conlroller when both the oxygen uptake
rate and the nonlinear oxygen transfer function are considered in the dasign cf

controlier. In this simulation, the tims dslay that always exists in the real biclogical
treatment process is aise considered, where the time delay was ten times the sampling

3

tims. The estimated respiration rate can aisc be ussful for the determination of a suitable
DO set point. 1t is importent that © put signa! should be sufficiently exciting, both in
amplitude and in frequency 0 oblain good estimation result. especially with the
measurement noise corrupled data.

Whan approximating the respiration rate and Oxygen transfer function from measuremant

of DO and airflow rates, it is egsential that a high excitation in the aiffiow rale ba used. A

high excitation in alrflow rate entalls rapid changes in DO. If the DO sensor is not fast
the eslimates will be influenced. (Carlsson and Lindberg, 1996) considered a filtering
orocedure, developed by (Ahien and Sternard, 1988} It is applied to reduce the influznce
of the DO sensor dynamic, The fillered DO measursments can then be used for

estimating respiration rals angd oxygen transfar function.
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2.7.2

Methods for control of the dissolved oxygen concentration

First Dissolved Oxygen Control systems

The initial use of dissalved oxygen conircl systems for the activaied sludge started as {ar
as 1963 when it was for the activated sludge and post-geration process canirol at the
120,000m%day capacily wastewater treatment faciiity at Reno-Sparks, Nevada. After the
initial success, the dissclved oxygen controt systems were designed for activated sludge
treatment plants gt Oro Loma Sanitary District in San Lorenzo, California, the University
of California at Davis, Carmel, California, and the San Francisce international Alrport
(Ryder, 1972).

in the plant Reno-Sparks, the requirement was for dissolved oxygen post-asration control
to economically assure that the discharge standards wouid be achisved. Furthermore,
the stringent effiuent BOD and solids standards required that the activated sludge system
selacted for secondary wastewatsr treatment opsrates at nearly maximum efficiently ail

the tima.

improvement of elactrochemical sensing elements for the measurements of dissolved
oxygen had been introduced as early as 1870's. And it has made it pessible for the
avtomation control of this most important factor of the activated sludge by maintaining a
selacied concentration of dissoived oxygen readily available for the nurpose of control

and operation (Ryder, 1872}

Diffused Aeration Control

The most primisive illustrations of asration were appﬂed to diffused aeralicn plants
utilizing cenirifugal blowers (Ryder, 1872} In one example, 2 mulliple system of

electrodas were monitorad, A different approach 1o conirct the centrifugal blowsrs was
utilized at Reno-Sparks (Rycder, 1972). in this case there was a control to both activated
sludge aeration tanks and post-aeration tank foliowing the secondary sedimentation

tanks using the sams group of aeration blowers. The desired rangs of dissolved oxygen

could vary from 0.5 to 3mg/l in the mixed liguor and above a minimum of 8mg/l in the

nost-asration 1anks.

—r

Regulation of the amount of air to each of three aeration tanks and the pest-aeration tank

& c ghs rough moedulating of butterfly valves which responss to botl
had been accomplished through modulating of butterfly valves which to both
tha wastewater flow and dissolved oxygen concentration. From the seration tanks a triple

pass is providad and can be operated flexibly for a number of mcdifications of the
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activated siudge process for which it relies on the loading conditions and opsrationai

choice

2.7.3 Mechanical Aerator Control
Dissclved oxygen may be controlied with eqgual facility in the mechanical asration
systems as readily as those with diffused air. The example given was that of Cro Loma
YWater Poliution Control Plant where three aeration tanks, each with 18.6 kW or 25h.p.
surface asrators are installed In pairs in each of the asration tanks (Ryder, 1872). The
first quarter of the tanks were utilized for retuned sludge reasration. The remaining three-
quarters of the tanks could optienaily be opsrated as piug flow or continucus mixad

aeration patiems

The ulilization of dissolved oxygen signal in cascaded control system for adjustment of
the set-point of the immersed coniroliers is 10 mainiain a predetenmined concentration of
dissolved oxygen in geralion tanks. usualdy at 1 or 1.5 mg/l. Only one of the surface
aerafors in each tank was pesitioned frem the DO contro! system. Other units were just
following the leader to maintain the same submeargence selting. The two asrators in

razsration zone of each tank were conlrelied by similar but independent system.

The cost of providing dissocived oxygen conlrol was approximated at 35000 for the
sansor, amplifier, fransducer, confrolier, and positicner. Oro Loma \Wastewater
Treatment Plant had six control loops of this Kind, representing a cost in the ragion of
$30,0C0. ft had been cencluded that since it cost arcund §15,000 (o operate asrators at
Cro Loma by continupus dissalved oxygen contrel, considerable economic savings would

be provided through the set control system (Ryder, 1872).

2.7.4 Elementary control concepts of the aerated sludge process
2.7.4.1 Objectives of control
A wastowater treatment plant is certainly not at steady state, butitis for ever subjected 1o

isturbances. The influent flow rate. composilion and concentrations will vary

o

o3

ignificantly, internal streams are purposefully or unintentionally changed. In =
advanced nuirient removal plant there are many biclogical processes happening
concurrently. Each of these needs special oparating conditions and reacts diffsrently to

the disturbances. An example being whereby carbonaceous removal and nitrification

mpaia for dissolved oxygen (Spanjers ef af, 1585
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in control it is of great importance 1o determing an obisctive, but this is not always stated
ciearly. Typically, the primary cbjsctive is to keep the plant running, while meeting the
effiuent standards. The overall challengs is often to run the plant consistently in the
absence of ail disturbances, with the help of measurement information and manipulatsd
variables. Usually the coupling betwsen the influent locading circumstances and the

effluent gualily is exiremely tricky fo measurse.

Cwing to that o is important 1o describe operational ob;ectwes Given the necessary
conditions, they will both guaranies a satisfactory final effiuent. Distinclive operating
objeciives are {Spaniers & &/, 1998) growing of the right biomass population,
maintaining a good mixture where appropriate, and avoiding the clarifier overicading. The
control problem is made more complicated by the saveral couplings within the plant
{caused by internal recycles) as well as to the sewer system, Moreover, there are
couplings that couples together  water and sludgs treaiment Many fundaments
oroblems  as result of lack of proper funciioning of the plant are dus o
binchemical/micrchiological reactions. Some desired operating conditions often seem to
be teo limited to control the plant dus to the fact that the availability of the variables is

being influenced.

Measurements are the foundstion of the control. It is demonstrated that respirometers

can zdd critical information for the contrel of a freatment plant, All the variables that
influgnce the process ars calied inpuls. A few of them can be manipuiated, ¢ they are
manipulated variables. Typically those manipulated variables are: air flow rate, chamical
dosage rate, waste flow rate and recycle flow rale. Other s nuis thal can affect the
process are externally generated. The reason is that they cannot be manipulated for
influensing the process and are thus defined as disturbances. The exampie being the
infiuent flow rate which sometimes can be manipulated, if not it is considered a

disturnance. Some of the disturbances can be measursd.

Many of the disturbances in a treatment plant are related o the influent, like the influent

Pow rate and concentration changes. Others are allributed to the cpera‘:ﬁcﬂ of other unt

P

processes, like filter backwashing, or digester supermalant recycling (Spanjers et al,

§96). They are inpuis 0 the asralor as long as they influsnce the behaviour of the
aerator. Tha process is defined by state variables, typically the concentrations of different
typas of substrate and organisms. it is of firm believed that these are not directly

. H [ ; PN £ e - + —~
measurable. Insiead. the process is cbserved by measurements thal are relaled fo the



In conirol it is of greatl importance 1o determineg an objective, but this is not always staled
clearly. Typicaily, the primary objsctive is to keep the plant running, while mesling the
effluent standards. The overall chaliengs is often to run the plant consistently in the
absence of al disturbances, with the help of measursment informsation and manipulated
variabies. Usually the coupling betwean the influent loading circumstances and the

sffluent quailly is extremely tricky to measure.

Cwing to thal it is important o describe operational cbiectives. Given the necessary
conditions, they will both guaraniee a salisfaciocry final effiluent. Distinclive cperating
objectives are {(Spaniers ef al, 1888) growing of the right biomass population,
maintaining a2 good mixture where appropriate, and avoiding the clarifier overloading. The
control protlem is made more complicated by the several couplings within the plant
{caused by internal recycles) as well as 1o the sswer system. Moreover, fhere are
couplings that couples iogether water and sludge trealment Many fundamental
problems as resuit of lack of proper funclioning of the plant are due fo
hiochemical/microbiclogical reactions. Some desired operating conditions cften seem t0
be oo Emited fo contrel the plant dus 1o the fact thatl the availability of the variables (s

being influenced.

Measuremanis ars the foundation of the contrel. it is demonstrated thatl respirometsrs
can add critical information for the contrel of a trealment plant. Al the variables that
influence the process are celled inpuls, A few of them ¢an be manipulated, so they are
manipulated variables. Typically those mani ipulated variables are: air flow rate, chemical
dosace rate, wasie flow rate and recycle flow rale, Other inputs that can affect the
process are externally gensrated. The reason s that they cannot be manipulated for
influencing the process and are fhus defined as disturbances. The example being the
influent flow rate which sometimes can be manipulated, if not it is considered a

listurbance. Some of the disturbances can be measured,
isturbance

Many of the distuwrbancas in a ireatinent plant are related 1o the influent, like the infiuent
iow rate and concentration changes. Gthers are attributsd to fhe operation of other unit
crocesses, fke filter backwashing, or digester supernatant recycing (Spanjers ef af,
1G98). They are inputs to the aerafor as long as they influsnca the behaviour of the

rator. The process is defined by state variables, typically the concentrations of different

C.)

ot

types of subsirate and organisms. It is of firm belisved that these are not dirscty
measurahle. Instead, the process is cbserved by measurements that are relalad fo the
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state variables. Togsther the DO concentration and respiration rate ry, are exampies of

measured variables.

2.7.4.2 Dissolved Oxygen Levels
The readily available methods of continucusly maintaining a seilecled cencentration of
dissolved oxygen ksep the plant operation af the level required by this concentration.
From the economic perspective cperations related to power consumption, for effective
activated sludge results for oxygan concentration should be at minimum. The larger the
gradient between saturaticn and meaintained oxygen concentraticns, the greater the
oxygen transfer for an equivalent amount of aeration and power consumptlion. Thare ars
lower limits imposed by the paricd when the sludge is in the secondary sedimentation

tanic and tha dissolved cxygen is depleted by the meiabolic organisms.

Higher dissolvaed oxygen conceniralions ¢an resull in excessive nifrification, proliferation
of filamanious organisms, and by mechanica!l shear resuil in pocrly setltiing activated
siudge. It had been evident from the inbial start-up of the Reno-Sparks, Oro Loma and
Davis planis whereby those problems were clearly defined. it had been found that a
disscived oxygen concentration of mixed lquor in the aeration tanks ranges from 0.75 to
1 mg/l in the aeration tank, and it permitted zero dissolved oxygen in the final
sedimentation ianks, which imposed an unfavourable environment for the filamenious

organisms, and the cenirol of the sludge bulking.

The practical impiication is gstting the optimum conditions for an efficient and rapidly
setiling of activated sludge, which couid be oblained as a result of controlled dissoived

oxygen within close limits in the region of 0.5 to 1.5 mg/l. This is of particular imporianc

&£

s

considering overloading or high carbohydrates fed contributing to the enhancement of

the growih of filamentous erganisms.

2.7.4.3 Standard control schemes for DO concentration and respiration rate control
The simple closed Feediorward and mixed loop schemes are very much used in
wastewater treatmsnt plants for DO concentration or raespiration rate control. The
summary of thess schemes is given in Figure 2.8 where D is a disturbance input, Qs the
cufput, and MV is the manipulated variable, Standard feedback (FBj control schems is
flustrated in Figure 2.8 (a). One or more maasured variabies are inpuis to the controlier

and they are weighed against the set-point (reference) values. The idsa is for the
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controlier to hold the measured variables as clusely as possible to the sel-point valuas,
regardless of the disturbancaes {Spanjers ef &/, 1998). To illusirate the concepts, wo
conirot loops are considered, DO control and respiralion rate control. Traditionally in DO
controls, DO concentration is measured and compared with the desired DO
concentration. The air flow rale is influenced in such way that the DO concentration
would reach the desired value. Respiration rate hers is considered as a disturbance; {he
reascn for this is that it is the one that changes the DO concentration. The control system
does not recognize that ry, may be influsnced by air flow rate and it doss not explicily
take ry, infc consideraiion. It can be allsged that a toxic substance has entered the plant
as a result of the slump in ry,. The DO conirolier will notice that less fiow rate is needed

to reach the DO set-point value, but it doss identify that the toxic disturbance has eniered
ihe plant A decrease in subsirale coencentration would have cgused the similar control
a:tion, but such & strategy would nesd to be implemented with caution using complicated

measurements (Spanjers et al, 1888},

When considerning a respiration contrel system, it s a known {act that the respiration rate
is measured and the resulls are compared with the desired rg, (the rg, set-poini). Like it

is in DO control, the air flow rate is manipulated so that the set-point is reached. (Not

(5]

that in this case the DO concentration will also be changed, but only that value tha

e

corresponds to the change of the respiration rate). Before, rg, was considered to be 2
disturbance. Bul hare if is the controlied variable, and the disturbances consist ¢f, for
instance, substrale concentration changes, pH or toxic changes, that will cause rg, 1o
change. Such a change is directly noticeable through the measured value. It is of great
importance o notice that a further analysis needs o be underiaken to determine exactly
what is causing the change in ry, . itis demonsiratad using the above two exampies, that
ona has to ¢efine the boundary between {he conbrolier and the surrounding in each cass,

so that the inputs and disturbances are properly recognized.

Feadforward {FF} control is applicable when disturbancss are measursd. Th

63}

8%}

manipulated variakle is adiusted to compensate for the effsct of the disturbance. Th

idea is that the effect of the disturbance and the FF centrol action compensate each
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other gut, and there is no deviation from the sst-point. The basi
shown in Figura.2.8 {b). The FF contro! is such that 2 modet is needsd for #l {o calculate

how much of the MV is required for cancelling cut the disturbance. Since the resuit ol the
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disturbance on the outpul has not yet been seen, the controlier has 10 be sble in
calcuiate its cuicome before it actually happens. it is not possible to completely cancel
out the influence of a disturbance with FF contrel, the reason being that the modeis and
measurements are not always perfect. Therefore, it is always strongly advisable to merge
FF controlier with a FB controlier togsther (Figure 2.8(¢)). The FF controller makss a
swift compensation for the disturbance, while the FB controlier adjusts in slower time

scale, resultant respond is combination of accuracy and speed.

D | Process G Process O D Process 0O
— P > 5] E— P
v tay v
Coptroller 4= ™ Conirolier » Controllsr [
{m3 Segﬁcim {by  Set Joini: {ry  SBet pI%nt

Figure 2.8: {3} Standard feedback control, (b} Feedforward control and {c} Feadforward-

feadback control,

Respirometry in control
Through personal intsractions and literature revigw, the overview of existing suggsstions
and applications of respirometry-based control strategies of the activated siudge process
are provided by IAWQ Task Group (Spanjers et &, 1888). The authors classified the
differant applications to support further davelopments of activated sludge process cenire
systems that include respirometry. In the review all the proposals in which respiration
rate was directly implicated in the contrcl systam were considered giving sufficient
explanation where necessary. Both autematic and manual controls were considered,

based on

Classification of the strategies as different elements of respiromelry-basad
-}

conirct system, meaning the location of the respiromseter, measured or deduced (input or

jAY]

output) variable, controlied variabie, manipulated variable. For each of these elements,
number of possibilities were found in the liierature and classifications couid be based on

any characteristic. JAWQ Task Group recemmended a classificalic
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manipulated variable to identify the control schiems. The decision was b
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that it had to be revealed as some classifications are more prone o
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misunderstanding than others, and such measures were taken at Copenhagen

Specialised Conference on Sensors in 1885,

The list of the manipulated variables that were proposed to act on the activated sludgs
process on the basis of respiromelry included most conirol handles available in current
treaiment plants. The authors have found references whers air flow rates, infiuent, refumn
activated siudge, waste, sludge slorags, internal nitrate recycle, chemical dosags, and

sludge treatment return liguor are controlied using respirometry.

3

Most of the practical applications of oxygen measurements are performed in the lquid

chase, Hence, respirometric methods described in the development of this intreduction

\Ll:
V¥

I be limited to raspirometers where oxygen is measured in the liquid phase using
dissolved oxygen electrode, The respiration rale is calculated by making a genegral mass
balance for oxygen over licuid phase. The sguation includes ameng other things. a

transport term, an aeration tarm and a term dascribing the oxygen uptake rate ry, by the

microorganisms. Nevertheless, depending on the design of the respirometer the

transport and asration temms may notl be needsd.

ds O
=2 = Z (50,0 =50) + Kialsh =50) 750 (2.22)

Analysis of the existing situation

The dissolved oxygen conceniration (DO} in the asrobic part of an activated sludge
process should be sufficiently high to supply adequate oxygen to the micro-organisms in
the siudgs, as it plays an integral part for control of wastewaler treatment plants. On the
cther hand, an excessively high DO (which requires a high airflow ratg) leads to high
snergy consumption and may also detericrate the sludge quaily. A high BO
concentration in the internally re~circulated water also means the denifrification less
efficient. Hance, both for economical and process reasons, it is of greal importance to
control the DO. {Lindberg ang Carlsscn, 1998) developed a sirategy for DO controlier

pased on the nonlinear DO transfer function, the reasen being to lusirale that nonlingar

DO controller can cutperform a standard Pl controiler

Dissolved oxygen is a nonlinear process which makes it difficult o be controlisd. A lot of
different conirel technigues have been fried in the past, but nons came closs io selving

= . o e dle Ciiarna o $ omaaife
the exact p{cﬂ m. High control performance for ab operating conditions is not sasily



achievable with any type of linear controliers. In order to atiain a high performance

controlter for ell operating condiilions, the main focus is 1o lake into consideration the

(D

noniinear characleristics of the oxygen transfer function K,, when designing th

o

controiler.

Dissolved oxygen concentration is characterised by two important parameters, oxygen
transter function K, and cxygen uptake rate ry, (Respiration). The oxygen transfer

depicts that 4 depends on several variables in the form of oxygen transfer raiz and mass

trensier costiicient as the lieratures desoriba.

Automatic conirol techniques were used for DO conbrol in wasteawaler treatment
procasses for many years, the reason being:

e The sensors for measurement of B0 wers availahle,

o The DO conirel reducss the amount of energy for blowing of air in the asration
basin.
» The effivent characteristics and process performance depend on the propsr DO

The normally used contrellers over the years are proportional integral (P1) or proportional
integral differential {PID). The work performsd by the said controflers above led to not
very good system performance, simply because
e The set-poinis are selected according to some nominal system requiraments and
not according to tha operating conditions of the process at moment of contral.
s The parameters of the controlisrs are not determined according to the operating
conditions of the process.
s The controilers are designed for linear process, whereas the process of dissolving

of oxygen into the wastewater s a nenlinear process.

These drawbacks are being dealt with in by considering the probiem for DO control in 2
scheme of 3 layer hierarchy in Figure 2.9 where;
1. Layer 3 is where the model paramsiers are eslimated on ihe basis cf the

predicted process variables. Th

LN

mode!l parameiers are estimatad every o
hours on the basis of predicted values of process disturbances and real valuss of
the measured process variables

2. Layer 2 is where the optima! set-peint for the DO contrelier is determined tnhrough

the sclution of optimal control problem on the basis of measurement of ine
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process variables and prediction of the process dislurbances. The problem for
optimal control is solvad in the scheme ¢f repetitive optimization every two hours
depending on the dynamics of the system disturbances. The obtained oplimal DO
raiectory is used to determine sei points for the design of the nonlinear controllar
on fgyer 2 and for stabilizing controt on layer 1. The controlier is designed on the
basiz of the estimated model parameters and oplimal set point for the BO
concentration.

3. Layer 1 is where tha controfier carameters are programmed in PLC and the

control action is produced,

The problems soived in the thesis are for estimation of the values of the parameters of
the modsl of the dissolved oxygen conceniraticn on layer 3, for design of the linearizing
and lingar controliers on the layer 2, and for the implementation of the controller in PLC

for direct conirol.

The dasign of the controlier parameters is done by the methods developed in the thesis
and these meathods are bassd on the consideration that DO process is a nonlingar ons.
Ths idssz is stil {0 keep the Industry standard P controller, but some additional control to

be introduced in order io cope with the nonlinear character of the procass.

The methods proposed consist of two steps:
e« Dssign of a nonlinear linearizing controllers using the second metred of
Lyapunov or the inpult/output linearization theory

s Design of a linear (Pl) controlier
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Conclusion

This chapter gives

Figure 2.9: Hizgrarchy of control tasks

an introduction of wasiewater treaiment process. For the effactive

removal of the nulrients, the structure of WWTP together with the processas such as

orimary, biclogical

chemical, and siudge treaiment are looked &l

bl

i,
ne

treatment of wastewsater, particularly, the activatsd siudge process is discussed,
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In ensuring the effective control of the process (ASP) by controliing dissolved oxygen
oncentration, two factors that affect the dynamics of the DO, oxygen uptake rale
{respiration and nonfinear oxygen transfer function were taken into consideration.
Review of the methods for application of respiration and of the DO modsl parameter
estimation was performed. Since the thasis deals with designing the nonlinear controiier,

then an overview of the existing control methods of DO was done,
Chapter 3 providas the overview of the mathematical modelling of the dissolved oxygen

concentration of the ASP based on ASM1 bioiogical model. Also different models of

oxygen transfer function are discusssed and simulaied.

9



CHAPTER THREE
DEVELOPMENT OF A MATHEMATICAL MODEL OF THE DISSOLVED OXYGEN
CONCENTRATION PRCCESS

3.1 Introduction

Dissolved oxygan concentration is cne of the principal control parameters in the activated

sludge systems (Lindberg and Carisson, 1928). (Verrclieghem and Les, 2003) siaied

that, "Oxygen plays an integral part in activaled siudge process.” f the assccials

aeration is done in an optimal way it will lsad fo substantial reduction in the process

snergy consumplion. Aeralion takes place in the asrobic reaciors, bui practicaily, D

concentration s, in the activated sludge process is maintained by manoceuvring agratio

aifiow

air

O

o3

considered as a control inpul u. The aeralion input can be representsd by

the oxygsn transfer function K, . Different types of K, are analyzed for the purpose of

2
asration tank of the Activated sludgs process (Lindberg, 1997)

nonlinear controlier for conirolling dissolved oxygen concentraiion in the

model of the dissolved oxygen concentralion for the Benchmark layout. Development o

the mathematical model of the oxygen fransfer function is in section 3.5, An exponantial

model of oxygen transfer funciion is given in saction 3.6 and this model is used in saclion

to the conirolier design for the medel of dissolved oxygen concentration. Simulink biog

P

diagrams are provided for the sole purpose of simulations and their simulation results are

shown in section 3.8

3.2  Structure of the Activated Sludge Process (ASP) mass balance model

Dissolved oxygen concentration is cne of the main control variables of the ASP when th
ssolved oxygen co
process of carbon and nirogen removal is considered. There i3 influsnce of the diuma

variation of the fow and concernirations of the inflow over the acliviies of th

iy

microorganisms and in this way over the concenirations of the DO, This reguires

improved control of the required concentration of the DO.
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3.3

The ASP i3 a complex noniinear process and proper centrol ¢f the airflow rate is
necessary 1o be implementsd. This means that proper controller has o be designed and
implemented in order 1o foidow reguirements of the micreorganisms for dissolved oxygen.
Different control design methods can De applied. These msthods are based on
mathematical models of the ASP incorporating both mass balances of the fiows and
process variables in the plant, with biochemical aclivities of microcrganisms and mass
balance of the oxygen with the processes of dissoiving and uplaking of oxygen in the
waslewaler. These two models can be considered in a series in the following way as

depicted in Figure 3.1, where s5,d is the concentration of DO as a result of dissciving

oRygEn 0 water

Acrobic Tank

1 ]
] ]
Alrfiow rats | : !
| Mass balance of spd Substrates and N
u L] the BO | Microorganisms ! .
I transfer funstion mass balances \

' utput of the DO
: K, F o :cance ration

1 a 1

] 1

H

O e e e Y

Figure 3.1: Common model of the 0O process for dosign of contrel using the airflow rate

s & manipulated variable

Varicus aeration stralegies can be implemented on the basis of different models of BO
concentration, different types of DO controliers and different types of design methods can
be used to design the controliers. These aeration stralegies can be considered as a part
of the three-layer control strategy of the ASP cescribad in Chapter 2. The ressarch work
in the thesis concenirates on the modelling and contrel of the DO concentration. All

derivations are done for the COST Benchmark process basad on the ASM1 biclogical

maodel.

Description of the COST Benchmark process based on ASM1 biological model

Benchmark model Figure 3.2 is defined as a protocol to obtain a measure of
performance of control strategies for aclivated sludge rlants based on numerical, realisiic
simulations of the controiled plants. The benchmark consisis of a description of the plant
layout, & simulation of biological modet {ASM1} and cdefinitions of controlier nerformance.

4 H

N ] : o~ H 1 i b - Pt alyi
The benchmark i5 not correlated o any particular simulation platiorm, meaning any
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commercial WWTP simulation software packages can be used as well direct coding (C.
C++ or FORTRAN), (IWA Taskgroup,2008),(Copp, 2002).

The benchmark process is compesed of a five-compariment of the activated sludgs
reactor consisting of two anoxic tanks, which are notf aerated, but fully mixed, followed by
three aerobic tanks, The plant consequantly merges nitrification with predenitrification in
a configuration that is usually used for realizing biclegical nitrcgen removal in full-scale

plants. The activaled sludge reacior is followed by 2 secondary sstiler.

0.2 Q,
> . Settler
. A Z1 - - . Qe’Ze
QQsZQ! AN . :AN \/_>
Qr’Zr 1 2 QHZI Qw!Zw

Figure 3.2: The benchmark structure

The notations on the model are;

¢ For the flow rates: Q, is the input flow rate, Q, is the return flow rate, O, is the

o
intarnal recycle flow rate, O, is the input for the setiler flow rate, 0, is the wasting
sludgs flow rate , and @, is the effiuent flow rate.

s For the variables concentrations, the vector Z is for all process varisbles

concentrations, one of its components is the DO which is noted as s,.

3.3.1 Process flows and oxygen transfer functions
The list of system parameters with their umiis is given in Table 3.1.

Table 3.1: Process flews and oxygen transfer functions

Influent flow rate

Recycle flow rate

internal recycle flow rate 88338

Wastage flow rate 38

K, -Tank 1 and Tank 2
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3

commercial WWTP simuiation sofiware packages can be used as weil direct coding (C,

C++or

FORTRANJ, {IWA Taskgroup,2008),{Copp, 2002).

The benchmark process is composead of a five-compariment of the activated sludge

reactor consisting of two anoxic tanks, which are not aerated, but fully mixed, followsd by

three aerobic tanks. The plant consequently mergeas nifrification with predenitrification in

a configuration that is usually used for realizing biolegical nifrogen removal in full-scale

siants. The activated sludgs reacior is foliowed by 3 secondary setiler,

0..Z.
-Z1
Qw_za_;..AN » AN
Q A 1 2

Figure 3.2: The benchmark structure

The noiations on the modet are;

»

For the flow rates: @, is the input flow rate, O, is the return flow rate, Q, is the

4]

internal recycle flow rate, O, is the input for the settler flow rate. 0 is the wasting
sludge flow rate , and @, is the effiuent flow rate.
For the variables concentrations, the vector Z is for all process variablas

concentrations, cne of its components is the DO which is noted as s,

3.3.1 Process flows and oxygen transfer functions

The list of system parameters with thair units is given in Table 3.1.

Table 3.1: Process fiows and oxygen fransfer functions

 Detault System Values

influent flow rate i

Recycle flow rate 15443

Internal recycle flow rate 58338 mday
Wastage flow rate KRR oAy
K, -Tank 1 and Tank 2 e -




K;,-Tank3 e Py
K, -Tanké4 19 e
K, -Tank5 s e

3.3.2 Values of the ASM1 model parameters
The Kingtic paramester values are listed below In Table 3.2, Included in the table are

parameter descriptions, parameter symbols, units and their associated values

Table 3.2: Kinetic parameter values for ASM1

Maximum heterotrophie growth rate 4o Yy

Haif-saturation (hetero. growth) K, 156 gCobm™
Half-saturation (hetero. oxygen} KOH 2.2 GO’

Half-saturation (nitrate) o 8.8 g NOytm™
Heterotrophic decay by 0.3 day

Anoxic growth rate correction factor n, 0.3 No cwnension

Anoxic hydrolysis rate correction factor 7 .8 Ng dimension

Maximum specific hydrolysis rate Kh 3G g X (g x.B!H cCOoD- da_v)"l
Half-saturation (hydrolysis) K, 2.1 gxs(gx,, CO D) -1
Maximum autotrophic growth rate [T 0.3 || day”

Half-saturation (auto. growth) KNH 1.0 g NHeNmT
Autotrophic decay rate bA 0.05 day

Half-saturation (auto. oxygen) Kog 04 GO.m
Ammonification rate ka .08 m (g CcoD. day)_l

3.3.3 Process variables
Table 3.3 lists the ASM1 13 siate veariables, their associated symbois and their unis
{Henze ef al, 1887).

Table 3.3: State Variables for the JAWQ Actlvated Sludgs Moedel #1 (ASM1)

Soluble inert organic matter
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Readily biodegradable substrate S g CoOD m”
Particulate inert organic matter X, gCCom”
Siowly biodegradable substrate Xg gCoDm™
Active heterotrophic hiomass X gCoDm”
Active autotrophic biomass Xp4 gCoDm
Particulate product arising from biomass decay Xp g CODm™
Oxygen S, oo m”
Nitrate and nitrite nitrogen, Svo ghm”
NH] + NH,nitrogen Sam grm
Soluble biodegradable organic nitrogen Sap ghm”
Particulate biodegradable organic nitrogen Xup gNm”’
Alkalinity Sk moi L

Mass-balance model of the dissolved oxygen concentration for the Benchmark
plant (layout)

The process dynamics are oblainable through the application of the principles of mass
halances io the asration tank i the wastswater process sitruciure. The considered
structure has 3 aeration basins. The considerations will be done for one of them as the

~th

basing are similar. Dynamic of the dissolved oxygen concentration in the 1™ asration

tank can be described by the following mass balance eguation:
. 1 ' |
SO (t) = ?[Qu—lso.n—l (t) + Vn rSO.n (t) + Vn KLa ‘nll(f) (SO.mr' - SO,r; (t)) - QnSO.n (t)] (3 1 }

g = = = e the initial S Trevmdit s

where Qn - Qn-l - Qo +Qr +Qﬂ ! SUH (0) =S00mu- Soom s e inilial state, Son (t) Mg s
the dissolved oxygen concentration in the n™” tank, X 1. 15 the oxygen transfer funcion,
cxygen uptake rate, ¥ [m7] is the volume of the tank and u is the alfiow rale. ry, s

the respiration rate. The index n wili be omilted further in the thesis because ihse
structure of the DO modsl for every asrobic lank is the same. The oxygen ulilisalion rale

is given by ASM1 biclogical modsl as:
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~ 1- :YH S5 (t) SO.n (t)

Fo Al)=— X g (L) —
w =M T LK, 455, 0 \Kom 450, 0 ) 2O
(3.2)
. (457-Y Sxizn ) S, (t)
— M, 4 A, = X5 (6

Y, Ky +Sny @) \ K, TS0 3]
where g, is the maximum hetercirophic growth rate, ¥, is the heterotrophic yield, u, is
the maximum autotrophic growth rate. Y, is the autotrophic yisld, s, (f) is the readily
biodegradable substrate, s,, ,(¢) is the NH; + NH, nitrogea,'KM,KQ“KOH,KS are

the half-saturation coefficients for heterotrophic growth rate, aulotrophic growth. and

autotrophic decay respectively.

Here the respiration rate is determined by other process variables. This is a very complex
equation o be used for real lime conirel. That is why oxygen uptake rate will be
considered as 2 noniinear functicn which can be calculated on the basis of
measurements of the disscived oxygan concentration and the air flow rate u(t) following
astimation procedure. It is assumed that s,, (1), 5,,.,(1), © and wastewater flow rates

Q =zre measursed and s,, S,,, and ¥, are constants. The equation for the DO can be

renwritten in the following way:

|
‘S.'O,n (f) = "V_[Qn (S 0,n-1 (t) - SO.u (t)] + rSO,n (t) + KLa.nu(r)(SO.mf - SO_n (t)) (33}

m

Taking into account thatl the tanks are identical, then for simplicity it is accepted that

¢}

S0, =500, =0V, =V,s,,, =5,,. The equations (3.2) and (3.3) represent the modsl

of the process for dissolved oxygen conlrol.

2!

The control action of this process is airflow rate, controlied output is the concentration of
dissclved oxygan and uncontroiled disturbances are the inflow DO conceniration and the
oxygen utilisation rate. The disturbances depend on the input flow characteristics and will
change requirements of the microcrganisms for oxygen. The resulis of these changes

are required for changing the set-point and controller parameters.

Mathematical model of the oxygen transfer function K,
In the dissolved oxygen concentration dynamics, the oxygen wansfer function K,

descripes ihe dissolving of oxvgen on the basis of the fiow rate of air info the water.
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dascribes the rafe at which oxygen is being transferred to the wastewater by the sysiam
for the aeration, as a function of airfiow rate
Kt —56{0)): S0 > So(0) (3.4)
The oxygen transfer funclion {coeflicient) can be related to the changss in the intensily of
asration, which is considered as a control input u(?) . There are ditferant medals of K|
proposed in the existing literaturs as {ollows:
» Linear refationship with a nonzero intercept (Relnius and Hultgren, 1888) |
(MaKinia, 1898), (Bocken ef ai, 1989), {Holmberg ef af 1858%)
K, u(t)=k (Ou(t)—k,(t), where &k and k are empirical constants or tims
varying parameters
s Power function of the airflow rate (Chen

KLau(t) = kl (t)u(t)kz(f)

Roth, Eckenfeider, 1880)

©

« Exponential model (Lindberg, 1997) K, (@) =k (1—-e™ %), where a is a
scaling factor, & and k, are parameters

= No aeration conircl. meaning thal, the asralors are continucusiy on during the
whole time K, u(t) = k(1)

= Linear transfer funsiion (Haarsma. Keesman, 1895), (Hoimberg, 1590), {Lukasse
et al, 1886 K, u(t) =k (H)u(?)

« Square root function (Heimberg et a/, 1888) K, u(t) =k, (t)m

k,(Du(?)
() +k, (f)

The transfer function K, as a function of its parameters variss slowly in a matter of

+ Monod type mode! K, u(?) =

hours or even days. The fransfer function depends on the aeralor lype, water depth,
basin shaps an even airflow raie. Aerator clogging accounts for much of the variations of
K, . Tnatis why K, istime dependant and has o be datermined on-iine. The oxygen
respiration rate is determined in both, the primary respiration, used in synthesis and in
the endogenous respiration, during decay. The respiration rate changes significanly in a

number of hours; while K, differs slightly from day to day.

58



3.6

Summary of the existing fiterature of the oxygen transfer functicn models is given below
in Table 3.4.

Table 3.4: Different mode!s for oxygen transfer function

Step K[.a =(0, kl)
Linear A K, =k -u
Linear B K =k -u+k
La 1 2
Arctan - | Ky, =k tan” (k, -u)
Square root KLa _ k1 . J;
Power KL“ = kl et
Expoenential K, =k -(1- e—kzu)
Lz — M
Polynomial K, =k -u+k, Ju+k,
Piscewise linear Kl.a — (kl +k2 £ -u
Cubic spline K ::f(u)
La
Second order model K, = klz [+ kz u?
Monod type k1“
K, ()=
u+k,

Fast estimation of respiration {oxygen uptake rate} is important given the fact that
respiration appears to be the most important disturbance signal in the confrol of
dissolved oxygen concaniration and therefore couid be used in improvement of centrol
efficiency; the whols exercise is achievable through on-line estimation of respiration from
the current valuss of dissolved oxygen conceniration and airfiow signais {S.Gerksi¢ ef 2/,
2(06). Estimation of oxygen transfer function K, and oxygen uptaxe rate ry, is

detarminad in the thesis on the basis of least square method using the measurements of

the airflaw rate and 5O,

An exponential modet of X

{Lindberg, 19897) suggested that an expenential K, might be a sultable cholce as il gives



function as inverting would maks it easy to design a noniinear controiler. A typical curve

of the K, (u) functions is given on Figure 3.3.

The designs of nonlingar contraliers in the thesis are based on the exponential modal of
the oxygen transfer rate. it can be substituted in equation (3.4} to form the process

modsi.

5o(0) = -II;Q(SO,,-,, (1)~ 5o () + Fep + by (1= ™Y, 0 — 50 () (3.5)

Tha egualion (3.5 is used for the design of the conirolier.

ittt ]

[

Airflow rate [min]

h
<3
1
<3
]
<
jo

100 1

Figure 3.3: Exponential model curve of K

Dissolved Oxygen Model Equation representation in a standard affine form

The equation of the dissolved oxygen mass batance describes the model of the aerobic

tank with one controt input u(t), two disturbance inpuls s,, and ry and one

state/cutput s,. A block diagram of thie model is shown on Figure 3.4,

Tso L—u »

f

Figure 3.4: Biock diagram of the dissolved oxygen congentration,

—_— So
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The eguation (3.5) is a nonlinear one because of the neniinear transfer function and
bacause of the product between it and the dissolved oxygen variable. Equation (3.5) can
be rewritlen in a nonlinear affine standard form. This equaticn is used later for the design

of the nonlinear controliers.

()= f(x) + glxu(t) + g, (x)w(?) (3.8)
where x is a state vector, u is the control vactor, w is the disturbance vector and f(x)
and g(x) are nonlinear functicns. The following transformations are implemented in
order o represent equation (3.5) in the form of equation (3.8). introducing of the

squivalent control u, (t) =—k e ™. Then

Solt) =’£'V2"(50,m (-5 + K, (5050 = 50D} +750(1) =

=QfSO,in ) QSo(t) +ro{t) +h (1 - W80t (B) - 55(8)) =
o
:?SOJ‘H (t) ?SO (t) +kl (SOJGI (f) -5y (r)) - kle A (SO.sm (t) -5 (t)) + Yso (t) =
=-§SOJ}1 (t) %SO (f) + rSO (t) + kl (SO,.m! - SO (t)) + ul (r)(so,sm - SO (r))
The reprasantation is oblained in ths form
$o(t)= Flso(D) +g(so (N () + g, (55 ()50, () + 5 (55 (DNrsp (£) (3.8)
’cﬁ’bef‘e f(SO) = —%So(t) +k1 (SO.sat _50 (t)) ’ g(SO) = (SO.sar (f) —SO(I)) ’
g, ()= I_Q’ =Constant, and g,(s,)=1=Constant
The equation {3.9)
Sty =flso @) +g(so (N () + 81(5(1))$ 0, (1) + &5 (56 (D)1 (1) (3.9

has 4 terms . First one describes the free dynamics of the dissolved oxygen. The sscond
one describes the forced dynamics of the dissolved oxygen. The third and forth fsmms
describe the infiuence of the disturbances, Le. inflow disscived oxygen concentration and
the oxygen uptake rate.

The control u(f) can be caiculated back from the control u,(¢) using In function as

follows;
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3.8
3.81

3.8.2

ul (I) — _kle-kzu(f)
Inu, () = In( k) +In(e™"")
Inu (&) =In( k}-&u(?)

Inu, (1) - In(-k,)) = -k,u(t) (3.10)

Inu‘—g) = ku(r)

1

1w (1)
= —In-2
u(t) PR

The model {3.10) is used for design of the nonlinear controllers.

Simulation of the DO model in Simulink

Importance of simulation

Simulation is the rouls taken to use a numerical solution of the given model equations to
approximsais he behaviour of the system. In control enginesring, the maodeals are most
cfien a collection of integro-differential equations, the solution to which represents the
response of the sysiem to specific ecological circumstances and inputs. Computer
models differ in complexity from a few first-order differential equations to systems with
multiple state variables such as a made! of the space shuttie. More and more, control
models of complicated systems are hybrids of differential equations working together with
gynamic digital iogic. For such sysiems simuialion is necessary o étudy the polential

response in different conditions.

Simulation is one of the most important rescurces in the field of control engineering and
s the only common method of analysis able to find solutions to ihogical noniinear
differential and difference equations. Evidently simulation locates only particular
solutions, o be precise, solutions {o the equalions with specific inputs, inilial conditions,
and parameters. 1t is in support of that reason that simulation doss not supplant other
methods of analysis. Properties of significance such as stabilily or conditional stabilily

cannot be varifiad with simulations.

Objectives of DO concentration model simulation
The objectives of the simulation of the DO concentration modet are:
+ To obtzin solution of the model differential equation for the given step inpul ¢f the

aifflow rate and sieady state values of the process variables describing the

oxygen uplake rale
=
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3.8.3

= Investigating the influsnce of the external s,,, and intemnal ry, disturbances cver

the dynamics of the DO concentration

Simulation and investigations are done in the software environment of Matiab/Simulink

Input data for simulation

Parameters for simufation of the Dissolved Oxygen Concsniration are infrcduced in
Matlab workspace by the program "DO_Open Loop Parameters.m” The program is
given in the Appendix A. The corresponding Simulink mode! “DO_Mdal_2.mdf is given in
Figure 3.5. The input varjables are the disturbances s, ,,, and ry, the control signal u,
and the parameters are uy, Y, 1, Y., 5o, Sam, . Ky Kopy Koy, K. The output
variable is dissoived oxygen concentration s,. The values of the paramelers are taken
from the ASM1 biclogical model and are given in Table 3.5. The values of k and &, are
calcuiated from the value K, =240day™ by a curve fitting for @ given vaiue of the
airflow rate u = 50000 m? [day .

Table 3.5: Valuss of the model parameters

Par |\l Y, | 14 | Y, | se, | Sawa | Kaw | Koa| Kou| Ks| K k

0.24

)
(&3
o
o0
G
[Co}
—
~
(o5
a2
Y
<
o
i
[}
IR~
"
[
P
o
[
s
o
43

Val 4 .87

Table 3.5 gives the calculation of the parameters for the open lcop controt for internal
and external disturbances variations. In order 10 achieve dynamic behaviour ¢f the

dissolved oxygen concentration for different cases of s,, and ry,, the laller is

caiculzted for £10% —150% of both x,, and xp, and their calculated values are given

in Tabls 3.6 below,

Tabie 3.6: Parameters table for open loop control

Xz oh

Xba-1g Keh+10% 0z 0.8 7
184 7767 Xon-1Gss 2303.4988 Q.2 08 1
1198376 3071 X328 0.4 0.z
179.7584 2047 5582 e 0.2
144.8578 33272772 0.8 0.2
18d 738t 1791.6108 0.8 0.2 4
e 5782 2E23.22%% .8 gz
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Xoa+alh Z03.7138 Koh-4G% 1535.6604 3.8 0.2 1
Xea-b0k 74 8835 Xph+aly% 3838.180 1 g.2 0.8
Xba+50% 2724 5955 Xoh-80% 1278722 1 8.2 9.8

Simulink diagram of the dissolved oxygen concentration mede! is shown below on Figure
3.5. The model is used for simulation resuits for different behaviour of the disscived

conceniration for steady state vatuss of varizbles given above on Tables 3.5 and 3.6

. Figure 3.5: Representation of dissolved oxygen model in Simulink

3.8.4 Results from the simulation
The dynamic behavicur of the DO concentration for steady state valuss of the
variables obiained from ithe Benchmark process with ASM1 biclogical mode! is

shown in Figure 3.6. The dynamic behaviour of the DC concentration for different

cases of disturbances 5, a@nd ry, are shown in Figure 3.7 to 3.39.

Open Loop response of the dissolved oxygan
T 7 T

(o] =] Z20 230 240 50 =0
time{days)

Figure 3.6: Open ioop response of the disscolved oxygen model using Scin=0.2 and rsp
calculated for XBA of 142.787 and XBH of 25556.444
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Opean loop response of the dissolwsd oxygen conceaentration
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Figure 3.7: Open loop response of the dissoived oxygen modal using Soin=0.6 and rso
caiculated for XBA of 148.757 and XBH of 2558.444
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Figure 3.8: Open loop response of the dissolved oxygen model using Soln=1 and rso
alculated for XBA of 145.787 and XBH of 2558.444
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3 :
r i
i
__________________________________ iR
| ———t— S0
E 1
I
[s] - . -
o} 10 20 30 40 [=le] a0

time{days)

Figure 3.9: Open loop respense of the dissolved oxygen concentration using Soin=0.2 and
rso calculated for XBA of 134.8173 and XBH of 2815.2884
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Open loop response of the dissolhved oxygen concentration
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Figure 3.10: Open loop response of the dissolved oxygen concentration using Soin=0.5
and rso caloulated for XBA of 134.8173 and XBH of 2815.3884
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Figure 3.11: Open loop response of the dissolved oxygen concentration using Soin=1 and
rso calculated for XBA of 134.8173 and XBH of 2815.3884
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Figure 3.12: Open Joop response of the dissolved oxygen concentration using Soin=0.2
and rso calculated for XBA of 184.7767 and XBH of 2303.4888
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Open loop response of the dissolved oxygen concentration
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Figure 3.10: Open icop respense of the dissoived oxygen concentration using Soin=0.8
and rso calculated for XBA of 134.8173 and ABH of 28153884
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Figure 3.11: Open loop response of the dissolved oxygen concentration using Soin=1 and
rso calculzted for XBA of 124.8173 and XBH of 2815.38384
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Figure 3.12: Open loop response of the dissolved oxygen concentration using Soin=0.2
and rso calculzted for XBA of 184.7767 and XBH of 2303.4308
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Open loop response of the dissohved oxygen concentration
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Figure 3.13: Open ioop respense of the dissoived oxygen concentration ysing Soin=0.%
and rzo calfcuiated for XBA of 184.7767 and XBH of 2303.4868
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Figure 3.14: Cpen loop response of the dissolved oxygen concentration using Soin=1 and
rs0 calculated for XBA of 164.7767 and XBH of 2303.4896

Open loop response of the dissolvwed oxygen concentration

3
| ;
1 I
' L So
————————— Ll T e e e
| f 1
| i i
§ l
-------- B et Mt el el
' | t
= ' | 1
H | 1
e e - e e m e — 2
H 1 I i
| i
i
e e R et R
l P
I b
|
e i e
| | | . ,
! t | i
Q v !
53 10 20 30 40 50 80

time(days)

Figure 3.15: Open foop response of the dissolved oxygen concentration ysing Soin=0.4
and rso calculated for XBA of 118.8376 and XBH of 2071.3328
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Open loop response of the dissohved oxygen concetration
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Figure 3.16: Open ioop responsa of the dissolved oxygen concentration using 8cin=0.2
and rso caloulated for XBA of 119.8378 and XBH of 3071.3328
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Figure 3.17: Open loop response of ths dissclved oxygen concentration using Scin=1 and
rso calculated for XBA 116.8376 of and +20%XBH of 3071.3328
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Figure 3.18: Open loop response of the dissolved oxygen concentration using Soin=1 and
rso calculated for XBA 178.7584 of and XBH of 2047.5552
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Open loop response of the dissolved oxygen concentration
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Figure 3.19: Open loop response of the dissolved oxygen concentration using Soin=0.2
and rzo calculated for XBA of 179.7584 and XBH of 2047 5552
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Figure 3.20: Open loop response of the dissoived oxygen concentration using 8cin=1 and
rso calculated for XBA of 179.75684 and XBH Vof 2047 5552
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Figure 3.21: Open loop response of the dissolved oxygen concentration using Soin=0.0
and rso calculated for XBA of 102.8579 and XBH of 3327.2772
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Opean loop response of the dissohwed oxygen concentration
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Figure 3.22: Open loop fesponse of the dissolved oxygen concentration using Soin=§.2
and rsop calculated for XBA of 184.857% and XBH of 3327.2772
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Figure 3.23: Gpen loop response of the dissolved oxygen concentration using Soin=1 and
r=0 caloulated for XBA of 163.8579 and XBH of 3327.2772
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Figure 3.24; Open leop response of the dissolved oxygen concentration using Soin=0.6
and rso calculated for XBA of 194.7361 and XBH of 1781.6103
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Open lcop response of the dissohwed oxygen concentration
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Figure 3.25: Cpen loop respense of the dissclved oxygen concentration using Sein=0.2
and rso calculated for XBA of 194.7351 and XBH of 1791.6108
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Figure 3.26: Open ivop response of the disselved oxygen cencentration using Soin=1 and
rso calculated for XBA of 184.7301 and XBH of 1751.8108
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Figure 3.27: Open leop response of the dissolved oxygen concentration using Soin=.8
and rso calculated for XBA of 89.8782 and XBH of 3583.2218
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Open loop response of the dissolved oxygen concentration
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Figure 3.28: Open ioop response of the dissolved oxygan concentration using Soin=0.2
and rso calculated for XBA of 83,8782 and XBH of 3583.221¢6
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Figure 3.29: Open toop response of the dissoived oxygen concentration using Soin=1 and
rso caiculated for XBA of B9.8782 and XBH of 3583.2216
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Figure 3.30: Open loop response of the dissoived oxygen concentration using 8¢in=0.8
and rso calculated for XBA of 208.7158 and XBH of 1535.68584
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Open Ioop response of the dissolved oxygen concentration
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Figure 3.31: Open loop response of the dissolved oxygen concentration using Soin=0.2
angd rso calculated for XABA of 209.7158 and XBH of 1335.6684
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Figure 3.32: Open loop response of the dissolved oxygen concentration using Soin=1 and
rso calculated for XBA of 200.7158 and XBH of 1535.6664
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Figure 3.34: Cpen loop response of the dissolved oxygan concentration using Soin=1 and
rso calcuiated for XBA of 74.8985 and XBH of 3838.168
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Open loop response of the dissolhved oxygen concentration
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Figure 3.35: Open icop fesponse of the disscived oxygen congentration using Soin=0.2
and rso calculated for XBA of 74.8085 and XBH of 3839168
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Figure 3.36: Open loop response of the dissclved oxygen concentration using Soin=0.8
and rso calculated for XBA of 74,8885 and XBH of 38358.165
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Figure 3.37: Onen loop response of the dissolved oxygen concentration using Soin=1 and
rso cajculated for XBA of 224.8855 and XBH of 1278722
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3.8.5

Opon ioop response of the dissobvwed oxygen concentration

CEDw)

Figure 3.38: Gpen loop response of the disscived oxygen concentration using Soin=0.2
and rso calculated for XBA of 224.6935 and XBH of 1272.722
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Figure 3.39: Open loop response of the dissolved oxygen concentration using Soin=0.6
and rso calculated for XBA of 224.6855 and XBH of 1279.722.

Discussion of the results
For the simulation results of open loop trajectories of the dissclved oxygen concentration

the following parameters were varied: the two disturbance; external 5, , and intermnal
re, and for caloulation of rg, the values of x,, and xy, were calculated from £10% to

+50% of the original steady state value from the Benchmark plant. The foilowing
sarameters of transition behaviours were observed to investigate the performance of the
cpen loop response: time delay, sieady state error, sellling time, rising iime. The valuas
are provided in Table 3.7. On the basis of Table 3.7 the foliowing observations and

conclusions can be made:
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e The time delay of the process is not very sensilive towards the value of
disturbances. The biggest valuss of time deiays of 0.2 seconds are for the steady

stats of process biomass and small values of the s,
» The steady state values of the 5, is the most sensitive paramster of the transition
behaviour. It is higher for higher values of the process heterotrophic bacteria x,, .

the bigger values of the steady state 5, are for smaller values of 5, .

+ Reduction of x,, with Dig percentage leads 10 reduction of s, in steady state

The setlling time parameter is very sensitive toward variation of s, . Smaller variations of

xp, and xg, give biggsr value cf the ssiiling time than the bigger variations. The rising

time is approximately the same for all variations of disturbancss.
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Tabled.7: Simulation results comparison table

Original x,, xg,.,

—10% x,, +10% x,, oz oo [ 0,15 05 | 015 23 22 2 12 2 2 02 |02 |0z
+10% X -10% X gy 0.2 0.6 i G.15 .14 015 pd 0.49 2.4 14 14 4 0.2 ¢.2 0.2
—20% x,, +20% x,, ca [0z Thn 0.15 0.15 015 [ 20 2.2 2 14 14 14 62 |02 0,2%
+20% Xpg = 20%, X 0.4 0.2 1 0.14 G.15 016 2. 2.1 249 12 2.5 : 12.8 0.2 0.2 0.2
~30% x,, +30% X, 06 02 |1 0.15 [ 0.8 .15 2 21 2.49 14 12.5 13 nz [0z oz
+30% X,y ~30% X 0.6 0.2 1 015 0.15 (4] 2Mm 2.4 2.1 12.4 13 12.8 6.2 0.z L2
—40% x,, +40% x,, 08 [0 | 0.15 018 0.15 2.3 2.8 2.3 13 12 13 oz [0z oz
+40% x,, —40% x,, oe |02 |1 015 [ 015 0.15 2.1 2.2 2.01 12.5 12 12 0z [0z 1oz
—50% x,, +50% x,, 1 02 |06 035 015 [ 015 |21 2.4 2.3 12 13 16 oz o2 o2
+50% x,, ~50% x,, 1 02 [os [drs 045 0.5 218 |28 2.2 13 12 12 0z oz Joz
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Table3.7: Simuiation results comparison table

Origialﬁd ieu 06 1 oz Joz 249 |23 Je2 |12 e [oa o4 Joo
T10% %, +10%x,, |02 |08 |1 616|015 615 |24 |22 |21 |2 2 3 5z |0z |07
T10% 5, ~10%x,, |02 |08 |7 TR T KT R T TR I R R T 17 67 (02 |07
T20% x,, +20% 5, | 0% |02 |1 676 (015 |05 |21 22 |2 1 2 E 0z |07 |03
T20% x,, —20% x,, | 0% |02 |1 |0® [0 |0% [201 |21 [2@ |72 mE T o702 13
T30% xgy 4 30% 5,y |06 (02 |7 TR WK TR KX T 24 |24 | 14 TE 173 67 (02 [02
+30% X'BA __30% x,'}” 0.6 0.2 1 015 0.1% 0.15 2.01 2.1 2.01 12.5 13 12,8 0.2 0.z 0.2
Z40% x,, +40% %, |08 |07 | 675 |05 645 a5 |28 |TF |13 77 13 52 02 T2
FA0% ¥, —40% x| 0B |92 |1 |o15 [0® [oa |2r |27 |2bi |25 |12 7% 0z |02 |07
—50% X 4 +50% X iz 1 0.2 0.6 015 0.15% 0.15 2.4 2.4 2.3 12 13 15 0.2 0.2 0.2
¥50% %, —50% v, | 02 (06 015|015 (016 [ Zi8 | Zi5 |2z |13 7 12 0z (02 |02
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3.9

Conclusion

This chapter provides an overview of Benchmark structure based on Activated Sludge
Model #1. System variables, state variables and parameter values from ASM1 are given.
Mathematical modelling of the different types of oxygen transfer function and oxygen
uptake rate is discussed.

Normal nonlinear affine form of the mass balance squsation is derived. Simulation in
Matlab/Simulink environment is done for the case of xgenenﬁaﬁ function of the oxygen
transfer function. The infiuence of two types of disturbances over the procass dynamics
is invesfigated and the oﬁ*{aéned trajectories are compared. The obiained iraisctory of the
dissclved oxygen model is used in the chapters 6 and 7 for the design of nonlingar

controliers.

Chapter 4 deals with parameter estimation of different madsls of oxygen transfer function

K, based the method of least squares.
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CHAPTER FOUR

ESTIMATION OF THE OXYGEN TRANSFER FUNCTION AND OXYGEN UPTAKE

41

RATE

Introduction

The oxygen uptake rale has a very complex nonlinear representation according fo the
Patterson matrix of ASM1 model. This reprasentation includes different varizbles of tha
ASP. Their on-line measurement is not possible because of Iack of respactive sensors.
This means that realime use of the model of dissolved oxygen (BQ) for conirol
purposes is not possible if the oxygen uptake rate is calculaled according to Patierson
matrix. Itis necessary o find some estimated value of the oxygen uptake rate {OUR} on

the basis of the avallsble measurements, which ars the DO concentration values.

When thes value of the oxygen uptake rate (CUR) is known, the specific growth rate or
the variations of the substrate can be calculated. The knowledge of ry, is good for the
sludge inveniory control. The respiration rale depends directly on the wastewater and it ig
not possible to controlit, This means that it could be considered as a disturbance input to

the process. The estimator can be part of an adaptive controlier for DG concentration

control.

The thesis considers different models of the oxygen fransfer function. In order to devalop
a method and algorithm for this estimation is necessary to know the valuss of K, . The
vaiue of K, varies according to the wastewatar quality and diffusers clogging. It shows
the efficiency of the asrator system. K, has a typically nonlinear character: as the
airfflow rate increases, then K, tends to a saturation value charactsrized by different

parameters, which are not known. Their estimation is also necessary to be performed.
The least squares method is developed for estimation of the OUR and the oxygen
ransfer function parameters. The censidered modsis are used for design and simulation

of the nonlinear closed loop controil.
L

Discussad in this chapter is least-squares method for parameter estimation in section
A

4.2. Section 4.3 introduces data used for parameler estimation. Seclion 4.4 is the

application of least squares methods (o different models of oxygen transfer funclion, the

79



. 4.2

43

subsequent models are given in subsections 4.41 1o 4.47. Section 4.5 gives simulation

resulis of the parameter estimation for different modsis of oxygen transfer function.

The Method of Least Squares for parameter estimation
The Msthod of Least squares for parameter estimation describes a freguently used
approach o solving over determined or inaccurately specified systems of equations in a

fitting sens&. Itis an ziternative 1o interpolation for fitling a function 10 a2 sai of points. i is

different from interpolation In the sense that the least-squares method doss not need the
fitted function to intersect each point. Instead it seeks only o minimize the sum of the
squares of the residuals. The Mathod of Least Squares can be categorizad in two types:
Linear and Nonlinear and it also be further classified as follows: '

» Anordinary Least Squares

s  Woeighted Laast Squares

*+  Afiernating Least Sguares

s Partial Least Squares

For Least Sguares Msthod a very common base problem is curve fitling, Lel ¢ be an
independent variable and let () represenis an unknown function of ¢ that needs io be
apgproximated. Assuming that, there are m observations, te. valuss of y measured at
the specified valuss of ¢ y(t)=y(t,), i=1,---,m_The idea is to model y(¢) by aiinear
combination of » basis funcions:

)y = B (D +-+ B,4,(0)

where 8.6, B8, B¢, are unknown parameters. in rhai;ixwector notation, the
medelis y= X8 {Liung. 1989}, (Gelb et &}, 1874), (Geodwin and Sin, 1864),

{ Mathworks, 2008). The design matrix X is a reclanguiar matrix of order mxn  with
elements x, ; =4,(¢;) . The design matrix ususlly has more rows than columns. The

paramater ﬂj can be calculated from the observations of the desigh matrix X

Data used for parameter estimation
An input/output representation of the dissolved oxygen state space model is considared

in Figure 4.1. whare u(k), the aiflow rate and s,(k). the dissoived oxygen

concentration are measured in raal-tims.

80



4.4

4.41

| ot

u(k) 5o (k) y(k)
SO,in K
—et La

Figure 4.1: inputfoutput model of DO concentration

It is supposed that these values are available for some pericd of time k= [0 K]. Tha
oulput y(k) 1 some function of measured variables, which is different for different
models of X, (v, k). E’; is supposed that the inflow concentration of dissolved oxygen
S, Considered as a disturbance is known or measured also. The oxygen uptaks rafs is

unknown and is also considered as a disturbance.

Application of the least squares method to different models of the oxygen transfer
function
A discrete representation of the mass balance equatlion for dissclved oxygen behavicur

18 considered
0 ,
so(k+1)y =5, (k) + N{F [50. ) =50 () ]+ K 1, (2t D)5 g0 =5, () ]+ 1 (k)} (4.1)

whare K, ocan be represented in different ways, according to given in Chapter 3

models. For every case the least squares msihod is applied and equations for caiculation
of the paramelers are developed. The paramelers are considered to bs time varying and

for every sampling interval they have different values.

Oxygen transfer function represented by a time varying parameter

The case of K, =k (k) is considered. The mass balance equation for DO is the same
as Equation (4.1), but K, does not depend on the airflow rate. Then the data for it is not

used in the estimation process.

in order o apply the methed for least squares the Equation (4.1) has to be represanisd in

]

the input/output form, given in Figure {4.1). To achieve this ail measurable variables ar

e

moved to the left side of the equation and all parameters are [aff to the right cne. a

foliows:
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in Equation (4.2) it can be seen that

YR =55k + 1) —55(k) = A 50, (k) =55 (F)]= Ak (R)[S g — 0 ()] A7 (k) (4.2)

y(E)=s5,0k+1)—5,(k)— Ar%[sojn (F)=s5,(F)] (4.3}

The right site of Equation (4.2) can be represented in a vector form using notations for

the parameters to be estimated by the lstter 6

A k)

y(k) — N[gl (k)[SO_.sal -85 (k) +92] = N[(SO,_mr _So(k)) 1]{9 (k)

] =p(R)oky  {(4.4)

where 6, =k, 6, =r,, . ltis obiained that

y(k)=(k)o(k), k=0,K -1 (4.5)
is the equation for the oulput of the mass balance model. The oulput and the function

(k)= Al(s,,,, —5,(k)) 1]1eR"™ are known on the basis of dafa. In the considersd

case B(k)e R™, p(k)e R™*, y(k)eR.

Equation (4.5} is for every moment of time £ =[0, K —1]. In crder {0 use the availabls
data and calculate the paramesters for every moment of time only, this equation can be

representaed in a matrix format, as follows;

Equation {4.5) is written for every moment £k =0,K ~1
¥(0) = p(0)6(0)
y(1) = @)

WK -1) =p(K-DHHK 1)

The cbtained set of equations can be written in the following way:

C oy ] e 0o . . 0 T 60 ]
¥(1) 0 oM . . 0 o(1)
= 0 0
. . .0 0 .
yK-D] [0 0 . . oK-DJO&K-1

Or equivalently

y=y-0 -

:.i:.A
[
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Where: ¥ = diag{p(0), o1}, (K —1)} € RFEH

8 =[67(0), 87 (1),---0" (K -D)” e R**

¥ =[(0), y(O),-- y(K 1] € R*
The vector & in Equation {4.6) can be calculated on the basis of lsast sguares
approach. Both sides of the eguation are mulliplied by z,f/T to the teft side and divided by
w i on the left side.
v'y=y"ye (4.7)

O=wyT'v'y (4.8)

Equation {4.8) is used for calculation of paramelers, i can be wrilten also for every

moment of time a3%

(k) =[p(k) oW oK) y(k), k=0,K~1

i ihe parameisrs are considered consiant for the given datia then Eguation {(4.5) can be
writlen in a matrix form as foliows

y(0)=(0)¢

y() = ()0

WK -1 =@(K-1)8 or

2O | [ e ]
() (1)

y(K-D] {p(K-1)]
From here

y=vt (4.9)
where @ =[@(0), (1),--@(K -] e RE?, 8eR*. 7e R®, ¢ e R" and the vector of
the paerameters @ is caiculated from

o=y v’y (4.10)

In this case the whole amount of data is used 1o caiculaie the consiant parameters.
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Oxygen transfer function represented by a linear function

Inthis case K, =k (0)u(t) +k,(t) {4.11)
The output y(¢} is given by Equaticn {(4.3}. In this case y(k) is ths same as in the
previous ¢ase. The left side of Equation (4.4) is

y(k) = Ak (Ryu(k) + b, (F)is o — 5o (R)]+ Atrg, =

7
= At[u(k)s g, = S0 (R)] 540 —So (k)] 1] 6*; = p(k)o(k)
93
The function (k) ina vectorform is
o(k) = Mu(k)s,.,, — o] [sy,, —50)] 1]1€R™ (4.12)
The vactor of parameaters is
o=[6 0, 6, er’ (4.13)

whare 8, =k. 8, =k, 6,=rg,
The calculalion of the parametars is according to Equation (4.6} for the varying
parameters and according to Equation {(4.9) for constant parameters. For the considered

case 7 eR®E has  the same structure as  in Equation  {4.6)

0 R andy e R* 7 eR"™ . 0eR’.

Oxygen transfer function represented by a power function

In this case K, =k (Fu(ky="® | This function can be represenied as a product of two
parameters

K, =< (k)¢ (k) {(4.14)
Where &, (k) =k (k) and ¢, =u(k)**

The fact that the parameters are multipliers leads to difficulties in forming the input/output

form of the mass balance equation. To overcome this difficulty it is proposed to considar

not K,, but InK, during the process of estimation and then to recaiculate back K,
Then

InK,, =Ing,(k)+Ing, (k) =6, +6, (4.15)
8, =Ing, (k) and 6, =1ng, (k)

The sxpression of InK,;, can be substituled in the expression of @(k) and the

inputoutput eguation is



4.44

kY = A6, (k) + 0, ()N g 0 — 0 (k) +rep (B)] =
6,

= M(Sp =50 () (S =50 ) 118, |= p(RO(E)’
17

3

where 6, =1y, (k), @(k) = Atl(sp,, —So(K)) (o =50(k) 1eR™

k=0,K-1 (4.16)

The calculation of parameters follows Equation (4.6} for the fime varying and Equation

(4.9} for constant ongs. The difference is in the components of the funclion (k) and the
number of parameters. When the vector 8(k) is calculated it is necessary io recalculate
the parameters & and ]52. From E£quation {4.15)

S =1n" 6,(k). ¢, (k) =In" 6,(k) (4.17)

From Equation {4.14) can be wrilien
kF)=¢(K)=In" 6,(k). £, (k)= u(ic) ™ (4.18)
&,

Then In¢, (k) = 8, =k, (K)Inu(k) and k, (k) = (4.19)

lnu(k)
The dimensions of the veciors and mairices:

WGRKKG‘K), V’;ERSXK; _]7€RK, a‘ERS*K

Oxygen transfer function represented by an exponential function

in this case K, =k (B)[1—e ™""P 1 This is a complex nonlinear function, which needs
some fransformations {o be doneg in order {0 be capable 1o raceive linear representation
of the function y(k). The inputoutput equation is

Pk) = Ak, ()= ™0 P) (5 =50 (kD) + 1o (B)]

it is necessary 1o select the parameters o be estimated in such a way that y(k) is linear
according o these parameters. The foliowing transformations are done:

K,, =k (E)1-e MO =k (k) -k (k)e O"P = 0,(k) + 6, (k) (4.20

where G,(k) =k, (k). 8,(k) =k, (k)e "*"®

Then
y(£) = A6, (k) + 6,(k)) (Sp o — S0 (K) + 1y (k) =

o) (4.21)
=A(5g00 =56 (K)) (Souu —50(K)) 1} 6:(K)

&,(k)
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Equation {4.21) has the same structures as Equation {4.16). After calculation of the
parameters O(k), recalculation of & (k)and &, (k) has to be done fofiowing (4.20).

k (k) =6,(k)

8, (k) = =6, (k)e™"m®

93 (*) = —g FaARIutk)
6, (k)

6,0, .,
‘41[91 (k)] =k, (F)u(k)

k(D =_L1n(é’i@J
: u(k) \ 6,(k)

The dimensions of the corresponding veciors and matrices is

_;ERK; WERKX(S‘K), é_eR}*K} &ERKX.’!

445 Oxygen transfer function represented by a square root function

Two cases are congidered:
11 In this case K,, =k (k)Ju(k). There is only one parameter to be estimated ie. k.

The inputfouiput eguation is

6, (%)

Y(R) = Al (I (5 50 =50 (kD + rso ()] = M (K)(S 00 =50 () ”{0 *)

] = @(k)6(k)

where (k) = AU (kNS —5o(F)) 11eR™ , O(k)=[6,(k) 6,(K)] R’
The calculation of the parameters is done following Equations (4.6) and (4.9},

: — x(2# st x2 O LT K
where 7 e ROP5) 57 eR™, 6eR™ , V<R

2). In this case K, =k1(k)u(k)+k2(k)m . The following substitutions are
done

0, (k) =k, (k)u(k)

(R = by () Ju(B) + K, (B) = £, (B)- £, (k)

& (k) =k, (k)

&, (F) =[u(k) + k; (k)]
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4.4.5

Eguation {4.21) has the same structures as Equation (4.16). After calculation of the
parameters @(k). recalculation of k (k)and k,(k) has 1o be done following (4.20).

k (k) = 6,(k)

0, (k) = —8,(k)e tH®

92 (k) - _esz(k)u(k}
6,(k)

X )
ln( 8. (6) J =k, (k)u(k)

1 é,(k
k(ky=——n 2 (K)
) u(k) \ 8,(k)
he dimensions of the corresponding vectors and matrices is

;ERK, VERK:«'[}*K): é-ER}*K, I;_,;GRKXS

4

Oxygen transfer function represented by a square root function

Two cases are gonsidsrad;

fhe inpulioulput equation is

0, (k)

v(k) = Ak, (k)'\[;(so,mt —s5 (k) + (k)] = At[\[l.;(k)(SO,_w ~5,(k) 1]{9 (k)

} = p(k)O(k)

where @(k) = Mk (sp,. —50 (k) 1€ R, 8k)=16,(k) 6, (k)] eR*

2). In this case K, =k (k)u(k)+k, (k)utk) + k, (k) . The following substituticns ar
done

8, (k) =k (k)u(k)

(k) = ey (uky + k. () = §,(R)- £, ()

¢ (k) =k, (k)

&5 (k) = [u(k) + Ky ()]

vyl
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Equation (4.21) has the same slructures as Equatlion {4.186). After calcuiation of ihs
parameters @(k), recalculation of kj(k)and &, (k) has to e done following (4.20).

k (k) =6, (k)

0,(k) = =6, (k)e *=t®

92 (k) — _e*kl(k)"(h

8, (k)

(6* 13
Le(k)

LN (%@J
u(k) { 6,(k)

Tre dimensions of the corresponding veotors and mairices 15

J_/'ERK; WERK“B*K); gERS*K’ &ERK)G

J = kz (K)u(k)

4.4.5 Oxygen transfer function represented by a square root function

Two cases are considerad;

1} in this case K, =k (k)yu(k) . There is anly one paramster o be sstimated 12 k.

ne input/ouinut equation is

y(k) = Atk (k)‘\/;;(so,sa( = 5ok +r5(k)]= At[‘/;(k)(so.sm —54(k) H{i 1((',\))} P(RYO(F)

whare (k) = AMNu(k)(sp,. —sok)) 11eR™ . 8(ky=[0,(k) 6, () eR?
The caiculation of the parameters is done following Eguations (4.8 and (4 9}

where 7 e R¥F G e R®?, @ e R* ¥eR®

2} In this case K, =k (Ru(k)+k, (k)yJu(k)+k (k). The following substitulions are
done

8,(k) =k (k)u(k)

C(k) = ky (R)Julk) + (k) = £,(K)- £, (k)
¢ (kY =k, (k)
& (k) = [u(k) + k, ()]
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4.4.6

Then Ing (k) =Ing, (F)+In ¢, (k) = 8,(k) +6,(k)
where Ing, (k) = Ink, (k) = 6,(k), In¢, (k) = %ln{u(k) + K, (K)] = 6, (k)

Then the oxygen transier function can be substituted by the following expression

K, =6,(k)+0,(k)+6,(k) and the inpu¥output equation is

Y(K) = A0, (k) + 8, (k) + 6, (k)54 1, ~ 50 (k) + 150 (K)] =

o)

=A(S0.00 —50(K) (Spu0 =50 (K)) (Sp00 =So(K)) 1]

QL&J% l.%

=

whers 8, (k) =rgo (k)

The dimensions of the correspending vectors and matrices for the estimation calculation
sy eRVUE G eR* FeRY, 6 eR™

Afier calcufation of the vector 8, the parameters of the transfer function are caiculaiad
back as follows:

6tk

u(k)

0,(k)=1Ink,(u) = k,(k)= In™' 8, (k)

G(k) =Ink(Ru(k) = k (k) =

8,(k) = V) In[u(k) + b, (k)] = In™" 26, (k) = (k) + K, (k) — ky (k) = In™ 28, (k) - (k)

Oxygen transfer function represented by second order polynomial
In this case K, =k (ku(k)+k, (K’ (k). The vector function p(k)is caiculated from
the inpu¥oulput equation

Yy = Atk (R)u(k) + ey (k" (R)] (8,500 — 50 (K + 1o (K)] =
6, (k)

= Mu(kYS g =50 (K)) 182 (B)Sp s =5, () 1 05(k) | = p(R)O(k), § € R’
0, (k)

where (k) =k (k). 6,(k) =k (k). O(k) =ryp (k)
and @(k) = Mutk) (s, ~50(F) 4 (K)o, —So(k) 1€ R™
Cther steps in the process are the same as above, whare W e REHE) GERN_

yeRY G eR™
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4.5.1

Oxygen transfer function represented by a Monod type model
ky (Fju(k)

in this case K, =—————. Some additional transformations have to be dens to
u(k) +k, (k)
eguation of the parameters. First the transfer function is represented as a ratio of the two
paramaters
_ k((Buky (k)
=
u(k)+k, (k) (R

The fogarithm of the transfer funclion is introduced InK,, =Ind (k) -1nd, (k) =6, -6,

Lwhare £ (k) =k (R)u(k) . &, 0k) =u(k)+k,(k)

whora @(k) =1ng (k). 8,(k)=Ind, (k). The inputioutput squation becomes
V() = At{(6, (k) = 0, (k)5 0 =50 () +r50] =
g,(%)
=A(Sp 0 —30(K))  —(Sp. —50(K)) 1] 6,(F) | = p(k)O(k)
0,(k)
where (k) = Arf(s, ., —s,(K)) —(sp,, —5o(k)) 1]eR™

SETSN I

The dimensions of tha corresponding matrices for estimation are 7 e R® LW e

yeRE. 0 R¥.

After calculation of the vector 8 or @, recalculation back of the transfer function
parametears is dons. From the steps done for substitution can be writien as

(k) = ky (k)u(k) = In™ 6, (k)

&) =k, (k) +u(k) =1n™" 6, (k)

In™ 8,(k)

Ck(Ey=WmT G, (k) —u(k). k=0,K -1
) L(K)=InT G (k) —u(k), k

From here, k (k)=

Calculation of the parameters in the software environment of Matlab

Algorithm for parameter estimation

Vatlab software is developed for caiculation of the parameters of the dissolved cxygen

44

concentration mass balance equalion. The algorithm for calculation is following:

peric

_’)

doiume

+ Input of the data from measurement of 5,(k) and u(k) for a giver
k=[0,K]

« input of constants necessary for caloulation
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4.6

Estimation steps:
» Caleulation of y(k) according to Equation (4.3). k=0,K -1
+  Calculation of @(k) for the considered case of K,_, k=0,K -1

+ Building of the vector y and the matrix i according to Equation (4.8)

« Calculation of the parameters 8 according o Equation (4.8}

Verification steps:
= Simulation of the dissolved oxygen mass balance equation using the estimated
parameters with the same values of u(k), k=0, K —1 as these used (o produce
data.
« Comparisen of the oblainad dissolved oxygen trajsctory with the data used for the
astimation

o Calcuiztion of errors between the dala s, (k), k£ =[0, K] 2nd the trajectory of

5,(k) oblained from the simuiation

The software uses data for the ASH modal, where the concentration of the aissclved

oxygen is taken from its simulation done with K, =240/day and s,,, =8mg/l. The

inflow concentration is considerad to be vary low s,, =02mg/I. The results obtained

from the estimation are done for evary case of K, separately.

Conclusion
This chapter discussad different models of the oxygen transfer function for the

davelepment of a2 method and algorithm for estimating the values of K, . The vaue of

B

W2

;. varies according to the wastewater quality and diffusers clogging. Matlab scfiware 5

developed for caiculation of the parameters of the dissclved oxygen concentration mass
halance equation and is given in Appendix B. The least sguares method 15 developed for

estimation of the CUR and the oxygen transfer function parameters.
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4.6

Estimation steps:
s Calcutation of y(k) according to Equation {(4.3), £ = m
« Calculation of (k) for the considered case of K, k= 0,K -1
» Bujlding of the vector ¥ and the malrix 7 according {o Equation {4.6)

o Calculation of the parameters § according to Equation (4.8)

YVerification steps:
« Simulstion of the dissclvad oxygen mass balance sguation using the estimatsd

-

parameters with the same values of u(k), k=0, K -1 as these used {o produce

« Comparison of the oblained disscived oxygen trajectory with the data used for the

C)m

» Calculation of errors between the data s, (k). £ =[0, K] and the trajeciory of

54{k) obtained from the simulation

The software uses dala for the ASMT model, where ne concentration of the gissolved

oxygen is taken from its simulation done with K =240/day and s,,, =8mg/l. The
inflow concentration is considered to be very low s,,, =02mg/l. The results obiaing

from the estimation are done for every case of K, separately.

Conclusion

modeis ¢f the oxygen transfer function, for the

—

This chapter discussaed differen

davelopment of a method and aigorithm for estimating the vaiuss of K. T

CU
m
(L‘
L)

K, varies accoerding to the wastewater quality and diffusers clogging. Matlab software is
developed for catculation of the paramsters of tha disscived oxygen conceniraticn mass

r

balance equation and is given in Appendix B. The least sguares method is developed f

Q

astimation of the OUR and the oxygen transfer function parameters.
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5.1

5.2

CHAPTER FIVE

OVERVIEW OF THE METHCDS FOR ANALYSIS AND CONTROL DESIGN CF

NONLINEAR SYSTEMS

Introduction

The theory of autcmailic confrol has been well developed for the decades ever since ths
establishment of the Nyquist criterion in the 1830s due o World War Il {Dorf and Bishop,
2001) and _other methods of finear system analysis.
{hitp/Awww worldscibooks.convelextbook/8862/6862 _praface.pdf}. The fact is  that
aimost all phy al systams ars neonlinear in nature. Sometimes it is possible o
the operation of a physical syslem by a lingar modal, using ordinary linear differential
squations to solve a problem whers a mode of operation of the physical system doss not
deviaie too much from the nomingl sef of operaling conditions; sometimes this condition
is called exact linearization. Bul at times the linearizad medel can be deemed inadecuate
and hus giving an introduction of nenlingar systems theory

7

{hitp:/iwww contral.aau dk/~ral/NonLinsar/Nonlinea. him).

Nondinear control theory s used for analysis and design of nonlingar control sysiems.
This chapter gives an introduction in section 5.1, Section 5.2 considers noniinear

systems definition. The nonlinear methods for analysis and control design of nonlinear

i

[

systems are compared in subsections 5.2.1 10 5.2.4. Section 5.3 deals with mathematic
models of the nontinear systems. Section 5.4 gives different types of noniinsar contraliar

design metheds and discussed lastly is methods for analysis of the nonlinear systems

Nonlinear system determination

Lingar models are frequently sufficient enough 16 describe the dynamics of processes in
steady-state operations if disturbances to the process are fairly smaill. Given the latier
siatement, it is one of the reascns for fhe allractivensss of making use of fnear
dynamical models in system estimation and control. Furthermore, linear systems theory
and the resulting control design have been well recognized for past decades. The
exampies like, the lsast-square (LS} methcd and iinear programming probisms are
based on somewhat complele theory and take piace in a variely of appiications
(hip/Awww.math ucia edu/~tom/LP.pdf), (lkonen and Najim, 2002). Common accepied

mathematical representation of a linear system in state space is given by the foilowing

set of eguations (http//www.me.berkeiey.edu/MEZ37/2_general_properties. pdf)
= Ax{(t)+ Bu(t). x(0)=x, {5.1)
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¥ = Cx(t) + Du() (5.2)
where xe R, ucR”,. yeR' are respectively stale, control and output vectors and

AeR™, BeR™, CeR™, DeR™ are state , control output state and output

control matrices, x, is the initial state space vector.

<J

Pl o R e o~ 2 ' 31
Gar sysiems nsory 5 based on the foliowing maln points

iy

] ) wrr AN Sy P ks B e d
(o me. berkeley edu/ME237/2

R P A Y PR 5
enaral propedisg pdly

(.C 3

1. Superposition principla: mean%ng a linear combination of any two solutions for a
linear systam is also a solution

2. Unigque Equilibrium: Equilibrium is a solution x(t), by way of making the contrai
input u(#) =0, for which the siate x is steady. A gansric linsar system has a
distinctive equitibrium at the origin x(f) =0 which guarantees easily achievabls
stability.

3. Conftroliabitity: There are acknowledged necessary and sufficient conditions unger
which & control can manoeuyre the stale of a linear system from eny criginal
valie to any desired absciute value In fixed time,

4. Opbservability: There are Known nacessary and sufficient conditions under which
the system’s siale history can be determined from ils input and cutput history.

Controt design tools: Assoriments of controlier and cbserver design ischnigue

S.)'l
in

are readily available for linear systems, es.q. lassical technigues, pole

placement method, H”

But on the other hand, it cannotl be said that noniinear systems have a convenient
consistant thaory. The stage, on which the existing powerful analysis tools for linear
systems are sitting on. is superpesition principle. But, it is of interest to note thai the
superposition principle is not applicable o noniinear systems. Therefore, analysis tools
for nonlinear systems engage more complex mathematics, and the tools for analyzis ang
design are restricted to speciaiised categories {(Slohine and Li. 1931}, Linear conirol is an
gstablished subject with a varisty of powerful methods and long history of successfud
industrial spplications. Bul. now many researchers and designers: from such broad areas

like aircraft and spacecraft controi, rebotics, procass control, and biomecica! enginesring,

have recently shown a growing interest in the development and applications of nonlingar

centrol methodcoicgies. It can be s2en that many reasons exist why? Evan if insar

sysiem theory has contributed 10 valuable mathedologies for dynamical modsiing,
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system ideniification, and conirol design, it has its boundaries. Therg are many
conditions where linear methodologies are rendered insufficient, for instance, when
steady-states are changing unexpsectedly or frequently. in such siluations if might be
indispensable to utllize the nonlinear models in order to express the system more

accurately (Siotine and Li, 1881).

A system can be dsscribed as a nonlinear system when s behavicur or performance
cannot be described by the equations of first order. it is currently not possible to model

and identify genera! nonlinear sysiems because of their great variely and because of

4

nair structural ccmpééxéty. There are numercus nonlinear systems which must bte
coniroted in the present industrial world, Thus, it is important {o develop methods to
model nonlinear systems and {0 estimats the mode! parameters. Onge the modsis are
vaidable, it is also important to investigale how they can be used 1o establish an
undarstanding and an effactive control of the relevant system. The general schematic

representation of a nonlinear system is shown on Figure 5.1,

State
tnout u(t) Nr‘igfw)ear Cutput w(1)
System

Figure 5.1; General nonlinear system model.

-

he general matheratical representation of a nonltinear system in state space demain s

iven by ihe Equations (5.3} and (5.4) (Sloting and Li, 1691},

[{e}

N

late equation
i) = f{x,u,t), x(0)=x, {
Cutput squation

v(1) = h(x,u,1) (

o
w3

!

[$)]

)
. . R . I
where f e R" is the vactor nonifinear function of the siete, control and time and A€ R is

the vactor nonlinear output funclion of the state, contrel and time.
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5.21

5.2.2

5.2.3

improvement of existing control systems

It is a known fact that linear confrol methods mostly rely on key assumptions of smalt
range operations for the linear model to be valid. Once the required operation range
becomes large, then a linear controller is likely to perform poorly or be unstable, simply
because of the nonlinearities in the system that cannot be properly compensated for.
Nenlingar controlier, on the other hand, may handle the nonlinearities in farge operations
directly. The example is that of a robot metion problem, that when a linear controller is
used, it does not take inlo consideration the nonlinear forces associated with the motion
of robot links {Sictine and Li, 1931},

Analysis of hard nonlinearities

Cne of the assumptions of the ilinear control is that the modsl is indeed linsarizable.
However, in control sysiems there are much nonlinearities whose discontinuous nature
does not aliow linear approximation. Examples of hard noniinearities include, but are not
fimited o coulomb friction, saturation, dead-zones, backlash. and hysteris which are
often found in control enginesring. Thelr effects cannot be derived from linsar methods,
and as a resuit nonlinear analysis lechnigues must be developed {o predict a system’s
cerformance in the presence of these inherent nonlinearities (Slctine and Li, 16911
These nonlinearities are freguently causing undesirable behaviour of the control systems,
such as instabifities or spurious limit cycles and because of this their effects must bs

predicied and properly compensated for.

Deating with model uncertainties

~r
=
[4H)
ko
Y]
i)
)
e
i
48]
)
w

When designing lingar conirgilers, ¢ is usually neoessary to assume tha
cf the sysiem model are reasonably well known However, many control probiems
involve uncerizginties in the model parameters. This may be dus 1o a slow bime vanataon
of parameters, or {0 & sudden change in parameters. A linear confroller based on
inaccurate or outmoded vaiues of the model parameters may exhibit significant
performance degradation or aven instabilty {Slotine and Li, 1881). Nenlinearities can
intentionally be introduced into the controller system so that mede! uncertainties can be
tolerated, Two modes of nontinear controliers for this purpese are robust controliers and

adaptive conirollers.
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Design simplicity
Good nonlinear controller designs may be simpler and mere intuitive than their inear
counterparts. This a prior paradoxical result comes from the fact that nonlinsar controller

designs are often deseply rooted in the physics of the plant (Slotine and Li, 1891},

Mathematical models of the nonlinear systems

Fhysical systems are naluraily nondinear, meaning, that all control systems are noniinear
io & certain extent, Nonlinear control systems can be described by nonlinsar differential
ecuations. However, if the operating range of a conifrol sysiem is small, and if the
involved nonlinearifies are smooth, then the control system may be reasonably
approximated by a linearized system, whose dynamics is described by a set of iingar
differential equations.  Noninear sysiems are mathematically rey.esenﬂ’-\d systams
whose behaviour cannct be describad by the equation of first o or whose bsahaviour
is not expressible as & linear function of their dascriptors. meaning, such, systems are
not linear and are not subiect to the principle of superposition, as linear systems ara.

Moniinear system is ons whose behaviour is not simply the sum of its parts or muiliples.

Nonfinsar systems frequently have more than one eguiibrium point The general

&

ob_%ec{%ve of the nonlinear coniro! sirategy is 1o make the closed-icon syslem o behay
more linearly by keeping the loop gain constant. Howsver, if the operating rangs of a
contro! system is very small, and the invclved nonlinearities of system are belisved to be

nzed system

ot}

smooth, then the control sysiem may be reasonably approximated by a lins
whose dynamics are described by a set of linear diffsrential equations (Siotine and L

1991},

Noniinearitizs of the sysiem can be classified as inherent and arufical. Naiwal or
inherent nonlinearities normelly come with the system's hardware and motion. The

ariificial cones zre intentional i introduced by the conirol design enginesr The
nonlinsarities can also be clessified In terms of insir mathematical properies, as
continuous and discontinuous. The disconlinuous nonhineariliss cannot locally ©
approximated by fingar functions, thus they are so calied hard noniingaritiss (Sioting and

i, 1981).

Nonlinear equations are more cempiex, and much harder to understand because of heir
iack of simple supsrposed solutions. For noniinesar eguations the sciutions o the

1f ~tee o snnot | el e Areriiea
P form & vegior §pace and canncl De superposed o preducs

-
o3
{4y}
W
3
[44]
4
5

L
gqualions do
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5.4.1

naw solutions. This makes solving the equations much harder than in lingar systems.
Some nonlinear eguations are well understood, for example x* —1=0, and other
polynomial equations. Systems of nonlinear polvnomial equations, however, are more

complex. Similarly, first order nonlinear ordinary differential equation such as d u = u’
are easily solved. Higher order differential equations like dlu+ g(u) =0, where g is any

nentinear function, can be much more challenging. For partial differential equations the
picturg is even poorer, although a number of results involving existence of sciulions,
siability of a sclution and dynamics of soiutions have been proven. The type of contral
that is conveniant for nonlinear systems is nonlinear control. Nonlinear affine standard
form equation is praseniad halow:
Xy = flx,0+g(x,Hu(t), x(B)=0
v(r) = h{x,¢)

where X is a state vector, u is the controf vector, w is the disturbance vector and f(x)

o—
“r
[}

and g(x) are nonlinear functicns, y is the output vecter and & is the output matrix. This
equation represents big class of nonlinear processes and this equation is used for the
development of nonlinear lingarizing controller based on Lyapunov second method for

stability or inputioutput feedback linearization.

Nonfinear control design
The type of control that is convenient for nonlinear systems is nonlinear control.

Types of nenlinear controlier design methods can be listed in the following way:
1. Feedback linearization
2. Input/Cutput Linsarization
3. Sliding mode control
4. Lyapunov theory of stability

Adaptive contro!

W

Feedback linearization

Jacobian Linearization method is a renowned approach and is based on local
linearization of nonlinear model, but it is consirained to a certain operaling range, which
is most of the time oo small for praciical purpose and as a result cannct guarantes ihe
wider conircliability of the system. A different approach founded on techniquss from
differential geometry has been esteblished and for that matter has gained much

attention, the reascn being: it gives rather effaciive foois for investigaling and designing
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5.4.3

5.44

noniinear systems confrol.  The approach in gquestion is calied exagt fsedback
linsarization and is less restrictive than the Jaccbian method, because it has a much
broader control range {Ervadi-Rachakrishpan and Voit, 2005). More is discussed in

chapier 8.

Input/Output linearization

Most of the feedback linearization approaches are based on input/ouiput linearization or
siate spece iinearization. The main objective of input/output (¥O) linearization approach
is to linearize the map between the transiormed inpuis (v} and the actual cutpuis {y).
Detailed discussion is given in chapter 8; this method is used to design the lingarizing

controliar for dissolvad oxygen concantration in the thesis.

Sliding mode control

Sliding mode coniroiler design provides a sysiemalic approach to the prob?em cf
maintaining stabliity and consistent performance in the face of modeling imprecision
(Slotine and Li, 1881:277). Sliding mode control is suitable to contrei first order systems.
it is standard approach to tackie the parametric and modeliing uncerlainties of nonlinear
systems. The sliding mode approach is a method which fransforms a higher order
system into first order system. In this way, a simple conlrol algonthm can be apglisd.
which is very straightforward and robust {(hit//schoiartib vt edu/theses/available/etd-
54402023358721121/unrestricted/CHAP4_DOC odf). It has been succassiully applisd to
robat manigulators, underwater vehicies, automotive transmissions and engines, high-

performance electric motors, and power systems.

Lyapunov theory of stahility
Presented with a control system, the first thing that comes to mind in regard o fis
different properties is whether it is stable. because unstable control system is basically

1

ineffective and prospactively dangerous. Given the degree of distination, a system is

described as stable if starting the system somewhsra near its desired operating point

I

implies that it will stay around that point forever (Sloting and Li, 188%), {Bandyopadhyay,

2003: 255).
The linearization rmethed is said 1o be drawing conclusions aboutl 2 nonlinear sysiem’s
lacal stability around an equilibrium point from the stability properies of Hs linear

anoroximation. while the dirsct method is not rasiricted {0 local motion, but instead it
op
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expands to dstermining the stability properties of a nonlinear system by constructing 2
scalar enargy-tike function for the system and examining the function’s time variation.
The uniqueness of this particular method is that, only the form of the model differential or

difference equations is needed to be known but not their sclutions.

Linsarization method constitutes the theoretical justification of linear conirol, while the
diract method has become the most important toc! for nonlingar systems analysis and
design and the latier is used in the thesis in chapter 7 for nenlingar linearizing controlier
design. Both methods give rise 1o Lyagunov stability theory bacause they determine

imporiant diractions for invsstigation of the contra! systams.

Adaptive control

The fundamenial idea in adaplive conircl of nonlingar systems i3 1o contro! he system
with uncertainty paramsiers (Sicting and Li, 1881), {Yang and Wang, 2008}, There are
many control predicaments that require the feedback, but confranted by different design
goals. there are differant approaches relating to the control problem. The undertaking of
stability, tracking, disturbance rejection and attenualion resulis in a number of controt
probiems and as a result, in each problem there Is a feedback version for all state

variahies to be meaasured, whose dimension is less than the dimension of the state.

The desire for optimization of control design leads o many problems of optimal control.
When considering moedel uncertainty, then the issuss of sensilivily and robusiness come
into ptay, simply because the design of feedback control handles a wide range of model
uncertainty and leads o either robust or adaptive control problems. Robust confrol
characterises model uncertainty as per perturbation of a nominal model. Nominal model
may be thought as a point in space and periurbed models as points encompassing the
nominal model. Robust control design is mainly due to mesting the control objectives for
model unceriainty in the sphere. The adaptive conlrol on the other hand deals with
parameter uncertainties in terms of certain Unknown paramelsrs and sinves 0 use

feedback to learn parameters on-iing, meaning during the operation of the system.

The main focus of nonlinear control deals with the analysis and design of nonlinear
control system meaning control systems contain at least ong nonlinear component. In the
analysis it is assumed that, noniinear ciosed-lcop systems have bean designed and the
characteristic baehavinur of the system is being determined. In the design. a noniingar

e
Geg

i
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piant 1o be conirclied and some ications of the closed-loop sysiem behaviour are
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given and the task at hand will be to construct a controlier in such a way that the closed-
loep sysiem meets the desired characterisiics. In practical terms, the issue of dasign and
analysis are interlinked, simply because the design of a nonlinear control system usually

entails repetitive process of analysis and design {Slotine and LI, 1991}

Methods for analysis of the nonlinear systems
The analysiz of noniinear systems is very difficult and many mesthods have besn
proposed in the literature, but the first two are being discussed briefly:

A
i

Phase plane analysis

D

Describing functions

w

Lyapunov method

Phase plane analysis

Phase plang analysis is regarded as a graphical method for studying second order
systems. The fundamental idea for the method is to solve sscond order differential
equations graphically by generating in stale space of the sscond order dynamic system,
motion frajeclories corresponding to varicus initial conditions, and then to examine the

qualitative featuras of the trejectories (Slatine and Li, 1981), (Bandyopadhyay, 2003).

Phase plane analysis has a number of useful properties. First, as a graphical method, it
allows one 10 picture what goss en in a nhonlinear system starting frem an assorimeant of
inttial conditions, without having to solve nonlingar equaticns anaiytically. Seconcly, it s
not restricted to small or smooth nonlinsarities, navertheless, it applies equally wesll o
streng nonlinearities and 1o “hard” nonlinearities. Uiiimaté!y, it is of great importance to
note that some practical control systems can indeed be adequately approximated as

second crder systems, and by so doing. the fundamental disadvantage concerning this

is, this restricting them to second crder systems (Slotine and Li, 1881). Tha graphical

study of high order systems is computaticnally and gsometrically complex

An example of a phase plane analysis method can be presenied using a phase portrails

described by the second oider autonomous system as

%, = f(x,x%), x(0)=x, {5.5)
% = fr(x,%) . x,(0) =xy (5.9}
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where x; and x, are the states of the system, and f| and f, are the nonlinear functions
of the states. Geometrically, the stale space of the above system is a plane having x;

and x, as coordinates {Hassan Sased, 2002).

Singular point is an imperative nolion in phase plane analysis, meaning, a singular point

is an aquilibrium peint in the phase plane. The reason being, an equilibrium point is

afined as a point where the system stales can stay forever, implying that x =0 and by
using the above system, therefore,

Slx,x,)=0 frlx,x,)=0 {5.7}
Linear system usuaily has one singular point. but a nonlinear system often has more than
ne isolated singuiar point. [f can be argued as 10 why an eguilibrium point of a secon
order system I8 calied a singular point. The answer 1o this is, the slepe of the phase
orbits passing through & point (x,,x,) is determinad based on Equations {5.5) and {5.6)
wité functicns f, and f, belicved o be single valued, generally there is a specific value
for this slope at any given point in phase plane. This means that the phase {rajecicries
will not intersect. However, at singular poinis, the value of tha slope is at {(0,0) meaning

that the slope is undsafined.

Singular points are of great significance characteristics in phase plane analysis.
Examination of the singular points can reveal important information about the properties
of a system. When dealing with nonlinear systems, in addition to singular peinis, there
might be further complex features, such as limit cycles. Althcugh phase plane method s
primarily developed for second order systems, it is also applicable 10 the analysis of first

order systems.

it shouid however be noted (hat phase plane analysis of nonlinear systems is related to

that of their linear counterparts, meaning the local behaviour of noniinsar system can be

8585,

approximated by that of a linear system. Neverihe

much more complicated patterns in the phase plane. such as muitiple egquilibrium points
and limit cycles. Limit cycle can be defined as an isolated closed curve. The trajectory
has closed both, signifying the pericdic nature of the motion, and isciated, ragresanting

the limiting nature of the cycle (Glad and Ljung. 2000).
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Describing functions

Describing function method is a method used as an approximation procedurg for
studying nenlinear systems. lis primary objective is o approximale the nonlinear
compaonents in the nonlinear control system by making their linear aquivalents and then
using frequency domain iechniques io evaluaie the resuiting systems (Siciine and L,
1991}, {Hassan Saesd, 2002} # differs from neither phase plane method in the sense
that, it is restrictive to sscond ordsr systems, nor Lyapunay method, which wil be defined
later, whose application to particular systems centres arpund the success of a trial-and-
error searching for a Lyapunov function. # can be appliad easily 1o nonlinear syslems in
order 1o satisty scme easy o chack condifions {Siotine and Li, 1891). The most important
application for this method is to predict limit cycles in nonlinear systems. Describing
functions can be utilized {o determine the systam siability, both in the case in the closed
toop frequency response and transient response. The describing function describes the
nonlinearity and then the stability can be easily assessed by Nyquist diagram {Hassan
Sased, 2002), {Bandyopadhyay, 2003), (Glad and Ljung. 2000).

Lyapunov method

©

The two methods of Lyapunov can be used for system anatysis or controller design. Th
first method is based on soluticn of the system of differential equations representing the
system mode! and evaluzalion behaviour of the solution. The second method is based ¢n
construction of a Lyapunov function and evaluating the sign of ils derivative for the

differential equations describing the system model.

Conclusion
The control theory has been in existence for centuries. But the mostly used thecry had

been linear contral. Since linear centre! has imitations it is the reason why nonbnear

control theory has been so impertant in today’'s world. In this chapter, nonlinear contro
theory has been studied. Some of the existing methods for design of contreliers of ihe
nonfinear systems are discussed. Three methods for analysis of the nonlinear system
have been discussed, namely phase plane analysis, describing funciions and Lyapunov
method. Chapter 8 is discussing the input-output feedback finearization out of which the

Ensarizing controller is designad based on.
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6.1

CHAPTER SIX

DESIGN OF A NONLINEAR LINEARIZING CONTROL. OF DISSOLVED OXYGEN
CONCENTRATION

Introduction

Feedback lnsarization is a principle which has drawn much aitention in the field of

noniinear control systems (Slotine and Li, 1851). The advantage of feedback lingarization

is that its design can be used generically, in the sense that the same principle can be

ussd on al systems of the right type. Feedback linearization is an approach to nonlinear

control design in the form of algebraic transformation of nonlinear system dynamics into

3 fu%%y or partial linear one, the reascn being thal, the linear control technigues can be

applied. it differs from conservative linearization in the sense that feedback linearization

is achieved by exact slale transformation and feedback, as opposed to linear

approximations of the dynamics. lis techniques can be viewed as ways to transform

criginal system model into eguivalent model of a simpler foerm (Henson and Seborg,

1997).

In this chapier, the feedback linearization is given in section 6.2. Section 6.3 lingarization

approaches, where two types of linearization inpu¥state and input/output are discussed

and compared. Imporiance of the Dissclved oxygan concentration control is given

in

section 6.4. Saction 8.5 infroduces nonilinear lingarizing controiler design on the basis of

ihe geometrical approach. The design of the nonlingar lingarizing controlier is described

in section 6.6. Section 6.7 shows Simulink block diagram which is usad for simulation of

iha controller. Seclion 6.8 desoribes a Matlab program for the controller. Simuistion

results are given in section 8.9 and thoss resulis are being discussed in section 6.10.

6.2 Feedback Linearization

Generally the control systems can either be classified as linear or nonfinear and ther

controt equations can be formulated as foilows: (Siotine and Li, 1881 ).
+ For linear control system
x(t) = Ax(t) + Bu(t) (8.1;
» For nonlinear control system

x(t) = Ax(t) + Bu(t) + f(x,u,t) (5.

[

Where x e R" is the vector of the state variables. ue R™ is a control veclor, 4 and

asre nxn and mxm continucus matrices. respectively. fIR'XR™ 5 R" is a mat
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continuous function. Conventionally, controllability has been defined for linear stats
space systems. For nonlinear systems, the concept controliability refers to the case
where control acts on the system state, even supposing it may be insufficient o transfer

the system to the final state. The most commeon approach to investigate controllability of

the nonlinear control system is to linsarize it around an operating point x,, followed by
use of inear control methods. Expressing the depandent variables and control functions
as deviations from some nominal operating state x, and control u,,

x(t) = x5 + Ax(t) (8.2)
u(t) =u, + Au(t) ' (6.4)
and using Taylor expansion about xj,u,, the given nonfinear control system can be
written as

dA;(r) ={A+J (x4, )] Ax(t) +[B+ T, (x,, 1, )] Auf?) (

O
(81}
s

where J (x,,u,) and J,(xy,u,) are the Jacobian matrices evaluated at the reference
operating point. The method Is simple but rather limited, as the linear approximation is
often only sufficiently accurate in small range of around (x,,1,). As a consequence, the

control is approximate and cften fails for target states that are moderately far from the

initial state (Henson and Seborg. 1997).

Feedback linsarization has been used successfully to address soeme practical problems.
The fundamental idea of the feedback linearization is o cancel the nonlinsarities and
impose a desired linear dynamics which can simply be applied to a class of nonlinear
systems described by the following forms: companion form or conlreflability cancnical
form. A system is termed fo be in companion form if its dynamics are represented by
{Slotine and Li, 1891)

M (6 = f(x, ) +b{x,Hu(t) (6.8)

where u is the scalar control inpui, x is the scalar cutput of inlerest,

i}

) =[x(0) x(0),...,x(O" V] is the state vactor, and f(x) and b(x) are nonlinea
functions of the states. The uniguensss of this form is that it only shows the derivatives
of x, does not show the derivative ef the input .

If the system is expressed in a controliability canonical form, utilizing the control input,
whereby b is assumed to be non-zero of the kind, the nonlinear control can be

czloulated as

102



u(r)=%[v(t)—f(t)] ©.7)

then the nonlinearities can be cancelled and the simple input-output relation obtained.
" (£) = v(2) (8.8}

As aresult, the lingar contrel law can be determined of the following form

W) = —kox(t)—kil(t) ...~ k,_ x(n)" ™ (6.9}
with k, chosen sc that the polynomial p" +k _ p" +...+k, has its roots strictly in the
left-half complex piane. This leads 1o the exponential stable dynamics of the closed loop
sysiam

X + k()" + L+ Ex(D) =0 (6.10)

-1
implying that x(¢) — 0. For the tasks involving tracking of a desired output x,(1). the
controd law becomes

v(t) = X\ () — ke =k, é(t) ~...—k,_e" 7 (£) (8.11)
where e(t) = x(f) —x,(t) is the tracking error, which leads to exponentiaily convergent

tracking.

Cn the basis of the above for nonlinear dynamics to be properly controlisd they have o
be in a controllability canonical form, or else algebraically transformations are to be first
applied fo put the dynamics into the contrcliability form before using feedback
finearization, or relaying on partial linearization of the original dynemics instead of full

finearization.

There are two approaches to convert the nonlinear system into contreilable canonicat
form: Input-state linearization and inpui-output linearization. These approaches ars
considered below. These two aporoaches use special kind of nonfingar control law. in
some applications, the control aims can be achieved with a nonlinear sialic siale
fasdback control law of the form,

w(t) = a(x()) + (x(O)v() (6.12

where a is an m~dimension vector for nonlinear functions and £ is an mxm malrix of

S

nonlinear funclions. Bul it is not applicable to all processes as it is not always possibie 10
satisfy the control objective with a static controiler. In this case a dynamic stats feedback
control law cught to be used as foliows:

¢ =7(x,6)+5(x, gv(1)

o
—
(3]
R
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u(t) = a(x,g) + f(x,5)v(?) (6.14)
where ¢ is a g —dimensional veclor of controfler state variables; 7 is a ¢ —dimensicnal
vector of nonlinear functions; and 8 is 2 gxm matrix of nonfinear functions (Henson

and Seborg, 19971,

Linearization approaches
Input-State linearization
A class of nonlingar conire! strategies hatl can produce a linsar mode! thal s an exact
representation of the original nonlinear mode! over a large set of operating conditicns is
presented. Characienstically the model is called feedback linearization; the universal
approach and the model are based on two operations:
¢« Noniinear change of cocrdinates
= Nonlingar state feedback

The emphasis is put on local feedback linearizalion, meaning, the coordinaie
transformation and control law may only be locally defined, as to keep away from
difficulties asscciated with the global problem
Nonlinear system represented by
x(0) = f, )+ g(x,Du(t). {6.15)
y(6) = h(x,1) (6.18)
x(0) = x, is considered
The emphasis is put on whether the state feedback control exists of the foerm of equation
(6.12) and a change of variables .

=T(x) (8.17)
also exists for all states variables, in order to transiorm the nonlinear system into a
controliable canonica! form that transforms the original nonlingar to 2 linear siate space
system of the form

2{£) = Az(t) + Bv(t), z(0) =z, (6.18)

() =T (2)) (8.12)

The above is referred to as input-state linearization. Despite the fact that linear coniro
design can stabilize the system in smail region just around the equilibrium point, # is not
guaranteed whether the controlier can do the same fer the larger region. The input-stats

linearization is achievable through the combination of slate transformation and input

i

oy

transformation, with state feedback used in both. As @ result, it is a fnsarization

A

m
W
=3

fcedback, or fsedback linearizalion. This is necessarly different from a Jacob
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linearization for smail rangs operation, over which linsar control is founded. A definition
for the conditions of noniinear systam has to fulfil in order to be input-state linsarizablg is
given in {Slotine and Li, 1981), (Henson and Seborg, 1937).

Definition 8.1: A nonfinear system x= f(x,t)+ g(x,0u(t), where f:D —> R" anc
g:D = R™F are sufficiently smooth on a domain Dc R”, is said to be feedback
linearizable, if there exists a diffeomorphism T : D - R" such that D, =T (D) contains
the origin and the change of variables z(t) =T(x) trensforms the noniinear system into
the form  Z(t)= Az(t)‘+ By(x)u(t)—a(x)] with (4,B) controliable and  y(x) non-

singufar for ali xe D.

The feedback linearization and Jacobian Linsarizaticn approaches can be compared.

VWhen considering the Jacobian linearization for a nontinear system for the following
equilibrium point (u,,X,,¥,) using deviation variables, the Jacobian model can be
written as a linear state space system of the form

i(t) = Ax(t) + Bu(e) {6.20)
¥(t) = Cx(2) (6.21)
in the company of apparent definitions for the matrices 4, B and C. It is of significance
to note that the Jacobian model is an exact representation of the nenlinear model only a!

the point (x,,u,) . Accordingly, a centrol strategy based on a linearized mods! may laad

to unsatisfactory performance and robustness at other operating points.

When feadback linearization is done, the inpul/cutput model is then iinear,

() = Az(t} + Bv(t) (6.22)
ot) = Cz(t) (6.23)
where z is an r-dimensional vector of fransiormed stale varighles; vis an
m —dimensional vacior of transformed input variables; @ s an m—dimensional vecicr of

transformed output variables, and the matnces A, B and C have a special canonical

formation. | r<n, then an addiional n—r state varables must be introduced t

oy

compiete the coordinate transformation of the model. The integer r is called the relative

degree and is an essential feature of the nonlinear system.
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6.3.2

Linsar conirolier is designed for the linearized input/oulpul model, but there is a3

subsystem that is normaily nol linearized,
7ty =4q(n,2) (6.24)
where p is an {n—r)-dimensional vector of transformed state variables and ¢ is a

{n-r) ~dimensional vecior of nonlinear funclions. Input/state linearization methods are

limited to procasses in which these alleged zero dynamics zre stable.

Input/Output Linearization

The linearizing of the stals equations does not automatlically linearize the /O map.
Consider the single-input singls-cutput (SISO) system.

i) = f(x,0)+ g{x, Hu(t) {(6.25)
y(t)y = h(x,t) (6.28)

The derivate of the ocutpul is

#e) = élﬁ[f (@) + g(x(Du()] = Ly h(x(0)) + L A(x)u (1) (6.27)
ox

o} , L
whers th(x,t)zgﬁf(x,r) and Lgh(x,t)=—‘i—lg(x,t) are called Lie derivative of A
X ox

along f and g functions.

Further definitions for the Lis derivalives are:

O(L h(x
Lgth(x,t)=——(f42g(x,t) (6.28)
ox
O(L h(x,t .
Lih(x,)= ﬂf_:(x_)l f(x,1) _ {6.29;
ox
o(IX h(x,1)) o
Loh(x,6) = L I h(x t) =————— f(x,1) (6.30)
X
L h(x) = h(x,1) (6.31

Reflecting back to the term ¥, it can be writlen

¥(t) = Lo h(x,0)+ L h(x,0)u(t) (8.32)
ltis evident thatif L h(x)= 0, then

J(t) = L h(x,1) (6.33)

is independeniof u.

If the higher order derivative is considered for y then.
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6.3.3

50 =27 =y?() _ L Hxn

dr* ox

[f(x,0)+ g, ()] = Lo h(x,0) + L L (x, u(t) (6.34)

This once more proves that if L L h(x,0)=0 then j= Lfrh(x,t) which again is
independent of u.

The process can be repeated as to deduce if A(x) satisfies

0=L L7h(x,5) (i=L2..,p-1) (6.35)
0=+ LgLfF"h(x,t) (6.38)
Then control u does not appear in the equafions of v, 7,...,¥"7 and it can therefore be
easy to rewrite the p™ order differential equation for y is such that

y¥ = Loh(x,t) + L LE h(x, tyu(r) (6.37)

This clearly illustrates that the system is inpuloutput linearizable if the control variable
exprassed analytically as:
1

H=—————
“(®) L L7 h(x.t)

[=L5A(x,8) +v(1)] (6.38)

This nonlinear control reduces the YO map o
Y20 =v0) o

which is a chain of p integraters. p is sometimes referred to as the relative degree of

g

a2

the nonlinear system.

Comparison between the two approaches

When daaling with stale space linearizalion approach, the cbjeclive is o lineanize the
map between the transformed inputs and the entire vector of transformed state variabies.
This goal is realized by deriving artificial oulpuls (@] that yield a feedback linearized
representation with state dimension r=n. A lingar controlier is then created for the
finear state-input model. Navertheless, this approach may fail simply if the controller
design is assigned as the map between the transformed inputs and the original outputs
(¥ } which normally is nenlinear one. Accordingly, inputioutput linearization is favoured
over state space linearization for the most process control applications. Itis aiso possible
to simuitanscusly linearize both the input-stale and inputcutput maps for a number of
processes for the reason that the original oulpuls give a lingar model with dimension
r=n. The inpu¥output linearization approach is applied for the design of lineanzing

control of the dissclved oxygen concentration (Henson and Seborg, 1887,
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6.4

Importance of the Dissolved oxygen concentration control

The dissolved oxygen cencentration (DO} in the aercbic part of an activated siudge
process should be sufﬁ;ien‘z%y high 1o supply adeguate oxygen 1o the micro-organisms in
the sludge, as it plays an integral parl for conlrol of wastewster treatment planis. On the
other hand, an excessively high DO {which requires a high airflow rate) leads o high
energy consumption and may also deteriorate the sludge quality. A high DO
concentration In the intemally re-circuiated waler afso means the deniftrification is less
efficient. Hence, both for economical and process reasons, it is of great impertance o
controt the DO,

Dissolving oxygen in ihe wastewaler is a nonlingar process which makes it difficuit to be

controlied. A ot of different control iachniques have been ifried in ths past, but non
P

[§]

came close {0 solving the exact problem. High conirol performance for sil operating
conditions is not easily achievable with any type of linear controllers. In order io attain a

high performance controlier for all operating conditions, the main focus is to take into

consideration the nonlinear characteristics of the oxygen transfer function K, when

designing the controller.

Dissolved oxygen concentration is characterised by two important parameters, oxygen
transfer function K, and oxygen uptake rale ry, {Respiration). The oxygen transfer

depends on several variables in the form of oxygen transfer rate and mass transfer

coefficient as the literatures cescribes (Lindberg, 1887).

Automatic control technigues were used for DO control in wasiewaler treaiment
processes for many years, the reason being:
« The sensors for measurement of DO were availabls.
+ The DO controf reduces the amount of energy for blowing of air in the aeration
basin.
» The effluent charactenstics and process performance depend on the proper DO
concentration in the asration tank.
The normally used controilers over the years are proportional integral {Pl) or proportional
intagral differantial (PID). The work performed by the said controiiars above led fo not

very good system performance, simply because
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s The set-points are selecled according 1o some nominal system reguirements and
not according to the operating conditions of the process at the moment of control,

s The paramelers of the controliers are not determined according to the cperating
conditions of the process.

e The controllers are designed for linear process, whereas the process of dissolving

of oxygen into the wastewater is a nonlinear process.,

These drawbacks are being dealt with in the thesis by addressing the following points:

1. The optimal set-peint for the DO controlier is determined through the sciution of
opiimal controf preblem on ihe basis of measurement of the process variables
and prediction of the process disiurbances as a part of the process control
strategy 1. The problem for optimal control is solved in the scheme of repetitive
optimization svery twoc howrs depending on the dynamics of the system
disturbances. This problem is not considered in the thesis. The oblained
desired DO trajectory is used in the thesis in order to calculate the cplimal set
point and confroller parameters.

Z. The DO model parameters are estimated every twe hours ¢n the basis of the
real values of the measured DO concentration and airflow rate.

3. The controller parametars are delermined on the basis of the estimated model

parameters and the optimal set-point for the dissclved oxygen concantration.

The design of the controller parameters is done by the method developed in the thesis
and this method is based on the censideration that DO process is 2 noniingar one. The
idea is to keep the industry standard Pl controiler, but 'some additional conirol o bs
introduced in ordsr to cepe with the nonlinear characler of the precess {Lindberg and
Carlsson. 1988) developed a strategy for DO controller based on the nonfingar 0O
transfer funciion, the reason being to iilustrate that nonlinear DO contreller can
cutperform a standard Pl controlier.

Development of a cascaded Pi contre! of ammiconia concenlration in the aeration tank has
bean done (S.Gerksit et al. 2008) and {Lindberg et al. 1996). This type of conlrcl is &
nonlinear linearizing contral. With its help the noniinear process is linearized for the

nurposes of Pl controller implementation. The proposed structure is given in Figure 8.1,

The developed method in hg thesis consists of two steps:
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6.5

» Design of a nonlinear linearizing confroller using the input/outpul method of
gaometrical conirol theory on the basis of a given linear reference model.

s  Design of g near (Pl contreller for the linearized by the nonlinear controller

system.
T R L LTINS
e 'y _ — i
1 P . » Linearizing u Bo 5, ¢
N ¥ el
controlier i S Controlier Pl Process e
; .’
! i
e / I
From the optimal e/
contral problem DO measurement

Figure 6.1; Control strategy for the DO concentration process.

Nonlinear Linearizing Controller Design on the basis of input/cutput linearization
Fquation (3.6} i3 a nonlingar equation. i describes the state space and the cuiput
behaviour of the DO process. The process has to be linearized in order to use Pl
controller for regulation according o the set-point. The theory for design of linearizing
controliers is used. The conirolier equation is assumed in the following way:

u(t) =y (59, 50> VsS0) {6.40}
Where y is a noniinear funclion and v(t) is the external nonlinear controlier referenc
signal which can be used to increase and improve the closed lcop system performance.

This signal will be generated by the Pl controlier.

The process for design of the nonlinear linearizing controlier 15 done for the equation
(3.8) whare the control u(t) is represented by the affing contral u (t) and is based on
the following steps:
e Calculation of the output relative degree
+ Selection of a linear reference model as a dssired modsel for the closed foop
linearized system.
+ Comparison of the desired and the DO models and derivation ¢f the sxpression

for the DO conirciler.
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Calculation of the Lie derivatives of the DO process 1o determine the system relative
degres.

The equation: 7

So(t)= f{s,,0)+8(s5,,Du,{t)+ g, (so,t)sorm () + 2,(5,:15(2) , 54(0) =5,
y=50=h(s5)

is considered

in order to find the relative degree, the derivative of the culput according to the stat
space variable is calculated

dy dh(s ) ‘
Z:_;ti):so = f(50) +g(s, )4, +g1(So)So,m +g2,(80)750

it Is obtained that the control 1, appears in the derivative (g(s,)#0) and the relative

degree r =1. In this case the state space equation directly can be used for calculation of
the linearizing controiier.

The process for DO is of the first order. That is why the desired mode! can be selecied in

such a way that the closed loop iinearized system is stable.
S5 (1) = a8 4. (D) +DV(2) (8.41)
Where s, is the desired value of the DO and ¢ is a coefficient giving dynamics of ths

closed loop system. In order to derive the expression for the DO linearizing controller the
right hand parts of equations (3.8) from the chapter 3 for madeling and {6.40) are

compared for calculation of u,. In this case 55, =5, is assumed.

a5, (1) +bv(t) = f5, (1) + g(5o (D1 (1) + £,(55)5 0,0 () + &1 (5 )70 (1) (6.42)
gl (N =as () +bv(t) = f(so()) = g,(55)50., () = £,(5, )50 (8) (6.43)
() = 5 (1) +bv(t) - f(50(8)) - €1(50)50:4(8) - §2(50 )50 () _

| Sg.sar ~ SO(I) (6.44;

=alsg) + Blso)V() - B1(55)50 (1) - B> (55)rso (1)
where f(s,)= -%So(t) + K (So0 —855(0); 8(55) = (50, (1) ~5,()).
g.(s0)= % =Constant, and g,(s,) =1=Constant

as, - f{so()

a(so) B S0 .sat ‘So(f)
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b

ﬂ(s o) = _“__—So,m.» 5o ()
_ &ilsy) :

Pi(sp) —MSOJM s, ()

Bo(s,) = g2.(50)

SO,_mr - SO (t)

After some transformations, the equation (8.44) can be represented as

(a + §+k1 ]so(f) +oV(t) = kS g0 —‘g‘so,m (6) = 150(2)

(So5a =50(1))

frn order to calcutate the original nonlinear conirol u(f), the proposed substitution in

{6.45)

u(t) =

chapter 2 is usad,
(1) =~k e
where Equation (5.45) is substituted. The original control can be obtained from the above

equation following the transformations

by _ My

e

—k,
m({%} =In{e )= —k,u(t)

Q.. e L _

) 1 Iﬂliul(r)]z 1 I [‘H’ V’*']‘I}Vo(t)'*'b"(t) K186 s Vso,m(’) rso(t) _

o Lk k, —k(So 00 —50(t))
=== (a5 (0)+ A6 )0+ 215050, 0+ 250 )r0) = (6.45)

2 T

= 7{80:¥>50n5750)

This eguation represents the nonlinear, linearizing controtler. The linzar contrel v(t) in it
is unknown and it can be determined by design of a Pl controlier in such a way that socme
requirements for the characieristics of the transition behavicur of the closed foop system

are fulfillad.
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6.5.1

6.5.2

6.5.3

Pl controller design

The noniinear process with nonlinear linsarizing controller {6.48) results in a linear closed
loop system given by the equation of the desired linear system, Equation (6.41). For this
system il is very easy 10 apply Pl control. The equation of the Pl controiler is given as

follows;
1
vy =K P[e(t) + —T— J‘e(t)dt} (6.47)

where e{f) =s3 —s,(t) is the control error, K , and T, are the controlier parameters,
The probiem for designing of a Pl controlier is to find the coefficients of the contreller K

and T, such that the dissclved oxygen concentration is kept at the given set-paint and
the poles of the closed loop system are siluated at desired positions. The theory of pole
placement for design of the controller is used and the application of the method is done
in Leplace domain using transfer functions approach {Ogata, 2002). The following steps

ars dons,

Transfer function of the linearized process

So()=as, () +bv(t), where s, is a state and output of the process and v(1} is a
cortrol input.

in Laplace domain:

55,(5) = as, (s) + bv(s) {6.48}

(s —a)s,(s) = bv(s) {649
5,(s b ~
Gp(s) = o) _ (6.50
d(s) s—a
Where G, (s) is the transfer function of the linearized closed loop system.
Transfer function of the Pl controller
In Laptace domain with v(t) being the output and e(f) as the input of the controlier, the
transfer function of the Pl conirolier is derived as follows:
l o3 =
V(s)=K,| E(s) +—E(5) {8.51
Is
V{s). 1 A
G-{(s)= =K, |1+— (5.52}
c(®) E(s) F[ Ts
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6.5.4 Transfer function of the closed loop system
The transfer function of the closad loop system is derived according to the closed loop

system siruciure, Figura 8.3,

$o(8)

"o 6] Geto) |YO | G0

v

Figure 6.2: Block diagram of the ciosed loop system with Pl controlier

The transfer function of the closed loop system s

Is+1] b
G (5)Gp(s) | Ts s-a
GCL(S).: , = =
1+ G A5)Gp (5) Ts+1| b
1+K,| - | ——
Ts |s-a
_ K, [Ts+1b ~ K, [Ts+1p _ 6.5
T Ts(s-a)+ K, [Ts+1b  $°T, +[K,Th-Tals+K, R
K, [Ts+11b

I +sL(K, -@) + Kb

The characteristic equation of this fransfer functicn is used for the controlier design.

6.5.5 Characteristic equation of the closed loop system

The characteristic equation of the closed loop system is given by the denominater of the

closed loop transfer function 7}52+51}(Kpb-a)+KPb=0. It is of order two. This

eguation can be written with cosfficient 1 in frent of s7.

o, K-y Kpb_
T T

i I

0 (5.54)

s* +S(Kpb—a)+li‘fb =0 (6.55)

i
The coefficients of the controller appear in equation (6.55). They can be found if eguation
(6.55) is compared with characteristic equation of the ciosed locp system wilh the

desired performancsa.
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6.7

5o(1)
— 0 1 0
V(t) 1 1 1 (a-l-; _]cl o(t) +b& e(t) +f J’ e(t)dt +kIS O.sar —;SO.I'H “rSO(t) u ( t)
_kz n-_kl SO..S‘(H -5 g (t) —
—_p
e(t)

T ¥so T So,in

Figure 6.3: Structure of the neniingar linearizing controller.

Simulink block diagram of the nonlinear linearizing controller

The system is simulated in Simulink, The Simulink disgram of the linear and nonlinear
fnearizing contrel of the closed loop DO conlrol system, catied "Paki md!” is shown in
Figurs 8.4 1 has ong subsystam:

+ Nonlinear Lineanzing controtier subsystem (Figure 6.5)

5 |Set point
BITOC v
9__; PID f——— ——ppint
Pl Controller
50— in2
u
outt Pl outt |2 pl[ 1
Soin f———p{In3 Scope
Process
Sc
— i ing
Nonlinearlinearizing Controlier
So So

Figure 6.4: Closed loop, based on iinesr and nenlinear lineanizing control of the DO control

system Simulink diagram
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Figure 6.5: The nonlinear linearizing controlier Simulink diagram

Matlab program for calculation of P] parameters, process model coefficients and
the closed loop system Paki.md]

A R T L T N N R L L L o S L N L e L L L L N R R o N S S s L T L o LS s I o oma=

Ti= b*(4+a)/6
Kp= 4+a

a=-0.8
b=15000
K1=240
K2=1.96 %

The program “Linearizing_conlrofferm” is run Matlab work space. The calculated

parameters arge sent to Simulink program “Pakimd!” Figure 6.4 for simulation of the

tlosed loop behaviour.
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6.9

Simulation results of the closed loop system with the combined linear and
nonlinear linearizing control

Parameters for simulation of the Dissolved Oxygen Conceniration are introduced in
Matlab workspace by the program “Linearizing _conircller .m” The program is given in
the Appendix C. The corresponding Simulink model “Paki .mdfl is given in Figure 8.4,
The input variables are the disturbances s, and rg, v and v ars caleulatsd by the P
and nonlinsar linearizing controliers, ry, is calculated according to Equation {3.2) and
the parameters are uy,. Yy, p,. Y, Ky, Ky, Koy, K .The variables s;. sy, and
5o are taken as steady siate values from the Benchmark The output variable is dissolved
oxygen concentration s,. The values of the paramsters are iaken from ihe ASM
biological model and are given in Table 3.5. The values of k and k, are caiculated from
the vaiue K,, =240day™ by a curve fitting for a given value of the airfiow rate u,.

Table 6.1: Values of the ry, model paramsters and variables

par HH Yy Y, Sg S | Kuy | Kou | Koy | K5 | 55

]
NES
[
b
C
-
.
£

0.87 3.5 .24 0.88% 1.733 1.4

I

Val

Table 6.2: Watuss of the mods! parameter for controlier calculation

Par 3 . a
"'i A"l rSO SO.J’M b

Val 242 19678 -Fod ghny 0.2 -G8 188G

i

The DO process has two main disturbanices s,,,. and ry,. They can influence the

process considerably. To investigate what are the limits of the values of the disturbances

for which the proposed control can still be applicable, simulations of the closed loog

system with different values of the set-peint, disturbances ., and ihe vaiue of
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Figure 6.8: Ciosed loop response of the linearized by the nonlinear controlier system when
Soin=0.2, a=-0.8, rso=-764.6982 and the sei point is 1.8
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Figure 6.9: Closed loop response of the linearized by the nonlinear controlier system when
Soin=0.2, 2=-0.8, rsp=-748.7435 and the s&i point is 1.8
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Figure 6.11: Closead loop response of the Hnearized by the nonlingar controller system
when Soin=0.2, a=-0.8, rs0=-718.7945 and the set pointis 1.8
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Figure 6.12: Closed loop response of the linearized by the nonlinear controlier system
when Soin=0.2, a=-0.8, rs0=-809.6251 and the set point is 1.8
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Closed loop response of the linearized by
the nontinear controller system
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Figure 6.15: Closed loop response of the linearized by the nonlinear controller system
when Soin=0.2, a=-0.8, rg0=-764.6382 and the set point is 2
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Figure 6.16: Closed loop response of the linearized by the nonlinear coniroiler system

when Sein=0.2, a=-0.8, rs0=-748.7435 and the set point is 2
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Closed loop response of the linearized by
the nonlinear controller system
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Figure 6,17: Closed loop response of the Hinearized by the nonlinear controller system
when Scin=0.2, 2=-0.8, rso=-782.6757 and the set pointis 2
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Figure 6.18: Closed loop response of the lingarized by the nonlinear contraller system
when Soin=0.2, 3=-0.8, rso= 718.7945 and the sef pointis 2
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Figure 6.19: Closed ioop response of the linearized by the nonlinear controller systey

when Scin=0.2, a=-0.8, rso=-808.6251 and the set pointis 2
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Closed loop response of the linearized by
the nonlinear controller system
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Figure 6.20: Closed ioop response of the linsarized by the nenlinsar controlier system
when Soin=0.2, a=-0.8, r50=-882.8452 and the set pointis 2
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Figure 6.21; Closed loop response of the linearized by the nonlinear controller system
when Soinz0.2, a=-0.8, rs0o=-838.5741 and the set pointis 2
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Figure 6.22: Closed loop response of the linearized by the noniinear controller system
when Segin=0.2, 2=-0.8, rs0=-764.6982 and the set pointis 3
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Closed loop response of the linearized by
the nonlinear controlier system
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Figure 6.23. Clased loop response of the linearized by the nontinear conoroller system

when Soin=0.2, a=-0.8, rs0=-T48.7435 and the set pointis 3
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Figure 6.24: Closed 1oop response of the linearized by the nonlinear controlier system
when Soin=0.2, 2=-0.8, rsn=-782.6757, and-the set pointis 3
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Figure 6.25; Closed loop response of the linearized by the nonlinear controlier system
when Soin=§.2, 2=-0.8, rsn=718.7545 and the set point is 3
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Cilosed loop response of the linearized by
the nonlinear controller system
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Figure 6.26: Closed jvop response of the linearized by the nonlinear conirolier system
whean 8o0in=0.2, 2=-0.8, rso=-802.6251 and the set pointis 3
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Figure 6.27: Closed loop response of the linearized by the nonlinear controller system
when 80in=0.2, a=-0.8, rs0=-892.8452 and the set pointis 3
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Figure 6.28: Closed loop response of the linearized by the nonlinear controiler system

when Soin=0.2, a=-0.8, rs0=-8356.5741 and the setpoint is 3
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6.10 Discussion of the results
For the behaviour of the closed locp linearized system; the investigation of the influence
disturbances s,,, . ry @nd the value of the coefficient @ showed close to critical
behaviour of the whole system (linear and noniinear controliers). The obiained graphs
are compared accerding o the values of ime delay, steady stale error, setiling time, and
rising time.
The foliowing conclusions can be done:
* Thetime delay is the same for all values of set-points and r,
s+ The setling time depends on the value of the set-point, when the sat point is
smalier, the setliing Eme is smaller, on the cther hand for the same sebpoint the
settiing time is bigger for the bigger values of rg,
e The sieady stale error is not very sensitive towards the values of rg,, but varies
for different vaiues of the set-poinis.

« The rising time also varies with the changes in the values of the set-point. For

bigger set-points values, the vaius of the rising time is bigger.

The specifications of the dynamic outpul behaviour of the closed loop sysiem are given

beiow in Table 6.4,

Tabie 6.4 Simulzation resuits comparison

Rising time:
1.8 3.8 -746.7435 G2 g 3.05 12 P4
1.8 5.8 | -FRZBTEY 9.7 3 0.05 12 2
15 -8 -718.7345 5.2 ¢ .08 12 2
.3 3.8 -S0% 5251 £z G 0.05 12 2
1.8 -G8 -GH2 8452 0.2 g 883 12 Z
1.8 L2 -838.5741 5.2 G 0.05 15 2
Z .8 -764.7G498 3.2 G 0.05 18 2
2 .2 -745.7435 .2 G 005 z0 z
Z 5.8 -FBZ.G757 .2 2 448 12 2
z -3.8 -7RTE4S .2 ¢ U3 e Z
2 -2.8 HGE.6251 G2 G 83 i3 Z
2 -8 S92 8482 0.2 g .08 356 2
2 8 -338.5741 5.2 G L.0s iU Z
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6.11

3 -8 -753:3 7096 3.2 g5 0.2 10 2
3 -8 -748 7435 0.2 4.5 .01 G Z
3 .8 -IR2.E757 12 G.5 0.5 g Z
3 -0.8 -?i9j’945 3.2 0.5 g1 12 2
3 -8 -8G9 8251 4.2 G5 4.0t 15 2
3 G2 | 6928452 sz |05 0.5 12 z
3 58 | 8385741 5z |08 0.05 1z z
Conclusion

The developad method for design of linear and nonlinear linearizing controllers based on
poie placement and geomeiric approach is describad in this chapier. The simulation
results show that the designed linear and nonlingar linearizing controllers can control the
DO process according to the proposed requirements. The méthod afiows
+« The linearized by the nonlinear coniroller closed loop system o be equivalentin a
Hincar stable desired system
+« The closed loop system with iinear and nonlinear controller to have determined by
the design desired behaviour,

Nontinear controller basad on Lyapunov direct methed is discussed in chapter 7.
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CHAPTER SEVEN

DESIGN OF NONLINEAR LINEARIZING REFERENCE MODEL CONTROL GF THE

7.1

7.2

7.2.1

DISSOLVED OXYGEN PROCESS ON THE BASIS OF LYAPUNOV THEORY

Introduction

The integral and general approach {or the stabilily of nonlinear control systems is
contained in the theory of stability of motion for the solution of ordinary differential
equations introduced by the Russian mathematician Alexandr Michailovich Lyapuncy in
1892 in *The general problem of molion siability” which includes two methods of siabilit
namely linearization (quawt tative) and direct {qualifative) msatheds (Siotine and Li, 1931)
and {Crayson, 1865). The stabilily of dynamical systems can ha investigated in a very
zccurate way with Lyapunov's methods if the corresponding mathematical models are

wriften as sysiems of ordinary differential equations {Hachicho, 2006).

From the ahove statament, this chagter introduces Lyapunov stability theory in sections
7.2 and 7.3, with neniinear controller design procedure as follows: section 7.4 gives the
common nonlinear conireller design based on the Lyapunovs direct method and
raference contral method. Saction 7.5 uses the common controlier developed in section
7.4 applied to the model of dissolved oxygen concentration. Simulink block diagrams are
provided for the sole purpose of simulations and their simulatian results are shown in

saclion 7.8

Nonlinear Systems and Equilibrium Points

A nonlinear homogenecus dynamic system can often be represenied by a sat of
nonlinear differential equations in the form

i) = f(x1) . x(0)=x, (7.1)
where f is nx1 nonlinear vector function, and x is the nx1 state veclor, A paticular
value of the state vector is called a point due to the fact it corresponds 10 a point in the
state-space. The number of stales n is called the order of the system. Hence, it is
possible for a system trajectory (o correspond only to a single point: such a point is calied

an equilibrium point

Autonomous and non-autonomous systems

Definition 7.1; The nonlinear is said {0 be avtonomous if [ does not depend explicitly

on ime, meaning, if the system’s state equation can be written as
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7.2.2

7.23

M) =fx) x(0)=x, (7.2)

or else, the system is called non-autonemous (Slotine and Li, 1891}, .

Apparently, time-invariant systems are autonomous and linear time-varying are non-
autonomous. Truly speaking, all physical systems are non-autenomous, the reason being

that none of their dynamic characteristics are strictly time-invariant.

it is significant to notice that for control systems. the abgve definition is made on closed
joop dynamics

(1) = f(x,u), x(0)=x, (7.2)
which way leads fo a non-autonomous closed loop system, if & controller depends on
fime ¢

u(t) = g(x,t) (7.4)
meaning that, the adaplive confroliers for the linear time-invariant plants usually make

the closed loep systems nonijingar and non-aulonomous,

The elemental distinclion involving autonomous and non-autonomous systems lies in the
fact that trajectory of an autonomous system does not depend on the initial time, while
the same is opposite for the non-autonomous systems. Autonomous Systems have ratner

simpler properties and their investigation is much easier.

Equilibrium Points

Definition 7.2: A state X is an equilibrium state of the system if once x(t) is equal to

x", it remains equal to x for all future times.

Linear system equations are often transformed in such way that equilibrium point of the

system is the origin of the state space.

Concepts of stability

The notion of stability is believed to be well-behaviour of a system around a desired
operating point. However, in terms of nonlinear systems the case of stability is not the
same as their finear counterparts as they may have much more complex and exotic

behaviour, meaning that by taking a mere notion of stability is not encugh to describe the
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essential features of thelr motion. A number of more refined stability concepts, such as

asympiotic stability, exponential stablity and global asympiotic stability, are needed.

7.2.4 Stability and Instability

Definition 7.3: The equfiibrium state x=0 is said {o be siable if for any L >0, there
exists >0, such that if [x(O)| <. then |X(D)| < L forall t20. Otherwise, it is beiieved

that the equilibrium point is unstable.

Lyapunoy stabiiity means that the system lrajeclory can be kept arbitrarily close lo the
origin by starting sufficlently close to . More approprizte it can be defined as siates that
their origin is stable, only if the state traiectory x(r) will not get cut of a ball of arbitrarily
specified radius, whereas the idea is that the starting state from within the ball at time 0

guzraniges that the stale will slay within ball thereafter.

The foliowing standard mathematical abbreviation symbols will be used throughout the
discussion of Lyapunov’s stability theory:

YV toc mean for any

3 for “there exists®

€ for“in the sel”

= for “impiies that’

Instability of an equilibrium point is characteristically undesirable, for the reason that it
often leads the systemn Inte imit cycles or results in damage 1o the involved mechanical
or electrical components. In linear system, volatility is equivalent to the blowing up,

because unbalanced poles lead to exponential growth of the system stales.

7.2.5 Asymptotic Stability and Exponential Stability
When considering a wide variety of engineering applications and the fact that for them to
be siable Lyapunov stability is applied, it deems at times that this stabilily concept is not
enough. The typical exampis can be that of a satellite. When its attitude is disturbed a bit
from its nominal position, i is needead for the sateliite fo maintain ils atlitude in a rangs
specifically assigned to it by the magnitude of the disturbance meaning. Lyapunov
stability is appiied. But on the other hand the attitude is gradually required o go back ©

its original vatue and this requires the concept of asymptotic stability to be determined.
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7.2.6

Definition 7.4: /f js of importance lo note that an equilibrium point 0 is asymptotically
stable if it is stable, and i in addition there is existence of some [ >0 such that [x(0)] <1

impliss that x(1) >0 as t - w.

The asymptotic stabiiity means thal the eqguiiibrium is stable, and that in addition, means
that when considering the siates starting close to 0, they actually converge 1o 0 as the
tme ¢ goes to infinity. An equilibrium point which is Lyspunov stable but not
asymplotically stgble is calied marginally stable. It is easy to construct counter examples

that lllustrate that state convergence doss not necessarily imply stability.

Definition 7.5: An equilibrium point Q is exponsntially stable if there exists two strictly
positive numbers a and A such that

vt > 0, [x(0)] < afx(O)e

Meaning thal, the state vector of an exponsntially stable sysiem converges to the origin
faster than an exponential function. The positive number A is often calied the rate of the
exponential convergence. Nolice must be taken thal exponential stability implies
asymptolic stability. But asymplotic stability does guaranties exponential stability, as can
be seen from the system

i=—-x" x(0)=1 (7.5)
Whose solution is x =1/(1+1¢), a function slower than any expcnential function e with
A>0.

The definition given to exponential convergence endows with & clear bound on the state
at any time. By inscription the positive constant @ as a = e*™" | it is easy to see that,

after a time of 17, +(1/ 1), the magnitude of the state vector decreasss to less 35%
(=e™') of iis original value, in the same way to the notion of time-constant in a linear

system. After 7, +(34), the magnitude [x(¢)] will be less than 5% (= ™) of [x(2)].

Local and Global stability
Definition 7.8: /f asymptotic (or exponential) stability holds for any initial states. ihe
equilibrium point is safd to be asymplctically {or exponentially) stable in the large. it is

also cafled globally asymptctically (or exponentially) stable.

133



7.27

7.3

Linear time-invariant systems are sither asymptotically steble, or marginally stable, or
unstable, as can be seen from modal decomposition of linear system solutions: linear
asymplotic sigbility is always clobal and exponential, and linear instability always impiies

exponential blown-up.

Linearization and Local stability

Lyapunov's linearizalion method 15 of particular concern 1o local siability of nonlinear
systems. It is a prescription of the perception that nonlinear systems shouid be of simiiar
behaviour approximated o their linear counterparts for small range motions. This is
attributable to the fact that all physical systams are inherently nonlinear, $0 a result
Lyapunov's linearizalion method provides the fundamental validation of using linear
control techniques in praclise as o show that stable design pertaining 0 lingar control
guaraniess the siability of the original physical sysiem locally. On the basis of the
inearized model of the systems the necessary condilions for stability of the nonlinear
sysiem are based on the posilion of the poles of the linsarized sysiem as follows:

1. [ ths linsarized sysiem is strctly stable, that is if sl eigenvelues of Jacobian
matrix A are strictly in the left-half complex plane, then the equilibrium point is
asympiciically stable {for the aclual noniinear system).

2. i the linezrized system is unstable, that is if at laast one sigenvalues of Jacobian
matrix A iz strictly in the right-half of the complex plane, then the equilibrium
point is unstable (for the nonlingar system).

3. ¥ the linearized system is marginally stable, meaning when all eigenvalues of
Jacohian matrix A are on the lefi-half of the complex plane, at least one of them

is on the jo axis, then one cannot conclude for the nonlinear system stability.

Lyapunov’s Direct method

The fundamental vaiues of Lyapunov's direct method are mathematical extension of an
essential physical observation. If the {olal energy of a dynamic system is continuously
dissolute, then the system whether being linear or nonlinear, finally ought to setile down
to an equilibrium point. Hence the siability of the dynamic system can be examinad by
the variation of a single scalar function {Slotine et al, 1891). Lyapunov’s direct methed is
said to be a standard tool for stability analysis of ordinary differential equations. it has
:

long been recognised as one of the most fundamental tools for analysis and synthasis of

nonlingar systems. The significance of the criterion shoots from the fact that it aliows
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stability of a sysiem io be subsiantiated without sclving the differential equation explicitly
{Rantzer, 2000).

Positive definite functions and Lyapunov functions

in analysis, he task in applving the meathod is o construct a function ¥ such that it and
its first time darivative ¥ demonstrate certain properties. As soon as these properiies of
V and V ars made known, the stability behaviour is acknowledged. The difficulty,
nevertheless, happens when the necessary conditions cannct be achieved, for then no
conclusions can be drawn about slability. It can be seen that each problem presents a
new challenge, simply because the functions must be shaped answ for each specified
system, or a class of systems. Il is5 however noled that, a proper choice of V' thus
depends to an extent upon exparience, creativity and most of time, good fortuns of the

analyst.

VWhen dealing with the problem of synthesis, functions ¥ and ¥ are baing selected and
the system parameters adjusted to satisfy the functions. it is always considered an easier
procedure on the basis that great latitude in choice of functions and in the seisction of the
parameters exists. The foilowing procedure underwrites thal the system will be slable:
1. Select a Lyapuncy function ¥V 1o be positive definite
2. Find a time derivative of the Lyapunocy function for the trajectory of the sysiem
under study —F
3. Determine the sign of the Lyapunov function derivative along the sysism
trajectory: if ¥V <0, the system s stable, if V =0 the system is marg?na%ly stable,

if V>0 the system is unstabla.

Lyapunov functions play a very important role similar to potential functions and energy

functions. Moreovar, when asymptotic siabiiity of equilibrium has been proven usin

o

Lyapunov function as a storage function. But is rather difficult to find a specific Lyapunov
function for a specific practical noniingar conirol problem, it proves a very fundamentat
drawback of the direct method. Hence, presented with speciiic systems, the controlier
designer has to use experience, basic instinct, and physical insights to search for an
appropriate Lyapunov functicn. But of ali the above, the use of physical insights is most
oreferrad, because when applicable, it reprasents by far the most powsarfui and elagant

way of approaching the problem, because of its close proximity in spirit lo the original
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intuition underlying the direct method. Consider a function V(x):R" - R such that
V(x) 20 with equalily if and only if x =0 {positive definite functions which are convex)
and V(x) <0 (negative definite). Then ¥ (x) is called a Lyapunov function candidate and
the sysiem is asympiotically stable in the sense of Lyapunov. (Mote that F(0)=0is
required, otherwise F(x)=1/(1+|x)would prove that x(¢) =x(¢), is locally stabla. An

additional condition called "properness” or radial unbounded is required in order to

conclude global asymptotic stabifity).

it is a well known fact that Lyapunov funclions are ciosely related to cost functicns in

cptimal control theory. In fact, one way to interpret a Lyapunov funclion ¥ for gicbal
stable dynamic system x = f(x) is to view V(x,) as the cost (o go from the initial state
X, (o the equlibrium. The Lyapunov function for a dynamic system is assumed to be
done by a quadratic form

V(x) = x" (1)Px(2) (7.6}

where Pe R"™ is a positive definite real symmesfrical matrix. The most important
application area of Lyapunov function is the synthesis of stabilising feecdback controllers.
Dynamic systems may use a set of convex Lyapunov functions, based on the

computation of quadratic Lyapunov funciicns using linear matrix ingqualitiss (LM}
P g p

Barbalat's lemma

Assume that f is a function of time only.

Having f(f} > 0 does not imply that f(f)has a limitat t > .
Having f(t)approaching a limit as ¢ — o does not imply that f(t) -0,
Having f(¢)...lower bounded and decreasing (fSO) impliss it converges {o a imil. But

it does not say whetherornot f —>0as t > o,

Barbalat's Lemma says:

if f(t) has a finite limit as t > ocand if F is uniformly continuous {or £ is bounded),

then f(t) >0 ast -,
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It is always difficuit to investigate the asymplotic stability of time-varying systems on the
bases of finding a Lyapunov functions with negative definite derivative. For autonomous
systems if vV ois negative semi-definite, then, it is possible to know the asymptotic
behaviour of the system by calling up the invariant-set theorems. However, this flexibility
is not the case in terms of fime-varying system, hence Barbalal's lemma come into fore.

Then it can be said that F(x,r) satisfies the following conditions:

V(x,t) is lower bounced

V(x,t) is negative semi-definite

V{(x,1) is uniformly continuous in time, than V(x,f) >0 as t > o

The system

é(t) = —e(t) + gw(t) (7.7}
£ty =—e(w(n) (7.8)

is non-autonomous because the inpul w is a function of time. Assume that the input
w(t) is bounded.

Taking V(¢) = > (1) + g(¢) gives V(1) =—2e°(¢) < 0. This says that F (£} <=V(0) by first
two conditions and hence e and g are bounded. But it does not say anything about the
convergence of e to zero. Moreover, the invariant set theorem cannct be applied,
because the dynamics is non-autenomaous.

Using Barbalat's lemma the function of Lyapunov can e censtructed as

V(1) = ~de(t)(—e(t) + g(t)w(?)) this function is bounded because e, g and w are
bounded. This implies

V =0 as t o and hence e — 0. This proves that the error convergss.

Controller design

Nonlinear continuous control of the dissolved oxygen

Method for design of a nonfingar linearizing controller based on a reference mods! and
Lyapunov stability direct method thecry in combination with an additional linsar controller
to improve the performance of the closed ioop system is developed. A stralegy for
dasigning a nonlinear DO controller was developed. The design is for the case of the
naniinear oxygen transfer funcﬁén as a function of contrel action in the contreller design

process of the type given by Equation {3.9).
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744

Model reference control systems, Design of a nonlinear controller in common
case.

One useful method for specifying system performance is by means of a model that will
produce the desired oulput for a given inpul. The model needs not to be actuag! hardware,
it can only be a mathematical model simulated on a computer. In a mods! referencs
control, the output of the mode! and that of the plant are compared and the difference is

used to generate the conlrol signals.
The method for the design of a nonlinear confrolier consisis of the following sieps:

The plant is described by the nonlinear state equation

i{t) = f(u,x,t), x(0)=x, (7.9)
y(#) = Cx(1) (7.10)
where xeR” is the state vector, v e R™ is the control vector, and f e R" is a vector

valued function, y e R’ is the plant output, C e R™ is the cutput matrix.

Determination of the specifications for the behaviour of the closed loop system

it is desired that the culput of the closed loop sysiem follows closely some reference
model system output. The problem for design of 2 controlier is o find 2 controiler that
always generaies a signal that forces the plant state towards the reference model! state.

The clesad loon system configuration is given on Figure 7.1,

Controller

Model
V1.l reference |
System

U Plant X

Figure 7.1: The closed loop system configuration diagram

where ve R™ is the reference control input, ee R” is the error between tha reference

and plant states.
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The modei reference system can be differant. It is assumed in the project that it is linear,
given by the equations

x4 {t) = Ax, () + Bv(t) 711
v(t) = Cx(t) {7.12)

where x, e R" is the state vecior of the reference model, v e R™is the control vector for

the reference model, 4 R"™"is a constant state matrix and Be R™™ s a constant

control matrix,

it is assumed that the eigenvaliues of the 4 have negative real parts so that the model
reference system has an asymptotically stable eguilibrium state. The conirol input v can

be sslected in such way that x, follows some desired frajectory, which then will be

followed by the plant.,

Determination of the error between the reference model and plant state.

The erroris

e(ty=x,(t)—x(t),ec R" {7.13}
The requirements towards the closed loop systems are that the error e(t) has 1o be
reduced {o zero by a suitable control vector u(f). in order {o include the model equation
and the plant eguation in the error equation (7.13) it is necessary to differentiate the error
equation {7.13) according to the time
é(ty=x,()=x(t) = Ax, () + Bv(t) — f(x,u,t) =
= Ax, (1) + Ax(t) — Ax(t)+ Bv(t) = f(x,11,1) =

= A(x; — x(t))+ Ax(2) + Bv(t) — f(x,u,t) =

= Aet) + Ax(t) — f(x,u,t) + Bv(r)

Eguation (7.14) is a differential equation for the error vector. The probiem now is to

—
™
o 3
o

—

design a controlier such that at the equilibrium state x=x,,x=x,0re=¢é=0. Thus the

equilibrium e =0 will be the origin of {he coordinate system

7.4.6 Design of a controlier
7.4.6.1 Construction of a Lyapunov functions for the system.

The Lyapunoy function is assumed o be dona by a quadratic form
V(e) = e’ ()Pe(t) (7.15)
Where Pe R™ is a positive definite real symmetrical matrix.
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7.4.6.2 Calculation of the first derivative of the function of Lyapunov according to the
trajectory of the error equation
V(e)=&" (f)Pe+e" (£)Pé(t) = [de(t) + Ax(8) — f(x,u,t) + BB)] Pe(t) +
+e (VP de(r) + Ax(t) — [(x,u,0) + Bv(t)]=
= [eT(r)AT +xT (AT — fT(x,u,t)+vT(t)BT]Pe(t) +e” (D] de(r) + Ax(t) — £(x,1,1) + Bt)] =
=e’ AT Pe(r) + x" A" Pe(t) — f7 (x,u,t)Pe(t) +v' (1) B” Pe(t) +
+e' PAe(t) +e (DPA(t) —e" () PF(x,u,t) + €T (OPBv(¢) =
=" (OaTP + A + 21

(7.16)
where
2M = xT (YA Pe(t) + e" (t)PAx () -
— T (x,u,)Pe(t) —e" ()P (x,u,t) + v ()BT Pe(t) + e” (1)PBv (1) = 717
(7.

= e  (YPAx () + e (1) PAx (1) — e" Pf (x,u,t) — " (1) Pf (x,u,t) +
+e" PBv (1) + " (£)PBv (1) = 2 (t)P[Ax (¢) — f(x,u,t) + Bv(t}]
This derivation is based on the fact that P is a symmetrical matrix and PT =P or

M =T () P[Ax— f(x,u,8) + Bv(1)] (7.18)

M is a scalar quantity.

7.4.6.3 Calculation of the control vector u«

The assumed function V(e) is a Lyapunov function. If its derivative is negative definite,
then the system (7.18) will be stable It can be seen that the derivative is sum of wo
expression_s
V(e) = e (0|47 P+ PAf(t) + 2M (7.19)
fn order V(e) to be negative definite, the two terms have to be negative definite.

1. T (A" P+ Paf(t) <0 > ATP+PA=—Q

Where Q is a positive definite matrix.

2. M<0
On the basis of (7.18) and (7.19) zbove it can be concluded that M can be made
negative or equal to zero through convenient choice bf the plant control vector u(t),
which is included in the dervative V(e) . Then noting that ¥(e) - was e - o, can be
seen that the equilibrium state e=0 is asymplotically stable in the large. Condition {1)
cen always be fulfilied by a proper choice of P since the eigenvalues of 1he matlrix 4
are selected to be with negative real paris. The problem now is to choose an appropriate
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7.5.2

vector u(t) so that M is either zero, or negative scalar quantity. The calculations of u(t)
can be done with selected values of the matrix £ or the matrix (. The obtained controf
u makes the process to be stable and to follow the desired trajeciory determined by the

reference model. The mathod is gpplied o the nenlinear model of dissolved oxygen

conceniration.

Design of the nonlinear Lyapunov controiler for the model of the Dissolved
Oxygen Concentration

Dissolved oxygen model

The procedure described sbove i applied as fcllows. The nonlinear model of the

dissolved oxygen as developad in chapler 3 is:
$o(D = F(so(0) + (s, () + 8, (55 ()50, () + £:(55 (N (7) (7.20)

¥(6) = Cs,(2) (7.2%)

The modei of the desired system (reference model)

The model of the DO is of first order. That is why ihe desired mode! is selecied to be of
the first order too.
$0.4(1) = asp (1) +b0(1) (7.22)

¥a()=Cs,q (F) (7.23)
Where s, €R is the desired sfate space vector, ve Ris the control vectar for the

reference modsel, g € Rand b e Rare the state space and control ceefficiants of the

reference modsl, C =1 is the cutput coefficient for the dissclved oxygen concentration.

The cosfficient ais negative in corder for the reference modsl to be stable. The transfer
function corresponding o the reference model can be determined after Laplace
transform of the reference model equation.

L{s,(0)} = Li{as, , +bv(t)}

55, (5) = as,(5) +bv(s)

(s —a)s,(s) =bv(s) {7.24)
_ bv(s)

So(8) = (s—a)

wy =2 b

vs) s-a

The Laplace transform of the outpulis
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Design of the control
Construction of a Lyapunov function for the error differential equation

The Lyapunov fuactéor_z is selected of the form:

Viey=e  (t)Pe(t)= Pe’ (1) {7.28)
where P is positive definite coefficien], Pe R
Calculation of the first derivative of the function of Lyapunov
V(e(t)) = 2Pé(t)e(t) =
. ae(t) +as,(ty+bv(t) - f(s,(6)) —g(s, (D, (2) - o) =
- 2.(s, (r))so,m ()= g, (s (N ()
{7.29)

asy (1) +bv(t) — f (s, (1)) — g5, )u, — _
_gl(SO(t))SO,in (1) — g2 (s, (ED)rsp (1)
=2Pae* (1) +2M <0

=2Pae’ (1) + 2Pe(t)|:

M = e(0)Plasy (1) + b, (&)~ [ (50 (6 — g5, (1) = 8,(56 (D50, (6) = 8 (55 (EWrso ()]
{7.30)
The cobiainsd eguation {7.30) is the equation of the first derivative of the function of
Lyapunov. in order for the error in the closed lcop system o go o zero as ims t > it
is necessary for the first derivative of the function of Lyapunov 1o be negative. The first
T

nen

part is negatlive as « is selected o be negative {in a unit circle) for discrete system.

the sscond part M can be made negative M <0 by a proper sslection of the control

u,(£).

Calculation of the control u,(¢)

M =e(t)Plas, (£) + v, (6) = F (o) — g(s O, () = £, (o (D500 (1) — 25 (50 OYr56(1)] <0

M =e(t)Plas, (t) +bv, (£) — £ (s, ()] — e@Plg(s o (004, (6) + 2, (50 ()5 010 (1) + 25 (50 (D)o ()] <O
re(t)Plasy(t) + bv, (0 — F(s, @) <) Plglso (0t (6) + €, (5o )50, () + &2 (50 Oro ()]

Pe(t)fas, (t) + bv(t) — £(so (1))] < Pe(t)g(so ()u, () + Pe(t)g, (5o ()ses (D +
+Pe(t)g, (54 (t))rso (1)

Al expressions without u (f)are put to one side and the cne containing 1, (f)is put on

i(7.32)

the other sida.
Pe(t)asy (£) +bv, (£) = F(5o(0) — 1650 (D)0, (8) — 8 (50 (Do ()] <
< Pe(t)g (s, (), (1)

.

143



7.7

from hers:

Pe(f)[aso (D +5v(t) = f(so (1) — g, (5o (1D)50,, (1) — g, (55 D15 (t)]
Pe(t)g(s, (1))

The coefficient P in the numerator and denominator can be cancelled and the nonlinear

<u (1) (7.34)

control that will make the closed lcop system siable and having the same behaviour as

the reference modetl is

[aso Oy +bv(e) = flso N — g, (5o (Dsp (O — g, (s Drso (t)}f(t)
e(t)g(so (1)

After substitution of the expressions for the nonlinear functions f and g. it is obtained

1, (1) > {7.35)

that,
aso (1) + (D) + %so O +ksy. —kso ()~ %so.,-,, O -r., (r)}e(n
u (t) > =
I.SO;a: (t) — S5 (f)-k'(f)
[a + % -k )So O+ + ks, — —g—s om()—Fe (z)]e(t)
u (t)>= 736

[ () =50 () ()

Finaily the air airfiow rate u(t)is calculated following derivation in chapter 3and € as

1 | Ha +% —kl}yo(t) +oMO) +kSp o -—% Som)—rso(0) el
— 4 - , :
‘0 “EI{I} A K005, 00 e

L

The contrel u (t) can be selected to be a couple of times bigger than the expression in
the right side of eguation {7.37). This selection can ba done aftar some simulations. i
can be seen that the control u(t) depends on the coefficients and the contro! of the
reference model, oxygen transfer function coeffisients k) and k,. process state s, (1),

the inflow concentration of the dissclved oxygen and oxygen uptake rate.

Design of a controller for the reference model

Design is done for Pl controlier using pole placement method. The siruciure of the closed
ioop syslem is given in Figure 7.2, The control of the reference mode! can be selected in
such way that additional characterisiics of the closed lcop behaviour could be cbtainad.
The aim here is the current process of dissolved oxygen concantralion has {o be equal to

the desired set-point, determined from the process oplimization. This means that the
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control v(f) has to move the desired output 5,(f) to be equal to the sgP, the dissolved
oxygen set-point without steady state error, or /() =53 —5,,(t) >0, when t >

The desired behaviour can be achisved with PI control. As the control w(¢) determines
the behaviour of the reference model, and the reference modst determines the behaviour

of the plant, it can be concluded that also e (f) =s2 —s,(f) can be achisved if v(f) is Fi

controlier.
Sg) Linazr Vi Refarence s M Nordingar Process
e, | Controlier Model 0d Controller o Sp o

Figure 7.2: Closed loop sysiem of the nonlinear controlier.

Design of the PI controtler

Pt contrelier implemented nere is similar to the one designed in chapter 6

=K, {ei () +%~ _[e(t)dt:| (7.38}

¥

Final expression for the control u(¢)
The equation is presented in such way that the following components are describad,
control input w(r), k, and k,cof which their values of are calculated from the value
K,, =240 day™, the values of a and b are selected such that the closad loop system
can be delermined with the following desired characierisiics

» System stability.

» With small overshoo! and quick response.
Two disturbance inpuls 5., and ry, and cne statefoutput 5,
¥ im* is the volume of the tank and Q is the total flow rates. The description of the P

controller is the same as the one in chapier 8 The repressntalion of the combingd
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control sequation of the linear and the Lyapunov second mathod based reference model

nendinear lingarizing controlier is given below

I 7 1 )
. (a +% -k ]:0 () +bK, | €(1) +?1 j'e(r)dt +550 o —% S (8) =150t} te(t)
u(t)>—In

k, -k ].SOJat(t) —So(_t)]e(t)

(7.39)

i can be seen from Equations {-':"39} and {6.63) that the expressions for the combined
control are very similar but are obtained using different theories and controf structures.
Simulation study of the behaviour of the designed closed loop system

Simulation of the clesed loop system is done in the Matlab/Simulink enviropment. The
related  mddile  Parameters_Nkeloane.m”™ and  the Simulink  block  diagram
“Closed_Loop1.mdl” are first intreduced, and then foliowsd by simulation resuits of the
dissclved oxygen conceniration clossd leop system. The DO model parameters are (he

same as the used in chapler &. In order {¢ investigate the capability of the combined

controt to cvercome the infiuence of the disturbances s, and ry, different values of

thase disturbances are used in closed loop simulation. These values are shown in Tabie
7.1

Table 7.1: Parameters table for nonlinear control design

—— oy . - - "
13 Xon T 2556 342 546
T8 Xra1i% 133.8173 Xohe10% 2815 3384 746 7405 Gz | G5
13 Xoae10% 647767 EXRRERE 7R 5157 Tz |44
i 5 Koa-s6% 1123478 3189 305 7187645 G 0o
1.8 Xba+23% 187 2968 oh-25% 1519585 500.6451 52 | o5
e REa-0% 595742 Xon+40%, 35832216 E9Z.6452 5z | 68
15 Xo3 V407 755 7158 Xon-a0% 1535 co0d 838 5741 0z | s
Z “oa 145,757 ol 2535 444 7647008 G2 |08
Z Xza 10+ 1348173 2815 3284 715 7435 Gz | 0B
2 Foae 1% 547767 23034506 TH2 6757 Gz | 08
saa5% 234 3185305 REENEE: 3 A
Z va-25 1123475 3165305 19,7545 2
Z Kba+25% 1872463 919,683 EDu.E5 sz | <5
P Xoad5% 598750 3832216 602 8252 SEI R
7 Noarai, 7537155 535 chad EaE 674 N
3 xza 25797 Yo 7550404 7847008 Tz | o5
3 Xoa-i0% 328173 Wore 10 26153584 745 7435 Tz | os




3 Xba+10% 184.7787 Xoh-16% 2303.4508 -782.8757 0.2 0.8
3 2oa-25% 112.3473 Xeh+25% 3188305 -718.7845 0.2 0.8
3 Xba+Zh% 187.2463 Aeh-25% 1818.883 -809.6251 0.2 -0.8
3 Xpa-45% 8628782 pidiis 35832216 -BB2.8452 0.2 0.8
3 Koa+d(th 209715 Aph-40% 15356684 -238.5741 0z 3.8

7.8.1 Simulink block diagram
The system is simulated in Simulink, The closed loop based on Lyapunov dired! based
method Simulink block diagram of the dissclved oxygen process “Closed Loopt.mdl™is
shown in Figure 7.3. 1t consists of threg important subsystems:
+« Reference modet subsystem (Figure 7.4)
» Nonfinear Linearizing controller subsystem (Figure 7.5)

s Respiration model subsystem (Figure 7.6)

Process
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Figure 7.3
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Figure 7.5: Nonlinear Linearizing controller Simulink block diagram
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7.8.2 Matlab program for the Lyapunov based nonlinear controller with reference model

e == = S e ==== ===

Ti= b*(4+a)/6
Kp= 4+a
P=Kp

b=15000
K1=240
K2=1.96 ¢
d=1

The above Matlab program is used for the simulation of both the Pl controller and
Lyapunov based noniinear linsarizing conirolier for the dissolved oxygen concentration

modsl.

Parametars for simulation of the Dissolved Oxygen Concentration are introduced in
Matllab workspace by the program "Parameters_Nketoane .m". The program is given in

the Appendix D. The corresponding Simulink model ‘;C{osed%f.oom mdlh s given in

Figure 7.3. The input variables are the disturbances s,,,,, and ry, the controf signal u is
calculated by the nonlinear controller, v is calculated by the Pl controller and the
parameters for caiculation of r, are u,, Yy, p,. Y,, Ky Ky  Kpy, Ky The
variables sg, 5,y and s, are the steady state Benchmark process values {Copp. 2002},
The output variable is dissclved oxygen concentration s, . The values of the paramelers
are taken from the ASM1 biolagical model and are given in Table 3.5. The values of k,
and &, are calcuiated from the valus K, =240day™ by a curve fitting for a given vaiue

of the girflow rate u, .
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Table 7.2: Values of the 1, modal parameters and variables

par HH LY, | pd Y Sg Sam Kur | Koy | Kow | Ks | S0

Val 4 067 | G5 {024 fo8se | 1733 10 G4 0. 10 0.43%
Table 7.3: Values of the mode! parameter for controller calculation
Par . 3 a
k, k, Fso S0.n b d
Val 24G 18516 -784.6882 yE 08 15050 1

The simulations are provided according to the Table 7.1. The results are given in Figures
7.94887.29

7.8.3 Simulation results

Output from the Pl controller

Figure 7.7: Pi controlier signal

10* Output from the nonlinear linearising controller
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Figure 7.8: Nonlinear controfler output
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Time responsea of the linearized closed system
2 — T T T T : T g T g 1

ADinricgerepariie

Figure 7.9: Ciosed loop response for the linearized by Lyapunov reference based nonlinear

controlier when Boin=0.2, a=-0.8, rso=-7564.6282 and the st point is 1.8

Time response of the linearized closed loop system
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Figure 7.10: Closed ioop response for the linearized by Lyapunov reference bassd
nanlinear contreller when Soin=0.2, 3=-0.8, rs0=-746.7435 and the set pointis 1.8

Time responsea of the linearized closed loop system

200

Figure 7.11: Closed loop response for the linearized by Lyapunov reference based

nonlinear controlier when Soin=0.2, 2=-0.8, rso=-782.8757 and the set paintis 1.8
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Time response of the: linearized closed loop system
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Figure 7.12: Ciosed {cop response for the linearized by Lyapunov reference based

nonlinear centroiler when Soin=0.2, 3=-0.8, rso= -719.7845, and the set point is 1.8

Time responsea of the linearized closed loop systern
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Figure 7.13: Closed loop response for the linearized by Lyapuncv reference based

nonlinear controlier when Soin=(.2, a=-0.8, rs0=-808.68251, and the set pointis 1.8

Time responsea of the linearized closed loop system
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Figure 7.14: Closed loop response for the lincarized by Lyapunov reference based

nenlinear controlier when Soin=0.2, 3=-0.8, rso=-852.8482, and the sel point is 1.8
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Time response of the linearized closed loop systerm
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Figure 7.15: Closed loop responss for the linearized by Lyapunov reference based

nonlinear controller when 30in=0.2, 3a=-0.8, rs0=-836.5741, and the set pointis 1.8

Time responseae of the linearized closed loop system
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Figure 7.16: Closed loop response for the linearized by Lyapunov reference based

nanlinear controller when Soin=0.2, a=-0.8, rs0=-764.6582, and the set pointis 2

Time responsea of the linearizaed closed loop system
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Figure 7.17: Closed loop response for the linearized by Lyapunov reference based

nonlinear controtier when Sein=0.2, a=-0.8 r50=-748.7435 and the set pointis 2
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Time response of the linearized ciosed 10Ccp sySstem
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Figure 7.18: Closed isop response for the linearized by Lyapunov reference based

nonlinear contrelier when Soin=0.2, a=-0.8, rs0=-732.6757, and the set point is 2

Time response of the linearized closed loop system
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Figure 7.19: Closed loop response for the linearized by Lyapunov reference based
nonlingar controlier when 8oin=0.2, 2=-0.8, r50=-718.7845, and the set peintis 2

Time response of the linearized closed loop system
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Figure 7.20: Closed loop response for the linearized by Lyapunov reference based

nonlinear controller when Soin=0.2, a=-0.8, rs0=-800.6251, and the set pointis 2
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Time responsa of the inearized ciosed loop systerm
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Figure 7.21: Closed loop response for the linearized by Lyapunov reference based
nonlinear controller when Sein=0.2, 2=-0.8, rs0=-692,2452, and the set pointis 2

Time responsea of the linearized closed 10op system
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Figure 7.22: Ciosed loop response for the linearized by Lyapunov reference based

nonlinear controiler when Soin=0.2, 5=-0.8, rso=-838,5741, and the set pointis 2
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Figure 7.23: Ciaosed loop respense for the linearized by Lyapunov reference based

nontinear controtier when Soin=0.2, 2=-0.8, r50=-784.6982, and the set pointis 3
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Time response of the inearized closed loop system
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Figure 7.24: Ciosed lcop responsa for the linearized by Lyvapunoy reference based

noniinear controller when Sein=3.2, a=-0.8, rs0=-746.7435 and the set pointis 3

Time responsea of the linearized closed loop system

Do)

Figure 7.25: Closed loop response for the linearized by Lyapunov reference based

nontinear controter when Soin=0.2, 2=-0.8, rs0=-782.6757, and the set poiniis 3

Time response of the linearized closed 100D system
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Figure 7.26: Closed lcop response for the linearized by Lyapunov reference based

nonlinear controller when Seoin=0.2, a=-0.8, rso= -718.7945, and the set pointis 3

156



Time response of thea linearized closed loop system
r - T

Figure 7.27: Closed loop response for the {inearized by Lyapunov referance based

noniinear controller when Seoin=0.2, a=-0.8 rso=-805.6251, and the set point is 3

Figure 7.28: Ciosed loop response for the linearized by Lyapunov reference based

nonlinear contreller when Soin=0.2, a=-0.8, rs0=-692.8452, and the sef point is 3

Time response of the linearized Closed loop system
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Figure 7.29: Ciosed loop response for the linearized by Lyapunov reference based

nonlinear controlter when Soin=0.2, a=-0.8, rso=-B36.5741, and the set pointis 3
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7.9

Discussion of the results

For the simulation of the closed loop behavicur of the dissolved oxygen concentration the

foliowing parameters were varied: the two disturbance; external s, ,,, and interal ry,

the reference mode! parameter g and the set-point. The following closed loop ransition
behaviour parameters were observed to investigale the performance of the controliar:
time delay, steady state error, seftling time, rising time. The foliowing characteristics have
been seen:

= The closed loop system is slabis

= The output fofiows the reference model and the sat point trajectories

» The derivative of the of the Lyapunov function is smaller than 0 when ¢t =5« and

¥ — 0 {this can be calculated)

Tha following conclusions can be donpe:
= The time delay is the same for all values of set-poinis and ry,
= The ssilling time depends on the value of the sei-peint, when the sst point is
smalier, the setiling time is smaller, on the other hand for the same set-point the

seltling time is bigger for the bigger values of ry,
« The steady state error is not very sensitive towards the values of r,, but varies

for different values of the set-points.

= The rising time aiso varies with the changes in the values of the sat-point. For
bigger set-points values, the value of the rising time is bigger. The Lyapunov
reference model based nonlinear controller causes slight osciliations of the

steady state value of the DO concentration

The speciiications of the dynamic output behaviour of the closed loop system are given

belowin Table 7.4,

Table 7.4 Simulation resuits comparisen
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7.10

T8 -G8 | 7197845 5z | o0 0.018 22 G
1. -G8 | -5098251 gz | oot 0.018 22 010
1.8 -G8 | 5028452 0z | oot 0.018 Z 6.15
18 0.8 | 8365741 02 |08t 0.018 2z C.13
2 -G8 | -764.7050 0z | 607 0.03 22 C.10
2 58 | -746.7438 5z {001 0.03 30 01d
2 0.8 | -782.6757 0z |0 6.03 z6 GRTE
2 -G8 | -719.7945 5z o 0.03 30 610
z 08 | B09.6231 gz | oot 0.03 26 Gg
2 0B | 6928452 £z |00 0.03 28 00
2 08 | -838.5741 £2 | 097 0.03 30 010
3 08 | 767098 5z oot 0.05 50 018
3 08 | 7367435 02 | om 6.05 38 36
3 GE | 7BZ5757 22 | 081 0.058 56 €16
3 98 | 7187948 cz |00 0.058 e GEL
3 38 | 8098251 0z |00t 0.058 50 16
3 55 | £02.8%52 52 | 061 0.05 38 T
3 58 | -838.5741 0.2 oot 0.05 60 516
Conclusion

The developed nonlinear controller based on Lyapuncy direct method and linear
reference model is described in this chapter. The proper selection of the reference modsl
plays an important part in the system design as the plant output follows the desired
model output. The simulation resuits show that the designed nonlingar controlier
according to the Lyapunov direct method was designed successfully. The designed
controfler will be Implemented in chapter 8§ for control of the dissoived oxygen

concentration using FLC and SCADA system.
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CHAPTER EIGHT

IMPLEMENTATION OF THE NONLINEAR CONTROLLER IN APROGRAMMABLE

8.1

8.2

LOGIC CONTROLLER {PLC) AS A PART OF THE THREE LAYER CONTROL

STRATEGY

Introduction

Aulomation of many different processes, such as controling machines, chemical
processes or factory assembly lines, is done through the use of small specialized
computers called programmable logic controllers {PLCs). They are designed as
computers for the purpose of industrial use. Programmable logic conirollers were first
introduced in the market to serve the automabile industry. The first pregrammabie logic
controlier was developed as project for General Molors in 1988 1o replace hard-wired
relay systems with much more sophisticated slectronic controller, From that time tifl today
the PLCs have evolved in terms of hardware and software (Clements-Jewery and
Jaffcoat, 1986). PLCs are similar to computers, but the difference is, computers ars
optimized for calculation and display tasks, as for PLCs they are optimized for control
tasks and industrial surroundings (Bolion, 18686).

This chapter infroduces programmabie logic controliers (PLCs) in section 8.2, Section 8.3
discuses the PLCs hardware. Program scan is given in ssction 8.4. Section 8.5
introduces how PLCs are being programmed. Modicon M340 PLCs using Unity Pro 8
V4.0 software is discussed and this PLC is the one thatl is used for programming

purposes in the thesis.

Programmable Logic Controller (PLC)

PLC is actually a control device that consisis of a programmabile microprocessor which is
able to store instructicns and implement functions such as logic, sequencing, timing,
counting and arithmetic in order o control processes or machinss, and is programmed
using a specialized computer fanguage. In the beginning, programmable logic controller
would have been programmed in fadder logic, which is similar to schematic of relay logic.
A modern programmable logic conirolier 8 usually programmed in any ona of several
languages, ranging from ladder to Visual Basic or C. Typically, the program is written in a
development envircnment on a personal computer {PC), and later downloaded onto the
pregrammable logic controller platform directly through a cable connection. The written
pregram is then siored in the programmable logic controlier through a nen-volatile

memory. PLCs have the following characteristics:
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+ PLCs are rugged and designed to withstand vibrations, temperature, humidity,
and noise.
+ They have interfaces for inputs and oulputs already inside the controller.
s They are easily programmed and have an easily understood programming
language which is primarily concerned with logic and switching operations.
PLC Advantages are;
1. Enhanced Reliabifity
More Flexibifity
Cost effective for controiling complex systems
Answer more rapidly than computers
Easier to froublashoot

Remete controf capabiiity

A

Communication capability

PLC Disadvaniages ars:

1. Distinctively to microcontroller systems that have what is calied an open
architecture, most PLCs manufactures offer only closed architecture for their
products.

2. PLC devices are proprietary, which means that paris and scftwars from one
manufacturer can't easily be used in parinership with parts of ancther

manufacturer, which limits the design and cost opticns.

Programmable logic controliers contain a number of variable Input’Output {/0) ports, and
are typically Reduced Instruction Set Computer (RISC) based. They are designed for
realdtime use, and always must withstand hostile environments ¢n the shop flocr. The
programmable logic controller circuitry monitors the status of muiltiple sensor inputs, and

controls output actuators, ke moiors starlers, solenoids, lights, dispiays and valves.

The programmabie logic conirciler has made a very significant contribution to fagtory
automation. In the early days, automation systems were utilising thousands of individual
relays and timers. Recently timers and relays within a factory are replaceable by a single
programmable logic controller. Presently, programmable logic controllers provide a wide

range of functionality, in the company of basic relay, motion contrel, process control and

o))

much mere complex networking, as well as being ussd in Distributed systems as

measure of control. Digital signal gives an on and off signal, which the programmalie
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8.3

8.3.1

8.3.2

8.3.3

logic controlier sees as Boolgan values, Analog signais may zlso be employed, from
devices such as volume centrols, and these signals are seen by the programmable logic

controfiers as floating peint valuss.

There are many different types of inlerfaces that are available for operators when they
have 1o interact with the programmable logic controlier to configure or to work with it. This
may take the form of simple lights, switches, text displays, or for more complax systems,
a computer Web interface and a Supervisory Control and Déta Acquisition {SCADA)
gystem.

PLC Hardware
A PLC has the following five basic componenis:

1. Programming Devices {Personal Computer)
2. Central Processing Unit {CPU)
3. Power Supply
4. Input/Output modules (both Discrete and Analog)
The relationship amongst these componentis is displayed on Figure 8.1.

Programming Device

This is used to enter the necessary programs into the memory of the processor.

Central Processing Unit (CPU)
The CPU is the element enclosing the microprocessor. It reads the input signals and
rings cut the contral actions, according to the program siored in its memory, and

communicates the results as action signal to the cuiputs.
Power Supply

it is the unit that is required to convert the mains A.C. voltage to low B.C valtage of about

5V needed for the processor and the circuits in the inpul and output interface modules,
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8.3.4 Input/Output Modules
Input and cutput {I/O) moduies work as an interface betwesn the processor and the
devices attached to the PLC and they enable the PLC to both sense and conirol the
process {NIT, 2805).- Input interface modules accept signals from the machine or
process devices and convert them info signals that can be used by the coniroller,
meaning that the input interface allows status information regarding the processes {o be
communicated to the CPU. Quiput interface madules convert controller signais that can
be used tc control the machine or the process, which allows the CFU to communicats

operating signals to the process devices under its confrol.

Programming

device T
| } B o

_......._ N U M
p T NS
U P
T i.;‘} \
M [ \
O M

R CPU 0
U M Memo » D
L v U /I
E L]

—I_ Power supply | E

Figure 8.1: Block diagram of the standard compoenents of PLC (NIIT,2045)

8.3.4.1 Discrete Input Module
Discrete input moduies accept and recognize only two siates of the device, which are
digital or ON/OFF type signals. The input module transforms each input intoc a logic
voltage level. An open contact is transformed into a logic U voitage and closed contact

into logic 1 voliage.
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8.3.4.2 Discrete Output Module
Discrete outpul modules operate on digital or ON/OFF signals and control the current

flow of real-world devices ¢r processes, such as lamps, motor siarter coils, control rejay
and solanoids.

8.3.4.3 Analog Input Module
Analeg input modules use analog signals to influence data and transiate i inlo digital

signals with a digital converier.

8.3.4.4 Analog Qutput Module
Analog output modules celiect data in digital form and convert it into veoliage or current to
control the analog apparatus. The binary number is converied into analcg voltage or
current by the digital-lo-analog (D/A} converter,

8.4 Program Scan
As soon as the PLC s powered ON, the processor doss an internal audit check to
ensure that each part s funclional. Foilewing this, the precessor staris the program scan.
A watchdog timer is used by the processor 10 check correct completion of a program in
the aliotied time and perform internal testing. 1t is reset on each program scan. if an error
in the program causes the scan ceases before completion, the watchdog imer times oul

Presented below is the program scan process.

Circle 1: Determines the
: status of input devices
e

¥ 9|21

Circle 2: interprets
fogic of program

swabeuews Alowail
DUE UOREDILNWLIGST)

Circle 3: Updates or control
the status of cuiput

Figure 8.2 Program’s scan process Diagram.

H

The process scan gbove is #ustrated in four-sleps
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8.3.4.2 Discrete Output Module
Discrete oufput modules operate on digital or ON/OFF signais and confrol the current
flow of real-world devices or processes, such as lamps, motor starter coils, control relay
and solenoids. |

8.3.4.3 Analog Input Module
Anaiog input modules use analog signals to influence data and lransiate it inlo digital

signals with a digital convertar.

8.3.4.4 Analog Qutput Module
Anzlog culpul modules collect data in digital form and convert it info voliage or current to
control the anailcg apparatus. The binary number is converied info anaiocg voltage or

current by the digital-to-anaiog {D/A) converter,

8.4 Program Scan
As scon as the PLC is powered ON, the processor doss an internal audit check to
ensure that each part is functional. Following this, the processor staris the program scan.
A watchdog timer is used by ihe processor to check correct completion of a program in
the allotted time and perform internal testing. it is reset an gach program scan. ¥if an error
in the program causes the scan ceases before compietion, the watchdog timer tmss oul

Presenied below is the program scan process.

Circle 1: Dster%n:‘nes the
: status of input devices

30 2]
$2d ..
&30 .
= 2 & S Circle 2: Interprets
5 = togic of program
2 B4V '\\
5= -
o
Lg > e
z &
=

Circle 3: Updaies or controi
the status of cufput

Figure 8.2: Program's scan process Diagram.

The process scan above is illustrated in four-steps
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8.3.4.2 Discrete Qutput Module
Discrete oulput meodules operate on digital or ON/OFF signals and control the cumrent
flow of real-world devices or processes, such as lamps, motor starier coils, control relay

and solenocids.

8.3.4.3 Analog Input Module
Anatog input modules use analog signals o influence data and translate it inle digital

signals with a digital converter.

8.3.4.4 Analog Output Module
Anzlog oulput modules collec data in digital form and converi it info voliage or current to
control the analog apparatus. The binary number is converted into analog voltage or

current by the digital-to-analog (D/A) converler.

8.4 Program Scan
As soon as the PLC is powered ON, the processor dees an internal audit check 1o
ensure that each part is functicnal. Following this, the processor starts the program scan.
A watchdog timer is used by the processor to check correct completion of a program in
the allotted time and perform internal testing. it is reset on each program scan. if an error
in the program causses the scan ceases before complstion, the watchdog timer tmes oul.

Presented below is the program scan process.

Circle 1: Ostermines the
/‘status of input devices

200

z s .

330 .

c3® ]

SEa * Circle 2: interprets
= » . -

3 = togic of program

2 :

o .

0 o

z =

=

Circle 3: Updates or control
the status of output

Figure 8.2: Program’s scan process Diagram.

The process scan above is illustrated in four-steps
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8.5

8.5.1

rovides status monitoring of the input devices
Interprets the logic of the ladder program, which is stored in the memory

Monitors the ouiput status of devices

W N

Communicates with the oiher atlached devices and pariicipste in memory

management.

Programming of PLCs

In the beginning FLCs were being programmed using a method that was based on relay
logic wiring schemaiics. The reason for this was o eliminate the need o teach
Electricians, Technicians and Engineers how {o program a computer, but o great
surprise it s stil the methed that is commonly usad {or programming PLCs il today.
There ars two types of programming langusges in the compuler world, machine
language and programming language. Machine language programs are thorcughly
understood and well executed by the computer and programs written in the programming
languages characterize the operation of the software. Machine language is made up of
0s and ls, alsc called bits and bytes. Programs written in programming languages such
as Visual Basic, C, C++ or Java, are wrillen in plain English Languags, which 1s the
lznguage that a programmer can understand and be able {o write programs with greater

sase than using Os and ls of the machine languags.

Paraliel to computer languages, PLCs programming as well uses two types of languages:

1. Machine lfanguage is written using 0s and 1s, which normally symbolizes GFF
and ON status of circuits inside 5 PLC.

2. Ladder Logic language which encompassss éﬂ;ﬁut and output symbels. 1T is an

advanced graphic-based language and i uses logic gales such as AND, OR, or

XOR to specify and conirol the input and output state of affais.

Ladder Logic

Ladder legic is the main grogramming method used for PLCs. Ladder logic has been
developed to mimic the relay logic. The decision to use the relay logic diagrams has
been a strategic one. as the refraining of engineers, technicians and eiectricians was

greatly reduced by selecting ladder logic as main programming method.
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8.5.2

8.5.3

8.5.4

8.5.5

Symbols used in Ladder Logic diagrams
Ladder logic diagrams are used in PLCs fo wrile programming instructions. A ladder logic
diagram consists of three basic elements:

1. Input dez.zicesr

2. Qulpui devices

3. Rung

input Devices {Contacts)
Contacis are input devices that are similar 1o normal slectrical switches. They have two
states, ON and OFF. PLCs offer two types of contacts:

Normally Open Contact _

Mormally cpen (NO) contact, which is a contact that does not allow current fo follow
througn # when switched OFF. Whan the contacl is switched ON, ths circuit is complated
and the current streams through the circuil. Below is the illustration of the normally open

contact,

-

Figure 8.3: Normally Gpen Contact.

Normally Closed Contact

Normally closed (NC) contact gliows the current to péss through it as soon as it is
switched OFF. But the silualion is diffsrent the moment the contast is switched ON; the
circuit is broken and current stops following through the circuit. They are normally used

for safely measures. Normally closad contact is shown below.

_M_

Figure 8.4: Normally Closed Contact.
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8.5.6

8.5.7

Output Devices (Coils)

Ccils are cutput devices that are conirolied by the PLCs. if the input conditions of the
ladder logic yield an ON value, then the coil is sel to the ON position and the machine or
process parforms itsr designated funclion. An Hlusiration of an ouiput device is given

helow.

-O-

Figure 8.5: Sfructure of a coil.

Rung

The rung is a horizontal fine. It contains both inputs and outputs slements of the ladder
logic. Two vertical lines at the two ends of the rungs represent the voliage polential of the
fadder loglc diagram. The one on the left hand-side is called Live or mains, in terms of
D.C voltage it is positive and one on the rightis called neutral or negative interms of D.C

voltage. Figure lllustralas the rungs of the ladder logic diagram.

. Neutral
Live

1T T

Inout Rung Output

Figure 8.6 S%mgié iadder logic diagram

Even today modern control systems still consist of relays, but only for logic. Arelay is a
simple davice that employs magnetic field to control a switch, When a voltage is affectsd
to the input coll, then the conseguential current generates a magnetic fisld. The magnslic
field hauls a metal switch towards it and the contacts fouch, as a resull closing the
switch. A normally open contact closes when the coll is energized. The nermally closed

contacts touch when the input coil is not energized.
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8.6

Modicon M340 PLC using Unity Pro $ V4.0 Software

Modicon M340 PLC is used for this project in conjunction with software calied Unity Pro
S V4.0 which is a High performance configuration tocl for an economical realization of
the muttitude of tasks involved in drive engineering and automatic conirol science and
technology. Unity Pro S software provides the user with unified configuration
environment for effective systems configuration in compliance with all regulations of the
international IEC 61131-2 Ed.2 {2003) standard. Modicon M340 automated platform
DTOCEessors menége the eptire PLC station, which is made up of discrete 10
{input/outpul) modules, analogue VO modules. These are distributed across one or more
racks connected on the local bus. Each rack must include 2 power supply module; the
main rack supports the CPU. The following diagram in Figure 8.7 shows a configuration

xamupls for the Modicon M348 PLC with one rack:

The Moedicon M340 PLC with analog-mixad module AMM-0800 is used with defsult
setlings. This PLC is used with four analeg inputs and two analog outputs.

The input channels are in}écted with 1.5V or 4..20mA.

The output channels are injectad with 0..mA to 20mA

1 2 3 4 5 b i
Figure 8.7: A diagram for a configuration example for the Modicon M340 PLC with cne rack

Table 8.1 describes the numbered components of the PLC station above.
Table 8.1: Number Table

Number | Description

1 Power supnly module

2 Processar

20-pin erminal block O module
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40-pin single connector O mocule

40-pin 2-connecior VG module

Counting modute

~H o] ] I

&-slot rack

Note that the four analog input addresses are assigned o the conductivity, pH, DO, and
the Turbidily sensors, while the two anazicg out addresses are allocated to actuators, ie,
Channel 0 is reserved for Proportional valve and Channel 1 is Spare. The cuiput channel

O and channal 1 fallback are selecied to zaro

The CPU of this PLC supports Function Bioox diagram.

Functional equipments are divided into major functional blocks. (Filters, valves, pump,
etc.)0One block may represent a filtration plant, and another a raw water pump siation,
Each one of the funclional eguipment is monitored and controlied by measuring
equipment and final actualors.

The signals generated and required by this equipment are wired 1o a PLC

{Modicon M340 PLC with the software called Unity Pro S V4.0), generally one plant PLC
for each functional block of the plant. The PLC is wired togsther to the central SCADA
computer by means of a medium-speed data highway. (This ¢an be &ither copper wirg or
fibre optic.} The SCADA software which runs in the compuler comprises a number of
software modules, Basically to the whole sysiem is a dalabase (MySQL). This device
stores information; dees not do anything by itself. The data just sit there and wait for
other software modules to read what is already in the data base or to overwrite existing

data with new vaiues

The most important is the communication driver module. This module scans the PLC
continuously for vatues of al the input variables and writes them in the appropriate
records in the database. The communication driver aiso scans those records in the

daizabasaes which are associated with the final acluators

Next, a real control system is connected fo the computsr via a PLC 1o tes! the algorithm
on a real physicat model. The PLC serves only for YO as all computations are slifl being

done in the simulation environment--MATLABR/Simulink. MATLAB/Simulink receives z
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8.7

data from the physical model cuiput and sends the action value o the physical mods!

input.

in the third phasa the control aigorithm is completely ported into the PLC. Monitoring of
the process and parameters configuration may still be done using the connected PC
{Adreit) with MATLAB/SImulink.

For deveiopment of controt algorithms, especially advanced control algorithms such as
Nonlinear, predictive, optimal and neural algerithms and eto; if is necessary to sfart in a

simulation envircnmsnt such as MATLAB.

MATLAB (Malrix Laboralory) is 2 general, hign-performance language for technical
computing. It integrates compuiation, visualization and programming in a common
environment. MATLAB s an interactive system and includas a large library of predefinad
mathematical functions. i also provides ths user with the possibility to extend this iibrary
with new functions. MATLAR is available for most hardware platforms and is considered
tc be ona of the most fundamental scftware tools at many technical universities as well

as incusiries all over the world.

in the last step, the control algorithm is transmilled and the real modsl! directly controlied
by the PLC. The connection between MATLAB/Simulink and PLC can be used only for

real-time monitoring ©f process inpuis, process outputs or other control paramster

The closed loop system of Waste Water Treatment plant.

The block dizgram below Figure 8.8 indicates the indusirial standard PLC with PID

controlier closed loop sstup for the wastewater treatment plant.

sp FLC Process Cutput
PID

v

Figure 8.8: The closed loop system of wastewater treatment plant.
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in order to overcome this draws back, the developed nonlinear controilers had to be used

in order {o control the plant. As indicated from the block diagram below; Figure 8.9, the

FPLEC has to communicaie with databass and Matlab.

DB/ MySGQL
—> . Sl
o | Adroit Controiier parameters
So
s
’ v C{_:}iree%
Vaiv
PLC Process Jo

v
v

Figure 8.9: The PLC has to communicate with database and Adroit.

This closed locp drawing represents the operafional structure of ths wastewater

treatment plani. There are three main steps in the three layer scheme of repetitive

optimization with given calculations

L)

Receiving the values of the inflow and ry, disturbances from MySQL database in
Matlab/Simulink

Calculation of the updated valuss of the controlier parameters and sending them
to MySQL, Adreit and PLC registers for implementation.

Real-time control performed by PLC

The contreller in PLC is to achieve sizbilization of the system by comparing the DO raw

value with the DO set-point of Z mg/l. Thus the following steps of interfacing between real

time and simulation can be described as:

Set-point is generated by the optimal contral problem and is send to MySQL and from

MySQL is send to Matlab for controlier design and to PLC for controiler implementation.

Capture DO raw value from sensor,

*

Send this valus to Adroit
Send value to MySQL
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8.8

The control action:

= Export the controlier parameters o MySQL

+ Send parameters values to Adroit

» Send these values to PLC registers

Note: that the diagram below for a visual display of the interfacing structure of the

controfier and plant, Figure 8.10. It shows the interfacing of the real time with Matiab and

Simulink design environment. This diagram displays the interface structure of the Waste

water Treatment plant control.

. QOptimal contral problem
DO Sensor | Plant MySOL
v b0
Dissolved | Adrait Set point=2
Cxygen Values
T
OO Vaiues MySQL
v Coniroller paramsters
5, Matlab/Simulink
Oin » Controller —— MySQL
So
Solenoid *
TN valve Analog 1 Adroit
\___/
_ Onioff i
Aerobic Tw— PLC
Tar I >< l—' onire ac‘.zo;lz.
ans Prodoriiona
valve

Figure 8.10: The interfacing structure of the controlier and plant.

Process Variahles to be measured

Process variables that are measured for this project in order o meet the nroisct

requiraments are pH, Temperature, DO;, Conductivity and Turbidity. Each of them is

discussed as follows:
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8.8.1

8.8.2

8.8.3

pH

The pH of a sample of water is a measure of the concentration of Hydrogen ions. The
term pH was derived from the manner in which the hydrogen ion concentration is
celculated; itis the néga’tive logarithm of hydrogen ion (H™} concentration.

The pH of water determines the solubility (amount that can be disscived in waler) and
biologicat avaitability {amount that can be utilized by aquatic life) of chemical constituents
such as nutrents (phosphorous, nitrogen and carbon) and heavy metals (led, copper,
cadrmium). For example in addition to affecting how much and what form of phosphorous
is most sbundant in the waler, pH may also delermine whether aguatic life can survive in
it

Photosynthesis uses up dissolved carben dioxide, which acts like carbonic acid (H.CO3)
in water. CO; removal in Tact reduces the acidity of the water and so pH increases. VWhen
poilution results in higher algal and plant growth {e.g. from increased temperature or
excess of nuirients), pH levels may increase, as allowed by the buffering capacity ¢f the
laxe. A change in pH may-increase the solubilily of phosphorous, making it more
available for plant growth and resuliing in greater long-term demand for dissolved

CRYgeEn.

Generally during the summer months in the upper portion of a productive or sutrophic
lake, pH will change between 7.5 and 8.5. In the boltom of the lake or in less productive
lakes pH will be lower between 6.5 and 7.5. This is the very general statement o provide

an example of the differences the user might measure.

Turbidity

Turbidity is 2 measure of the degree fo which light is scatiered by suspended particulate
materizl and soluble colour compounds in the water. It provides an estimate of the
muddinsss or cloudingss of the water due 10 dlay, sill, finely divided organic and

inorganic matter, scluble colour organic compoeounds and microscopic organisms.

Conductivity
Conductivity of liquids is based on the electrolyiic dissociation acids, bases or salis in
water into electrically charged particles. The magnitude of the electrical cencuctivily is

the reciprocal value of the electric resistance of the sclution.
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8.84

8.8.5

8.9

8.9.1

DO

Dissolved oxygen is the amount of oxygen in the effluent. if there is no oxygen or
insufficient one, the aquatic animals will die or their growth or preduction will be affected.
The dissolved oxygen sheuld be as high as possible.

Communication
The equipment used for this project must be able fo communicaie with each other.
Ethernatf cable is used io interface PLC and PG with Adroit.

Implementation of the designed controllers in PLC
PLC program that is used o acguire data from sensors, the data acquired from sensors
is sent or saved in the holding registers in the PLC {c be availabls in Adroit, The program
is written in Function Block diagram logic using blocks for reading of raw data from the
sensors. These sensors measure the current status of the waste water to be displayed at
Adroit. The Function Biock logic, allows the operafor fo swifch the solencid or
proportional valve from Adroit window and run the program which is developed in the
LC. The operator can also make changes of the threshold any time as possible. Figure
8.11 below is a PLC bus for which the PLC modules in the form of processor, digital
input, digital cutput and analog mixed enabling the user o make the settings according to

the different needs of the project.

Figure §.11: PLC hus

PLC program for input and output data

PLC program for input and outpul of data is writen in such a manner that it enables
communication between software and hardware environments. The module that is used
for impiementation is anglog mixed card, where Analog Input Channe! 0 receives turbidity
raw vaiue from the turbidily sensor; analeg input channel 1 receives DO raw vaiue from
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DO sensor, input channel 2 receives conductivity raw value from the conductivity sensor,
analog input channel 3 receives pH raw value, analog cutput channel 0 receives control
ction from the PLC io the proportional Valve, analog cutpul channel 1 - Spare. The

program is the same for both linearizing and nonlinear Lyapunov reference based model

condrofiers.

Mt O e [ BD REF_ MO0, | % BSTEM L | MRl DataEdbtor

Figure 8.12: VG Mapping diagram for the input sensors and output actuators

8.9.1.1 PLC program for implementation of Pl controller
Pt controller is designed for coniroliing the linearized closad foop system. 1t is developed

for both linearizing and nonlinear Lyapunov reference based model controfiers.

" PLE | Dt | WA TRE
P e fran T e Om P03 | Qe

mp M 2 A e i

1ok = T EYE] ] &g S0 s ‘-}

Figure 8.13: Pi Controller diagram
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8.9.1.2 PLC program implementation of the linearizing controller
The linearizing controller program in PLC is implemented according to diagram Figure
8.14. The diagram is similar to the controiler designed in chapter 6.

Nonlinear controiter paramstars

Adroit
Pl parameters

F L] L ] L ¢ L — [ B - EEE - - _— — -_— I
I Do set-point . PLC I
from Adroit ,

[ e T Nenlinear u { | Velve

I Pi controlier "
to the valve I

I - |

I Do from the sensor 1

L -l s il s U e A m G e D - - s . —I

5o
sensor

Figure 8.14: Linearizing controiler structure for PLC implemantation

In order {o achieve fuli control of the process the following different programs in PLC are
developed:
+ Receiving set-point from MySQL and Adroit
» Receive DO measurements from the DO sensor
s Forming oferrerin PLC
» Implementation of Pl controller ‘
« Implementation of the reference model {Only applicable for Lyapunov based
controller)
s+ Forming the error between reference model output and the measured DO {only
applicable for Lyapuncy based controller)

« Implementation of the nonlinear controller
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Figure 8.16: Error calculation structure
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8.9.2 PLC program for implementation of the nonlinear Lyapunov reference based
model controlier
The nonlinear Lyapunov reference based moedel controller program in PLC is
implemented accofdiag to diagram Figure 8.17. The diagram is similar {o the conirolier

designed in chapter 7.

A MNonlinaar controiler parameters
droit
Pl parameters
F —----—-—-—-——_--—---—'
i 30 set-poin L0 T i PLC I
from Adrolt - .
l o V| Ref +eowrror | Nonlinear u .| Vaive
, Rt Model 2| controller [
Py ¥ iy
| = Error - > o the VQWGI
- F
i
I DG from the sensor |
Ll_—__“—--_-—-____-_“_—l
DO
SENSOr

Figure 8.17: Nonlinear Lyapunov reference based controlier structure for PLC

implementation
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Figure 8.18: Reference mode! diagram

178



- — i oy —e - E—tinz

1 - -
= .
~MavE - [
~ - ptama— ik guTCo_msa_mvz . - - c_p_sUB_KI—fin1 ourh—TeRmM_ 1
Lo _muB CLO_ANA_ v —] N

MMOVE
a—fin aurl-ee
~
Ti_mDD_TZ Ka<r—din QuT[—~TERM_2
R Sorat—din
Lacs L : =
=g . rd
oL . UL _mEal
c2—{ima SUT|—C_Z_MuUL_Sein
TERRe_ Le—hin ouri—o_z Ep e o] "
1 Cax T T

=&
. sve. naplx’_
TERM_S_SUB_smo— i1 Tar_Gvs
TRAM.S Tomm_S_SUB_mo Eancn—inn.z
TERM_S - =
1=
. =AT

{ evamaLL_ e - ourl_camTas_u -

- . . YT :
i i ourf olT v e _maw

o-i=N

sus_nmai -
1 auTI—eL_cam s

wrs_wr.
DDl

a
. EJ
*o_amrms T o _senrss

move
Bo, i SUTE—Do_ANa_mMui

s
su-_n-_-E[
ot wa ouT
e tv o)

Gl PLC buw ] e 1 O_MAEIN, ] e PI_ETINT S [Nyl MO _LINE.. ] S REF_MOD.. SYTSTEM —

171 0a0 G AR TIe A I RO L
i woarmanaie!l

Nesercatpme 1a25 sasl
mertertie § 9 eTroT

[I¥ == impo LT Cmew miroce

Figure 8.20: Calculations of errors in the nonlinear controlier structure

179



8.9.3 Definition of variables in the PLC programs

Table 8.2: Elementary variables for the design 6f both Nonlinear Linearizing and Nonlinear

reference model. Lyapunov based controllers

a

REAL
a_MUL_So REAL
Anatog input Channs! § -
ANA_IN_CH 0 INT Turbidity
Analog input Crannel 1 -
ANA IN CH 1 INT oo
Angliog input Channst 2 -
ANA_IN CH 2 %iAD.3.2 INT Conttictvity
Anatog input Cnanne 3 -
ANA IN CH 3 %033 Y PH
Arnalog Output Charnet
ANA OUT CH C HOWaA4 INT - Proportienal Vaive
Anaiog Culput Channed
ANA OUT CH_1 HOWE3IS INT - Spere
b LINES REAL
BB AMVED REAL
BOTTOM_SYS SRAWGD EAL
c 24 REAL
C 2 4 REAL
C_2 MUL Scin | REAL
C_ADD E Y44 REAL
C_E SUB K1 V52 REAL
CON_ANA HAW REAL
CONSTANT 1 REAL
CONTROL_U 104 REAL
d tN114 REAL
DIG IN O EBOOL =
DIG_IN 1 EBCOL Sz
DIG _IN 2 EBO0L S
DIG N 3 EBOQCL Sp
DIG_IN 4 EBQOL Ses
DIG IN5 EBCOL Sk
DIG_IN & EBCCL So
DIG_IN 7 £800L Sk
DIG_IN 8 EGO0OL Sp
DIG_IN 9 £8CCL bogs
DIG_IN_10 EBOOL S
DIG_IN_11 ERGOL Sn
DIG_IN 12 EB00L g
DIG IN_13 EBCCL S0
DIG_IN_14 EBQOOL S
DIG_IN 15 EROCL 3oz
DIG QUT 1 Asy EBOCL Sparg
DIG_OUT_2 500, EBOOL Spars
DIG_OUT_ 3 70523 EEOOL Spars
DIG_QUT 4 #00.2.4 ESQQL Snare
DIG_QUT 5§ ¥00.2.5 EDCL Sogre
DIG OUT_ 6 200.2.8 EBCOL Sozre
DIG QUT 7 Q027 EZO0H Sgare
DIG OUT_8 %00.2.8 EBGOL Snars
DIG_OUT_ 9 2500.2.9 £E800L Sparg
DIG_QUT_10 %:08.2.10 EROCL Spare
DIG OUT_11 %:0Q0.2.11 ESO0L Sparg
DIG_OUT 12 HO0.2.12 EROOL Spars
DIG QUT 13 F00.2.43 EBOOL Spzre
DIG_OQUT_14 EBQOL Soarg
DIG_OUT_ 15 E300 Spars
BO_ANA REAL
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DO ANA MV SLRAN 12 REAL
DO_ANA_MV1 MAWVEE REAL
DO ANA MV2 SLAANES REAL
DO ANA_MV3 SRRANER REAL
DO Desired YA 34 REAL
E A% REAL
ERRCOR 4 AN REAL
ERROR 1 SbANWEE REAL
IN_INTEGR X SLpW32 REAL
INT GAIN REAL
INT HALT 2000
INT_MAN ' 500U
INT QMAX ECOL
INT QMIN BOCL
INT YMAN ) REAL
INT YMAX REAL
INT_YMIN REAL
Kt REAL
K1 1 REAL
K2 REAL
KK1 REAL
QOUT VALVE RAW REAL
OVERALL_SYS A0 REAL
PH ANA SRS REAL PH Meter Raw Value
PI_CON_ERR REAL
PI_CON_GAIN REAL
Pi_ CON HALT BOOL
Pl Conirglier Maniauig
Pl_CON_MAN EBCQOL Seloat
PI_CON_PV BEAL
PI_CON_Q MAX BOOL
Pl_CON Q MIN BOOL
Pl CON_SP 5 REAL Pl Controller Set coint
Pi_CON_TI B TIVE
P1_CON_YMAN REAL
Pi_CON_YMAX REAL
Pi_CON_YMIN REAL
Pl MUL b SLIW 30 REAL
Propariona! Vaive Anaing
PRO VALVE RAW REAL Cutput Raw
Q REAL
rso REAL
So_desired REAL
Soin REAL
Sosat REAL
Sosat 1 REAL
Spars Anaiod Dunut
SPARE QUT RAW REAL Raw "
SYS §p REAL
T1_ADD T2 REAL
TERM 1 REAL
TERM 2 REAL
TERM 3 REAL
TERM 4 REAL ]
TERM 5 REAL
TERM 5§ SUB_rso REAL o
TERM & REAL
TERM 7 REAL
TERM 8§ RTAL ]
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8.10

TOP SYS REAL
TUR _ANA REAL
u g REAL
Vv b REAL
VOLUME ) SLARNAZ REAL
Pl GON_YMAX REAL
Conclusion

in this chapter, the general inlroduction of PLCs is given, Modicon M340 PLC together
with Unity Pro S sofivare were used for the deveiopment of linsarizing and nonlinear
Lyapunov reference based model controliers. The process variables for measure are
giso introduced. Th‘e developed nonlinear controilers were successiully implemented in
PLC for the control of dissclved oxygen concentration using Adroit SCADA systems an
MySQL dalabase. In the next chapter, the project is reviewed and conciuded.
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9.1

9.1.1

CHAPTER NINE
CONCLUSION AND FUTURE DIRECTION OF RESEARCH

Iintroduction

The theory of automatic control has been well developed for the decades sver since the
establishment of the Nyquist criterion in the 1930s due o World War {i. All physical
sysiems are nonlinear in nature, it is possible o describe the operation of a physica!l
system by a linear model, using ordinary linear differential squations to solve a prebiem
where a mode of operation of the physical system does not deviate too much from the
nominal sst of operating conditions: somsatimas this condition is called exact linearization.
But at times the linearized modse! can be desmed inadequate and thus giving an
fntroduction of nontinegar systems theory, hence the need for nonlinear theory. Nonlinear
control theory is used for analysis and design of nontinear control systems.

in this thesis, the problem of modeliing, parameier estimation and identification and
control of dissolved oxygen (BO) concentration in the asration tank of the activated

sludge process (ASP) of WWTP using nonlinear control thecry has been considered.

Aims and objectives

Derived from the problem of the statement, the project aim and objectives were
developed and investigaled using the methods for design of finear and noniinear
controllers of the concentraticn of the DO in the aeration tank of the ASP and the
implemeniation of the designed controllers in the frameworks of Maodicon PLC, Adroit
SCADA, MYSQL database and MATLAB/SIMULINK scftware. The obieclives are as
follows:

1. Review of the literature for modeliing and control of DO concentration

2. Development of models of the DO conceniration with different representations of
the oxygen transfer function.

3. Development of method for design of parameter estimation of the DO modsi
ceefficients and oxygen uptake rate for different mathematical representations of
the oxygen transfer function

4, Development of methed for design of a linear controlier of the DO concantration
based on pole placement theory.

5. Development of method for design of a nonlinear contrcller of the DO
concaniration based on Lyapunov stabilily theory and refersnce model control

theory.
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9.2

9.2.1

9.2.2

6. Development of method for design of g nonlinear linearizing controlier of the DO
cenceniration based on the nonlinear geometrical control theory.

7. Implementation of the controllers in the frameworks of the PLC as a part of the
Adroit SCADA system.

8. Development of software for communication betweeﬁ SCADA, MySQL, Matiab
and PLC in real time

Deliverables

in achleving the aim and objectives of the proiect, the fcllowing deliverables were done:

Literature review, analysis and comparison of the models and approaches for
control of DO concentration

Literature review of the methods for modelling, eslimation and contral of the process for
dissolving of oxygen in wastewater using automatic control and parameter estimation of
dissolved oxygen cencentration in wastewaler freatment plants is done. Pariicularly, the
activated siudge procsss modelling and control is considered. A design method, which
gives a high performance controller for ail operafing conditions, Is discussed. The design
method consists of two parts: estimalion parl where the oxygen transfer function and

oxygen upiake rate {respiraticn) are determined and a conircller design part.

In ensuring the effective conircl of the process {ASP} by controlling dissclved oxygen
concentration, two factors that affect the dynamics of the DO, oxygen uplake rate
{respiration) and nonlingar oxygen transfer funchion were taken intc consideraiion.
Review of the mathods for application of respiration and of the DO model narameter

estimation has been performed.

Review of the theory for design of the nonlinear controller
The type of control that i1s convenient for nonlinear systems is nonlingar control, two
methods were used in designing nenlinear controller according to the theory:
1. InputOulput Linsarization
2. Lyapunov theory of stability
Review of the theory of the above two methods was done.
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9.2.3 Development of a method for parameter estimation of the nonlinear model of DO

9.2.4

with different representations of the oxygen transfer function

The oxygen uptake rate has a very complax nonlinear representation according 1o the
Fatierson matrix of ASM1 model. This representation includes different variables of the
ASP. Their on-line measuremant is not possible because of lack of respective sensers.
This means that realtime use of the model of dissolved oxygen (DO} for controi
purposes is not possible if the oxygen uptake rate is calculated according o Palterson
malrix. It is necessary to find some estimated value of the oxygen uptake rate (OUR) on
the basis of the available measurements, which are the DO concentration valuss.
Considered in the thasis are different models of the oxygen transfer function. In order to
develop a2 method and algerithm for this estimation it is necessary to know the values of

K, . This value of K, varies according to the wastewater quality and diffusers clogging.
It shows the sfficiency of the aerator system. K, has a typically nonlinear character: as

the airflow rate increases, then K, tends to a saturation value characlerized by different
Ia ¥

parameters, which are not known. Their esfimation is also necessary o be performed. A
least squares method is developed for estimation of the OUR and the oxygen transfer
function parametears is developed in the thesis. The considered models are used for
design and simuiation of the nonlingar closed loop centrol. Different models of CUR are
considered:

1. Oxygen transfer funclion represented by a time varying parameler

ha

Oxygen transfer function represented by a linear function
Oxygen transfer funclion represented by a power function
Oxygen transfer function represented by an exponential function
Oxygen transfer function represented by a square roct function

Cxygen transfer function represented by second order petynomial

Nk W

Cxygen transfer function represented by a Monod type model

Development of a method for nonlinear linearizing reference model control of the
dissolved oxygen process on the basis of Lyapunov theory

A method for design of nonlinear linearizing reference model control of the DO process
on the basis of the second method of Lyapunov is develeped. Linsar pole placement
design of a linear controller for linearized closed loop system is parformed. The resuiied

closed loop system is stable; it has the desired transition behaviour determined by the
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9.25

9.2.6

selecied poles. The linearized by the nonlinear controller closed loop system follows the

behaviour of the reference model.

Development of a method for design of a nonlinear linearizing control of dissolved
oxygen concentration

A method for design of a nenlinear controller linearizing the closed loop systems based
on geemstric control theory is cdeveloped using reference linear model for the desired
behaviour of the closed loop system. Alingar P coniroller is designed for the purposes of
contrel of the linearized closad ioop system. The obtained closed loon system is stable
and with desired fransition behaviour. The reference modeal is embedded in the method

and does not appear explicitly in the contrel structure as in the previcus method,

Software development

The metheds for design described above are examined ihrough  sirnuiation
implemeantation using Mallab and Simulink. Separate software programs are developad
for every of the deliverables from 2.2.3 till 8.2.5, Appendix A-D. The devsloped software

for different simulaiions is groused in Tables 8.1 and 9.2 respactively.

Table 9.1: Programs used for paramster estimation of different models of the oxygen
transfer function

Time varying parameter & , (50

Linear function Linearm K1KZangd rso
Power function Powerm ‘ K1.K2 anc 155
Exponential function Expcnentialm K1.K2 and reo
Square root function Squsrs roctm K1.KZ and 50
Second order polynomiat Second order polynomalm K12 and rso
Moneod type mode Rionod.m K1K2 and 150

Table 9.2: Programs used for nonlinear linearizing controllers design and nonlinear
contreller design and simulstion of the closed loop system

Lyapunov

Linearizing Linearizing_conirolisnm Pakimol
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Tabie 9.3: Pregrams for nonlinear controlisr implementation in the embedded environment

of PLC

Lyapunov

iO_MAPPING
PI_CONTROL: [MAST]

REF_M0D: 4AST]

NON_LINERD IMAST]
SYSTEM: [MAST)

Linearizing Lineanzing HO_RAPPING: [MAST

Fi CONTROL: IMAST]

LINEARIZING_COTROLLER; [MAST)

9.3  Application of the results

The developed modeals, confroliers and soitware in the thesis serve the foliowing:

®

Better engineering understanding of many of the control process characteristics
for the operational personal

Research base for further investigations of the problem for modsiling and control
of the dissoived oxygsn concentration in WWTP

Education: operators will have insightful about on-line sensors and cther
equipment for process monitering and contrel. The results also can be used for
educational purposes as a learning tool for control engineering students used on
a lab-scale plant for demonstration and practical purposes.

The developed software can provide on-line data to conirel the process and thus
making it easy for prediction purposes.

The methods and sofiware can be applied 1o wastewater trealment glanis for the
municipaiities as well for indusirial operations to achieve betier performance of

the conirellers as most of the plants are nonlinear in nature.

9.4 Future research

The future ressarch is seen o be useful in the following directions:

*

The problem for identifiability of the DO meodels for different mathematical
represeniations of the oxygen transfer function

Further research is nesded in the fisld of reallime parameter estimsation for the
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Besign of nonlinear controller with not only linearizing capabilities, but bringing
optimality to the closed loop sysiem
implementation of the embedded in PLC nonlinear controllers in real-tims on the

place of existing on/off or PID controllers in the Municipality's treatment plants

9.5 Publications

s

[

Nketoans P., R Tzoneva (2009). Method for design of Lyapunov noniinear
linearizing reference model based coniroller for the dissolved oxygen
concentralion process in the wastewater treatment, submitted to SAIEE Research
Journal,

Nketoane P, R. Tzopeva (2009). Methods for design of nonlinear input/output
linearizing controlier for the dissolved oxygen concentration process in the

wastewater freatment, submitied to SAIEE Ressarch jocurnal
i
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APFENDIX D:MATLAB: Sc*}pt f:ie-i}G _Open_Loop Parameters

% Constant caicuiated from KLa=240 metres cubed per day
% Constani celculated from KlLa=240 metres cubed per day

wih rate

,,cHa‘ saturation hetarotrphic oxygen growth rate

% Half-saturation autolrophic oxygen growth rate

Y mmmrmsoorrmomoomo——oommT == ===

“%System Variables

P Y S P TR E RS e ===

clear

Sosat=8; % Dissolved oxygen saturation
K1=240;

K2=1.0961e-004;

Sou=0.491; % Oxygen

V=1333; % Volume of Tanks 3,485
Soin=0.6; % interngl disturbance

t=0:1:8; :

u=50000.0"ones {1,9) %Air flow rate

Qq=55338; %internal recycle flow rate
Qr=18446; % Infiuent flow rate

Co=18446; % Recycle flow rate

Q=Qq+Qr+Qo;

C—Q/V_ S T P e ===

4Siate variables and kinetic values for AS

5;’; ___________ frusefuontvsntii-v _===

muA=0.5 %the maximum sutclrophic g
muH=4; “the maximum beterotrophic growth rate
Koh=0.20

Yh=0.67; % Heterotrophic yeild

Ya=0.24: Y%is the autotrophic yisld

Ks=10; %aHaif-saturation heterotrphic growth rate
Knh=1.0; %Half-saturation autotrephic growth rate
Koa =0.4;

Xbhs=3839.166; %Active heterolrophic biormass
Xbas=74.8985; ¥ Active autotrophic biomass

Snhs=1.733; FAmmonia and ammonium nifrogen
Ss5=0.889; % Readily biodegradable subsirale

Snh=Snhs*ones (1,9);
Ss=8ss*ones (1,9);
Xba=Xbas*ones (1,9);
Xbh=Xbhs*ones (1,9);
T=t"

U=u'

Ass=Ss";

Asnh=8nh';
Axba=Xba',
Axbh=Xbh";
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APPENDIX B
THE DEVELOPED MATLAB M-FILES FOR PARAMETER ESTIMATION

The m-files used for design of parameter estimalion are presented in Apgendix B. The
filas are for calculation of different expressions of oxygen transfer functions and they are

used to estimate parametars K1, K2 and oxygen uptake rate.

B.1: MATLAB script file-New_parameter_estimation.m

clc

Sosat=38;

V=1333;

Qq=55338;

Qr=1844¢6;

Qo=1844¢;

Q=Qq+Qr+Qo;

c=QfV;

Sosat=8;

dt=0.0104;

K=10;

Soin1=[0.7379 0.2691 0.4228 05479 09427 04177 0.9831 0.3015 0.7011 0.6663]
Soin=0.2*ones{1,K}+Soin1;

SO-2 O0*ones(1,K+1)+rand(1,K+1);

%::::::::::::::::::: ““““““““““ e e e el eelireralrrafe e L2 e eref gl el
for k=1:K
- y(k}=S0(k+1)-SO(k)-dt*c(Sain{k)-SO(k));
end
ybar=y";
'%:z:::::::::::::::::_.__ﬂ_.«_.::::_,____::::::::::::::::::::::xz:::::::::::::::

%Calculation of psibar
9,@:::::::::::::::3:::: “““““ = === - et Lo e e 1
for k=1:K

j=2"k;

psibar(k,(j-1):j))=dt*[{Sosat-SO(k))} 1]
end
NCa culation of THETHA
thetha-(psmaf*p&bar)"( 1y psibar*ybar
U;G::::::::z:z:::zz:::::_________q...z:_.._._====__ = et oot
,aCOpymg the coefficients trajectories of K1
‘3""‘"“'_-""“"“'""““""“‘"_‘$:=: —————————— ———=—== [t s i s e —===—=== e =m===
fori=1:K;
=251

K1(i)=thetha(j),
end

uCopymg the cosfficients trajectorias of rso
fbr =1:K;
=27
rso{i}=thetha(j);
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end

k=1:K;

plot(k,K1,'g".k.rso,'r)
tile('Coefficients trajectories of rsg’)
xlabel(time {k}) '
ylabel('SO')

hold ¢ff

o

B o o e i e e e e s e 2 . e o e Ardi A S A A . e T YT AL AL A AL Al bl e i . e e e e

a’fg ______ ———m st st et — s et e chancimsadpadps

SQest(1)=8S0(1)
for k=1:K-1
SOest=S0(k)-dt*c*(Soin{k}-SO(k)+K1*(Sosat-SO(k) }+rsofk);

error(K+1)=S0(k)-SOest(k);
end

plot {(error)

titte( Error Signal)
xlabel{'tme (k))
ylabel('SOest)
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B.2: MATLAB script file-Linear.m

Sosat=8;
V=1333;
Qq=55338;
Qr=18446;
Qo=18446;
Q=Qq+Qr+Quo;
c=Q/V;
di=0.0104;
K=10;

Soin1=[0.7379 0.2691 0.4228 05479 09427 04177 0.9831 03015 0.7011 0.6663]

u=5000.0+1000*Soin1
Soin=0.2"cnes({1,K)+0.5*Sain1;
S0=2.0"ones(1,K+1}+rand(1, K+1)

A e hat e o e i s i i o it i e i s e TR e R St s o e
‘,’5____— = e bt

%Calculation of ybar

for k=1:K

y(k)=S0O(k+1)-SO(k)-dt*c*(Soin(k)-SOK));

end
ybar-y'

al{k)= u(k)*(Sosat-SO(k))
a2(k)y=Sosat-SO(k)

a3(k)=1

psibar(k,{j-2):;j)=dt"[a1(k} a2(k) a3(k)]
end

% Calculation of ThETHA

'C}x ————————————————————————————————

thetha-{psmar'*psabar)"( 1)*psubar’*ybar

-'\/:v._.__.._....

sCopyang the coefficients trajectories of Ki

for i=1:K;

=3"-2
KA1(i)=thetha(});

end

for i=1:K;

=31
K2(i)=thetha(j};

end

F3 7 e rm ar o e e e ko ot e s e e e e e e e YT

Pt e e bbb e e == ooz omT—Tooms ==={':'J:}COQ}J§{}Q

for i=1:K;
j=3%
rsofi)=thetha(j);
end
k=1K;
plot(k,K1, sfue' kK2, 'red Kk rso,'gresn’)
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titte('Coefficients trajectories of rso)
xlabel(time {k})

ylabel('SCY)

hold off

=======%Calculat

D= === e T e ===
Fa)

S0(1)
for k=1:K-1

S0est=S0(k)-dt*c*(Soin(k)-SO(k))+K1*u(k)*(Sosat-SO(k))+K2*(Sosat-SO(k ) +rso(k):

end

e errer

AR = s == MmN e e s s

A A e e et e A e e e e T st .t ———
%

:::::’::’::SOest(‘] ):

for k=1.K .
error(K+1)=S0(k)-SQest(k);
end

plat (error)

titte('Error Signal)

xlabel('iime (k})

ylabel('SOsst)
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titte('Coeflicients trajectories of rso’)
xlabel('ime (k)

ylabel('SO’)

hold off

SO(1)
for k=1:K-1

SOest=SO(k)-dt*c*(Soin(k}-SO(k))+K1*u(k)*(Sosat-SO(k))+K2*(Sosat-SO(k)}+rso(k);

end

e ernror

os p— . e e e Y e e . 7T R P A, S o e i e s st . e ) T i T B B St o S g e, T Y B e

VAR bt ===

for k=1:K
error{K+1)=50(k)-SOest(k);
end

plot (error)

tile('Error Signal’)
xlabel('time {kY)
ylabel{'S0Oest')
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B.3: MATLAR script file-Power.m

Sosat=8;

v=1333;

Qg=55338;

Qr=18446;

Qo=18446;

Q=0g+Qr+Qo;

c=Q/V;

dt=0.0104;

K=10;

Soinl=[0.7379%9 0.2691 0.4228 0.5479 0.9427 0.4177 0.9831
0.3015 0.7011 0.66631]

u=5000.0+1000*Scinl

Scoin=0.2*cones(1,K)+0.5*Scinl;

§0=2.0%ones{1,K+1)+rand{1,K+1);

kS

3=3%*k;
al{k)=Scsat-s0(k)
a2 {k)=Sasat-50(k)}
a3d({k}=1
Gpsibar ik, (i-2):3)=de* [ {Sosat-50(k} ) (Sosat-50ky} 11
psibar(k, (j-2):J)=dt*[al (k) a2{k) a3 (k)]

end

KE={3*K}-2
for i=1:X;
j=3*1-2
thethal {i)=thetha(3);
end
Kl=exp (thethal)

-

FCon 5 ceificients frajectories of X2

KK2=(3*R) -1
for i=1:K;
j=3*i-1
thethaZ (i)=thetha(j);
end

______________________________________________________________

g trajectories of rso
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for i=1:K;
3=3*]
rso{i)=thetha{j}
end
k=1:K;
plot{k,K1,%,K2,k,rso)
title( 'Coefficients trajectories of rso')
xlabel {'time [k}'}
viabel (*50")
hold on

e e T e - e e e e e

for k=1:K -
SQest=S0(k)-dt*c* (Soin{k)-S0{k})+KX1* (Sosat-S0{k})+dt*rso(k);

error (K+1)=50(k}-S0est (k) ;
end

hold cff

plot {erraor)
title('Error 5
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B.4: MATLAB script file-Exponential.m

Sosat=8;

v=1333;

Qg=55338;

Qr=18446;

Qo=18B446;

Q=0q+0r+Qo;

c=Q/V;

dt=0.0104;

K=10;

Soinl=[{0.7379 0.2691 0.4228 0.5479 0.9427 0.4177 0.9831
0.3015 0.7011 0.66631] :
u=5000.0+1000%*ones (1,K+1) +rand{1,¥+1};
S50in=0.2*ones(1,K)+0.5*Soinl;
S0=2.0%ones{1,¥+1)+rand(l,K+1);

for k=1:K

j=3*k;
al (k) =Sosat-50(k)
a2 (k) =Sosat-50(k)

aldk)=1

$psibar{k, {(j-2) :31=4c” { {Sosat-5S0(k)} {Sosat-30{k}; 1
psibar (k, {31-2):j)=dt*[al(k) a2(k) a3(k)]
end

j=3%i-2

j=3*i-1
thetha2 (i) =thethal(i);
K2{i)=(1/u)*log{thetha2/K1}
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B.4: MATLAB script file-Exponentialm

Sosat=8;

V=1333;

Qg=55338;

Qr=18446;

Qo=18446;

0=0q+Qr+Qo;

c=Q/V;

dt=0.0104;

RK=10;

Soinl=[0.7379 0.2691 0.4228 0.5479 0.9427 0.4177 0.9831
0.3015 0.7011 0.6663] '
u=5000¢.0+1000*0nes (1,K+1}+rand(1,K+1);
Soin=0.2*ones{1,K)+0.5*Soinl;

for k=1:K

j=3*k;
al(k)=Sosat-50(k)
a2 (k)=Sosat-50(k)

ald(k)=1
Ypzibarik, {(3-2}:31=4c* [ {So=at-S0{(k)) {Scsat-SC{k}: 13
psibar(k, (3-2):3)=dt*[al (k) a2{k) a3(k)]

ena

j=3%i-2

trajectories of K2

j=3*%1i-1

thetha2 (1)=thetha(j};
K2(1)={1/u)*log({thetha2 /K1)
end

j=3*1
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k=1:K;

plot(k,K1,k,K2,k,rso)

title('Coefficients trajectaries of rso')
xlabel ('time [k} ") ‘

viabel {*501)

for k=1:K .
SCest=80{k)-dt*c* (Soin{k)-S0(k) }+K1*{Sosat-5C(k))+dt*rsolk);
end

error{K+1)=50(k)-S0est (k) ;
end

hold off

plot (errocr)
title('Error §
xlabel(*fim

vlabel (' Shest’
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B.5: MATLARB script file-Sguare root.m

Sosat=8;

Vv=1333;

Qg=55338;

Qr=18446;

Qo=18446;

Q=Qg+Qr+Qo;

c=0Q/V;

de=0.0104;

K=10;

Soini=[0.7379 0.2691 0.4228 0.5479 0.9427 0.4177 0.9831
0.3015 0.7011 0.6663]
u=5000.0+1000*S0inl
Soin=0.2%ones{1,X)+0.5%So0inl;
S0=2.0%ones{1,K+1) +rand{1l,K+1);

j=2*%k;
al{k)=sqgr{u(k)}*{Saosat-50(k}}
a2{k})=1
fpaibarik, {(i-1}:3)=do¥[u{k) * {Sosat-S0{k)} [(Scsar-50{k})) 1}

psibar{k, (j-1):j)=dt*[al(k) a2(k)]

the cogfficients trajectories of K2

for i=1:K;
j=3*i-1
K2 {i)=thetha({j);

G
"
Al
4]
o

rso(i)=thetha(j);
end
k=1:K;
plot(k,.K1,k,K2,k, rso)
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title(:Cosfficients trajectories of
xlabel {'tima (k}')
vlabel ('S07)

for k=1:K
error(K+1)=S0(k}-SQest (k) ;
end

hold off

xlabel (‘zimas {k}7)
ylabel ('§Cest’)

2M



k=1:K;

plot({k,K1,k,K2,k, rso)

title(!Coefficients trajectories cf rso')
xlabel (ftime (k) )

ylabel ('50°)

for k=1:K
error (K+1)}=80{k}-S0est (k) ;
end )

hold «ff

plot {error}

title('srr

\
or Signalt) -

203



B.7: MIATLAB script file-Monod.m

Sosat=8;

v=1333;

Qg=55338;

Qr=18446;

Qo=18446;

O=Qq+Qr+Qo;

c=0Q/V;

dt=0.0104;

K=10;

S0inl={0.7379 0.2691 0.4228 0.5479 0.9427 0.4177 0.9831
0.3015 ¢.7011 0.6663]
u=5000.0+1000*Scinl
Soin=0.2*cnes (1,K)+0.5*Soinl;
50=2.0%nes{1,K+1)+rand{1l,K+1);

i=3*k;
al (k) =Sosat-50(k)
a2 (k)=-{Sosat-50(k)}
a3 (k=1
¥osibarik, (-2} :31=dt* [ {So=sat~-8C{¥k) -(Sosat-
‘peibar{k, (j~2}:j}=dc*[al(k) a2(k) a3 (k)]
end

j=3%i-2

Crajeciosries oI

j=3*i-1
thetha2 {i}=thetha{]j);
K2 (i)={1/u(i}) *log(thethaZ (i) /K1(1});
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k=1:K;

ploti{k,X1l,k,K2,k, rso)

title('Coafficiants trajecteries of rso')
xlabel('time (k}'}

ylabel{ 50')

hold o=n

for k=1:XK
error{E+1)=50(k)-S0est (k) ;
end ’

hold cff

plot {error}

title( 'Error Signai') -
xlabel('tima {k}‘}
viabel (' S0esc')
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APPENDIX C: MATLARB: Script file-Linearizing_Controller.m

oY o i e et e e e e e . . e AR R M dAdid AP M hian Jeial A i Wik e T . VO YUY AMED LA ke BARL LALLM AR, b S e g =P T T ATV TV TAL T, UL b A o o e e o . e . g
A == = B e

%Parametars for Closed control of the linearizing controller
YeDissolved Oxygen Concentration

‘310:2:::::::===::::::::::: ““““““ e e ey P e i ——3— = ——
A Y SRl e e L S T oSS S oo EEEEEmmmams s o mmmEmm I T T T
%Systam Varigbies

Yhmmmmoommmmo oo mmIm —== FECCosSmDmISoETTT moo=ssooorsoSooooon
clear ‘

Sosat=8 %L0issolved oxygen saturation

K1=240; %L Constant calculatad from KLa=240 metres cubed per day
K2=1.0961e-004; _ %Constant calculated from KLa=240 metres cubed per day
S00=0.491; “COxygen

V=1333; %Volume of Tanks 3,445

Soin=0.6; “olntarnal disturbance

t=0:1:8;

Qq=55338; Y%elnarnal recycle flow rate

Qr=184485; “infiuent flow rate

Co=18446; Y% Recycie flow rate

Q=Qg+Qr+Qo;

c=Q/V,;

a=-0.8;

b=15000;

s o ——mmmmo e — T e — o e e e — —
%State variables and kinetic values for ASM1

C[::::::——————————:—— frp——3 TmETmomo oo :::—————:::::::::::::::::muA::O_5;

%the maximum autotrophic growth rale

muH=4; %the maximum haterofroghic growth rate

Koh=0.20; “Half-saturation heterotrphic oxygen growth rate
‘Yh=0.67; %Heterotrophic yeild

Ya=0.24; %is the autotrophic yieid

Ks=10; L Half-gaturation heterotrphic growth rate

Knh=1.0; o Half.saturation autotrophic growth rate

Koa =0.4; %% Half-saturation autctrophic oxygen growth rate
Xbhs=2559.444; % Activa heterolrophic biomass

Xbas=149.797; YLActive autolrophic biomass

Snhs=1.733; YAmmonia and ammoenium nitfogen

555=0.889; YaReadily hiodegradable substrale

Snh=Snhs*ones(1,9);

Ss=Sss*ones(1,9);

Xba=Xbas*ones{1,9);

Xbh=Xbhs*ones(1,9);

T=t,

Ass=Ss";

Asnh=Snh";

Axba=Xba’;

Axbh=Xbh';

A e e e e S e e === Ss==s==s= ====== ==

%Calcuigtion of the oxygen uplake rale

Y= = =
rso=-muH*((1-Yh)/Yh)*(Ss/(Ks+Ss))(Sco/(Koh+So0))*Xbhs-muA™((4.57-
Ya)Ya)*(Snhs/{Knh+Snhs))*(Soo/(Koa+S5S00))"Xbas

rsol=rsa*ones(1,9),

rso2=rsol’;




%P Controlier Parameters

Ti=b*(4+a)/6
Kp=4+a
P=Kp;
I=P/Ti
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APPENDIX D:MATLAB: Script file-Parameters_Nketoane.m

YParameters for Closed contro! of the Nonlinear linearizing controller

%Dissolved Oxygen Congentration

0F, mma — -

pmii o =

%System Variables

Xbhs=2559.444;
Xbas=149.797;
Snhs=1.733;
Ss5=0.889;
Snh=Snhs*ones(1,9);

“the maximum autetrophic growth rate

Yethe maximum heterctrophic growth rate

YeHatf-saturation heterotrphic oxygen growth rate

“Heterotrophic yeitd

%is the autotrophic yield

% Haif-saturation heterolrphic growth rate

Y%Haif-saturation autotrophic growth rate
% Half-saturation autotrophic oxygen growth rate

“%Active hetercirophic biomass

ShAciive autotrophic biomass

YAmmenia and ammonium nitrogen

“hReadily biodegradable substrals
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¥, zmzom== ===== ========= szm=s—=czosowss
clear

Sosat=8; %:Dissolved oxygen saturation

K1=240; %Canstant caloulated from KLa=240 metres cubsd per day
K2=1.0961e-004; %Constant caiculated from KLa=240 metres cubed per day
Sco=0.491; %Cxygen

V=1333; “sVolume of Tanks 3,485

Soin=0.6; “internal disturbance

t=0:1.8;

Qq=55338; Y%internal recycle flow rate

Cr=18446; Y%infiuent flow rate

Qo=18446; “=Recycle fiow rate

Q=Qq+Qr+Qo;

=Q/V;

a=-0.8;
b=15000;

d=1;

e E ST T SR R R R IR S S S S S S S S S S T S S TS S S ST S S S ST S S SIS SIS S S S S SIS



Ss=Sss*ones(1,9);
Xba=Xbas*ones(1,9);
Xbh=Xths*ones(1,9);
T=t];

Ass=8s];

Asnh=Snh';
Axba=Xba';
Axbh=Xbh';

rso=-muH*((1-Yh)/Yh)*{Ss/{Ks+Ss})(Soo/(Koh+So0))*Xbhs-muA*((4.57-
Ya)fYay(Snhs/{Knh+Snhs))*(Soo/{Kea+S00))*Xbas

rso1=rso*ones({1,9);

rso2=rsot’;

Ti=b*(4+a)/6
Kp=4+a
P=Kp;

1=P/Ti
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E.1: Modicon M340 PLC description

E1

E1.1

BMX XBP 0600 rack (6 slots})
There are four sizes of racks, chosen according to the number of modules needed to be
used: '
»  BMX XBP 0400 rack (4 siots)
+  BMX XBP 0800 rack {6 slofs)
s« BMX XBP 0300 rack (8 slots)
o BMX XBP 1200 rack {12 slots
The list above gives the number of usable slots.
Each rack includes one exira slot that is reserved for the power supply moduls. and one

slot on the right is reserved for the BMX XBE 1600 rack extender module

The following diagram shows the BMX XPB 0800 rack

Y — T,

e o
_ -‘q__:ﬁ'—""wi-'wﬂ' ” P‘} w1
7 el _:-_.—_l,-'-"-'.- [ “!l -I-_.al I _. - -
; = - =

“ 2= i - ot

IF;?II =0 lll'L-"—-'" -

Figure E1.1: BMX XPB G500 rack diagram

Grounding a Modicen M340 PLC configuration invalves the racks and the power supply
modutes, Prolective grounding of the racks must be performed by connecling a ground
cable between the protective earth of the instaliation and the screw located on the left-
hand side of the rack, close 1o the power supply module. This screw is used to connect
two cables (1.5 to 2.5 mm® or in AWG size, 16 to 13). Every rack in the PLC siaticn must
be grounded.

BMX CPS 2000 Power Supply
Each rack requires one power supply medule defined accerding to the distribuied
network (slternaling or direct current} and the power necessary at rack {evel. Power

supply medules are used fo supply €ach rack and its modules. The cheice of power
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supply module depends on the distributed network (aliernating or direct current} and the
power reGuired. There are two fypes of power supply module:

s power supply modules for alternating current natworks

+ power supply modules for direct current networks

The power supply module is instalied in the first two slots of each BMX XBP 0800 rack.

E1.2 Auxiliary Functions of the Power Supply Modules
Each power supply madule has the following auxiliary functions:
e display panel

« alarm reiay.
= pencil Hip push button which causes a reset of the rack when pressed
+« 24 VDC sensor supply {only on modules powered by an alternating current

network).

Figure E1.2: The BMX CPS§ 2000 power supply module and components numbers

E1.3 Sensor Power Supply
The BMX CPS 2000 aiternating current power supply medules have a built-in power
supply providing a voltage of 24 VDC which is used to supply power to the sensors. The
following ilustration identifies the various components of a BMX CPS 2000 power supply

moduls

Table E1.1: The following table describes the components of a power supply moduls.

Display pane

-
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3 Alarm relay connector

4 Connscior for the mpu! tetwork (and the 24 VDO senser power supply for BMX CPS 20003500
alternating current power sunply modules)

E1.4 Grounding of thé Power Supplies

E2

E2.1

The power supplies are equipped with ground connection contacts. Just like the rack, the
Protective Earth (PE) terminal located on the power supply module must be conneacted to
the protactive earth of the instaliation in one of the following two ways: Using a separais
cable, independent of the rack ground cable, and directly connected to the pratective
earth of the instaliation. Using a cable connecting the ground screw of the rack fo the
Protective Earth (PE) terminal of the moduls from the power supply (where the rack is

already grounded

BMX P34 2020 Processor

BMXP34 2020/2G30 processors support communication via an Ethernet link. These
processors have a built-in communication channel dedicated to Ethernet communication
The BMX P24 2026/2030 processor has only one IP address. 2 rotary switches enabis
easy selection of the | address processor.

introduction to the Ethernet Port

The following illustration shows the processer of the RJ45 Ethernat port from the BMX
P34 2020

HAC address

Lo I T T

i

Figure E1.3: BMX P34 2020 diagram showing an RJ45 Ethernet port.

215



Tahle E1.2: The foliowing illustration shows the pin assignment of the Ethernet port for the
BMX P34 2020/2430 processor

TO+
T
RO+
Not connecied
Not connacted
RD-
Not connacted
Not conngied

fead BN Reod Bl EEN FANE W)

The MAC address is located on the front panel of the processeor balow the processor
display panel. The BMX P34 2020/2030 operatas as a single node on an Ethemnet and
possibly other netwerks. The module must have a unigue 1P address. The 2 rolfary

switches on the back of tha moedule provide a simple way to select an {P address

Figure E1.5: MAC diagram for selection an IP address

Ethernet pert on a BMX P34 2020 processor is identifiable by a green ring, Figure £E.6

Figure E1.6: Ethernet port on a BMXA P34 2020 processor
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Ethernet communication essentially targets applications of:
s coordination between FLCs

» local or centralized monitoring

L 2

communication with the production management information system
« communication with remote inpuis/outputs

Acling as an agent, Ethernet communication also suppoerts managament of the network
menitoring standard SNMP. The following illustration shows an Ethermnet network

Madicon M340 corfiguration

E ......

=3

Modicon 8340 corfiguration

[

Li

Modicon M340 éonﬁguraﬁun
Figure E1.7; Ethernet network dizgram

[ IR L)

o]

A

Figure E1.8: The components of a BMX P34 2020 processor diagram

Table E1.3: The following table shows the comgponents of a BMX P34 2020 processor
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2 LISB port

3 wemory card protection port

4 Serial port

5 Senal ;:ors idenlification ring {(biack}
6 Ethemst port

7

Etharnet port identification ring (green}

E2.2 Connecting a Console to a Processor
Two connection cables are avallable to connect a human-maching interface o the
procassor USB port
+ BMXXCAUSB (018 1.8 miniength
o BMXXCA USB 045, 4.5 minlength

Both of these cables are filled with 2 connecior at each end:
s+  Type A USB: connects 1o the console

¢  Type mint B USB: connects to the processor

Cn the type A USB conneclor side, these cables are fitted with a metallic ground
connection (o be screwed fo a grounded cbiect
On the type mini B USB connector side, these cables are fitted with a;

« Metallic ground connection to be screwed o a grounded object

+ Bare section to be fastened to the prolection bar with a clamp ring

Nete: When using the M340, it is strongly recommended {o use a USB 2.0 shigided
cable following the USB international standard. The cables BMX XCA USB 018 and
BMX XCA USB 045 are designed for this lype of use and avoid unexpected
behaviour of the PLC. Those cables are shielded and tested against electrical noises,

Display
There arg several LEDs available on the front panel of each processor, énab!ing rapid
diagnosis of the PLC status. These LEDs provids information on:

s PLC functioning

+ the memory card

e communication with the modules

+ serial communication

» communication on the CANopen network
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+ communication on the Ethernet network

The following diagram shows the diagnostic LEDs on the BMX P34 2020 procassor. Note
that two displays exist, depanding on whether you are using V1 or V2 (or greater) of the

Processor.

Figure E1.9: The diagnostic diagram of LEDs on the BMX P34 2020 processor

The characteristics of the BMX P34 2020 processor are presented below
Table E1.4: The characteristics of the BMX P34 2020 processor

h
ofchannels Arsalog Tack inputsioutputs 258
Expart channels 38
Etharn#! chamnels 3
Numbpser of | USB 1
embedded Serial modbus link 1
connectons CANopen master -
Ethermnet 1 {embsdced]
Savable reai-time ciock Yes
Savable Application Data Memory Capacity 256 Ko
Application | MAST sk n
Structure FAST sk 1
Cvent processing g4
Application | inmarnai 100% Boslean 8.1 Konsmsi 1}
Code RAM 5% Bosiean + 35% cigha PRy
Execution
Speed
Execution | One basic Boclsan instruction 0.1z
Time One basic digital nstruction SAT
Ona floating point instructon 1.1
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E3

Discrete inputs/outputs
The discrete inpuloutput modules are powered by the rack bus. The modules may be
mnstalled and uninstalied without tuming off power supply to the rack, without causing any
hazards and without there being any risk of damage or disturbance to the PLC. The
discrete inputouiput modules of the Modicon M340 range are standard format modules
{occupying one single position), fitted with either:

+ one 20-pin terminal block or

s one or two 40-pin connectors

For modules fitted with 40-pin connector oulputs, a series of products known as
TELEFAST 2 is available that enables discrete input/output modules to be quickly

conneacted o operational parts.

Inputs
inpuls receive signals from the sensors and carry out the following functions:
s acquisition
+ zdapiation
= galvanic insulation
» fiitering

» protection against interference

Qutputs
Outputs store the orders given by the processor, in order to control pre-actuators via

decoupling and amplification circuits

A wide range of discrate input/output modules enables the user to select the module best
suifed to his/her needs. The characteristics of these modules differ as follows:

Table E1.5: Different characteristics of discrete inputioutput module

N ——
Modularity
. 18 channsis
s 32 channsels
« £4 channsis
Type of Inputs e Hodules with direst current inguts {24 VOC and 48 VCC}
+  Modules with altemating current inpuis {24 VOA, 48 VCA and 120 VCA)
Type of Qutputs = Moduies with relay culpu's
» todules with direct current sigfic oulputs (24 VEC /0T A-CB A - B A
s Modules with altemating current static cutputs {24 VCC / 240 VAT /3 A
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Type of »  20-pin terminal blocks
Connector «  40-pin conneclors atlowing sonnection 1o sensors and pre-aciuators by means of

the TELEFAST Z pre-waring system

The foliowing illustration shows a discrete inputiouiput module with 40-pin conneciors:

Figure E1.10: A discrete inpuffoutput module with 40-pin connectors:

E3.1 BMXDDI 1602 Input Module
it is a 24 VDC discrete module connected via a 20-pin lerminal bicck. it is a positive logic

{or sink) medule, its 18 input channels receive current from the sensors.

d

Figure E1.11: 24 VDC discrete module connected via a 20-pin terminal block

The following diagram shows the connection of the module o the sensors
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Figure E1.12: Wiring diagram for a 20 pin out for a digital cutput module

Table E1.8: General Characteristics for the BMX DD 1692 module

B B M 3
Nominal inpdi values
Current 35mA
Thresheld input values att Voltags 211V
Current >Z2mA{ferdz 11y
a4 Vollage 5
urrent < t8mA
Sensor supply {including rippie) T8-20V  {pessibie up 34V, bmied

Input impedance at nominal U

Response time ypical 4 me
maxmum 7ms

Reliability 8TBFmn hours atampiert T=33°C OB 237

Reverse polarity Protectad

JEC 1131-2 compliance Type 3

2-wirel3-wire proximity sensor compatibility

IEC 847-5-2

Dielectric strength

1500 V actual, 30/60 H: for 1 min

Resistance of insulation

=10 MO {belew 500 VDS

Type of input Current sink
Paralleling of inputs (1) Yes

Sensor voltage: monitoring | Ok =18 ¥DC
threshold Error <14 vOC
Sensor voltage: monitoring | On appearancs 1ms<T<3ms




E3.2

response time at 24 V (-15%....+20%) | On disappesrance B8ms<T<30ms
Power consumption 3.3V wypical 75 mA
rmaximum 1037 mA
Sensor supply consumption ysical 48 mA
maximum 73mA
Power dissipation 2.5 %W max
Temperature derating Mone

{1) This characteristic is used to connect several inpuls to the same module in paraliel, or

to different modules for input redundancy.

BMX DDO 1602 Output Module

The BMX DEG 1802 moduls is 24 VDL discrete modules connected via 20-pin terminal
block. Itis a positive logic (or source) module, its 16 output channels provide to the pre-

actusators.

Figure E1.13: 20 pin out digital module diagram
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Figure E1.14: Wiring diagram for a 20 pin out for a digital output meduls

Table E1.7: General characteristics of the BMX DDO 16802 module

Nominal values

Current G5 A

Threshold values Voiiage {incluging rippia) 15...30 V {34V poesitie for 1 houriday)
Current/channsl 0825 A
Currentmodule 1GA

Power of tungsten | maxmum W

filament lamp

Leakage current ato < 0.5 mA

Voitage drop at1 <12V

Load Impedance AT 7B

Response time (1) 1.2 ms

Refiability

FATBF in hours 8t gse= 1730°C

Frequency of switching to inductive load

Paralleling of outputs

Yes {maximum cf 2}

Compatibility with IEC 1131-2 DC direct inputs

Yes {ype 3 arxd actiEC)

Built-in protection

against overvaiiags

Yes, by Transid Jiode

againstinversions

BGRNEL SNOI-Circulls and overinaas

Yes, by current imiter and aisct

1.5 in<ld<Z in

q e S E_RE s o
10 CHOUI-DTEHERE!

Pre-actuator voltage:

monitoring threshold

Ck >18V
Error <i4 Y

Pre-actuator
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E4

voltage: monitoring

response time

o disanpearance

1 ms<T<Ems

Power consumption | fypicat TS mA
33V maximum 111 mA
24 V pre-actuator | Typical 23mA
consumption maximum 32 mA
Power dissipation 4 Wmax

Dielectric strength

Cuiputigrouns of

suputintamal logic

1500 Y aclual STYBH

4 min

Resistance insulation

> TGrL (pelow 850 VDO

Temperature derating

None

Analog inputs/outputs

The analog inpuloulp

ut modules are powered by the rack bus. The modules may be

installed ang uninstaliad without turning off power supply 10 the rack, without causing any

hazards and without there being any risk of damage or disturbance to the PLC. The

analog modules may be installed in any of the positions in the rack except for the first two

{marked PS and 00) which are reserved for the rack's powar supply module and the

processor module respectively. Power is supplied by the bus at the botiom of the rack

(3.3V and 24 V).

Table E1.8: The general input characteristics of BMX AMM 0600 module

Nature of inputs

Number of channels

4 inputs

Acquisition cycle time:

¢ Fast (periodic acquisition for the

declared channels used)

tms + lms ¥ number of channeis usas

« Default (periodic acquisition for all | 3ms

channels)
Resolution 14 bitin +-30V
12 bitinG.....BY
Digital filtering 1+ order
Isolation:

+ Between Inputs channels group | 750V0C

and output channels group

e« Between channels and bus

« Between channels and ground 1406 VEC

Maximum overioad authorized for inputs
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Power consumption | Typical G35 W
{3.3Vv)

RMaximum .48 W
Power consumption | Tygpica: 13W
(24v)

Bagmam 2.8W

A wide range of analog inpuf/output modules enabies you to select the module best

suited 1o your needs. The characteristics of these modules differ as follows

Table E1.9: Different characteristics of analog inputioutput module

i Characteristic

Modularity .
. 4 ¢ NEg
Performance and range «  Voltageicurrent
of signals offered s+ Ths
a Tharmowal!
Type of Connector s 20-pinierminal biocks

Afpin conmecions ailowing connechon 1o sensors and pre

~astuatons by

mesns of the TELEFAST 2 pre-wiring systam

The following illustration shows an analeg inputfoutput moduls with one 40-pin connector

The foliowing iltustration shows an analog input/ouiput mod

T

Figure E1.15: 40 pin Analog module diagram
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Power consumption yoical .35 W

(3.3V)

| Baximum 248 W

Power consumption | Tygicai 13w
(24v)
Maximum 2.8W

A wide range of analog input/ouiput medules enabiles you to select the module best

suited to your needs. The characieristics of these modules differ as follows

Table E1.9: Different characteristics of analog inputioutput module

Modularity *
* i
Performance and range s Vohiagefourrent
of signais offered »  Thermotoupls
° Tharmowsl!
Type of Connector «  20-pinieming! biocks
s d0-pin conneciors allowing connaction o ssnsors and pre-antuaions by
means of the TELEFARTY 2 pra-wiring sysiam

The following illustration shows an analog input/output module with one 40-pin connector

.

Figure £E1.15: 40 pin Analog module diagram

The foliowing iliustration shows an analog input/output module with 20-pin terminal block:
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E4.1

Figure E1.16: 2¢ pin Analog module diagram

BMX AMM 0600 Analog Modules
The BMX AMM 0600 Inpu¥/Cutput medule combines 4 nan-isclated analog inputs with 2
non-isclated analog culputs. The BMX AMM 0800 medule offers the following range,
according o the selection made during configuration.

«  Voltage input range +~10V/0..10 V0.5 V1.8V

» Currentinput range 0..20 mA/4...20 mA

+  Voltage outpuf range +-10 V

s«  Currentoutput range 0..20 mA/4...20 mA

The actuators are conneacted using the 20-point terminal block.

The terminal block connection, the sensors, and the ac%uaiors wiring are as follows:
Ux is the positive pole input for channel x

COMx is the negative pole input for channel x

U/i0Ox is the positive culput for channel x

COMux is the negative output for channel x

Note: The current loop is seif-powered by the output and does not request any external
power supply,

Tabie E1.10: Ccmnect:on gcznts for Ana;og module

5 Terhicity
1 B&7 g 5o
2 8810 11 Conductvity
3 12813 14 PH

227



Uo

(‘_"g { )

NC
woltage £20s0e wiirg
CCOMo I
psupply
" AT CSY oo
H | [} ] NS vaanct
i
U2 o UITErg SENS07 WHng
coMa glou_;rg bar
13
NC
UACo f‘\__fl:‘s:e'ele%m bl
RN
b — cument or voltage
J ‘-‘ { l[ BCTYItOr wiring
gmu-_drg bar

Figure E1.17: wiring diagram of the Analog module for a 20 pin out connection
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E.2: MySQL database

This figure below indicates how the data can be imported and exported from Matiab to

MySQL. An mille is created in Matlab and executed when required as indicaied below.

The aim of relrieving and sending data from MySQL and Adroit is fulfiled in the Adroit
application. Initislly communication between the two applications is established; then

through Adroit progkamming data can be retrieved and exporied

T
E=
3: conn = dscebase (® incduscmimlil’ ' rocoh , Admint ] rEoonmeer = g MATI. AR ==
& marAbhprefe { Nul 1IN uwesrRasdgr , caf) 2
LB
[~ ¥ = Iength{Scocin) :
.7 For R =T 1:K
. inSert{conn, * Somtroloutpat , {'Curtoun' Y, {outpuc (k, 1) } 12 Do iso kg
k=2 end
10
-5 close (conn)
12

B
W

port_SP.m- i |

. ¥ Export_outpUt 1

Figure E2.1: M-File for Export of data

Edit  Text . Deskeop Window  Heip

e B | % ma gL v o [ B 4 F L B m B =il

[ ;
1 ¥ Import
2
= conn = databease (! indugstrial’! oot o kdadmint ) rFoonnect® a MATL LR s=o
T curmor = exec (cona, ' SELECT DoSenPoint fromw afi.setpoint’ )z
5 macdbprefs (' DatasPascurnForoat ' 5 ‘mouunsrict ) 2
5 cursor = ¥feoch(curmar)} :
B Setpoint = cursor.Patcar
a
=3 = Xeoport KO wvaluse Iorom Ssnsows
- 10 conn = databage (' indumcrial’,'roon! ,f Admin’ )l isoonnect=s ®w HATLAD ==jH
i & cur=or = exec (cenn, ' SELEIT OVaAlIUSs ZTrom ayil.oreslt iossroaluest) o
12 =mredbprers [’ Dacafketurniformar ' ,  »Douaneriaes § o2

13 ourmor = fetchlicursor) :
14 DOraw = cursor.Dataz
15 POr=maw = DOrawi(l, 1]

iin TieT Col 24

=cript

Figure £2.2: }-File for Import of data

The following dialog boxes indicate the configuraticn of tags in the Adroit environment.

Here tha analog agent has been selected and fags can be scanned to PLC.
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Tables can then also be created In MySQGL DB Manager in order to store all imported and
exported data from Matiab and Adroit. This dizleg box is therefore imporant, for
interfacing simuiated values with real time.

) . : o mues&mwm am{}
(€2 T3] fE W@bﬂhﬂlanm) |Emm(mmvm) % MySod oy » X

#o g - — i
' z s T Raconis Gty .
Innee 0 roat
InnaDE 101 rea
e InrcCe 85 oot
= K ovi oD 1 rooc
+- e Functions
%:&bﬁu’
o B Queres
- Diagrams
- 5 Fome
= B oaka
%%mata
& £ mvsd
F§)
W B wastewater
- i} thers
o {% e N

Flgure E2.3: MySQL DB Manager

Raw valuss from the senscrs can now be imporied {0 Matlab via the database. The

following dialog box displays the raw values that are recsived from the sensors.

FAF B N T _
;. Fle Edk  View Format - Msnagement  Tools  Window el
PSR w8 B B T I3 R - i W :
Warkspacs o : - Froowars Ediion mystilocathost - o ooty 3
- ) MySQUIblocaihost {avi.contraioutput) « = MySoL Plocaliast (. pic_ vales) ; x
oiq @ o e fERSTIET T DwX DA Ap ek gl Tz MR BR .
Do | comi | Po | wma ] e Ilmh Tiobe | pose | LogTime | %
] 225000 §.17G00_47.75000 . 7.8100G..... 2011-08-08 19:07.08_____
_171.70000° 0317000 47.74000 T o ir33sec 2011-06-98 1908707 .
1 1.20000:0.29008" 47.70080° i -7.BR000 - 2014-06-08 19:08:06 s
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Figure E2.4: MySQL DB Manager import data from Matlab and Adroit.

Since the main focus is on the monitoring of the DO values, these valuses are exiracted
separately and are being compared with {he set-point valug of 2inthe PLC
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The set-point is being created in MySQGL and is being send to PLC where the DO values
will be compared with the sst-point valuas or o Matiab where design of the controller

paramsiers can be provided
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F|gure E2.6: Gialog box d:agram

This dialog box Figure E2.6 displays the set-point that has been imported to Matlab. This
dialog box Figure E2.7 displays the analog tags. Note that all the tags are being scanned

to the PLC, before any operation ¢can be executed.
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E 3. Adroit program
The SCADA and aulomation program Adroit {A Distribuied Real-ime Obilect oriented
Intelligent Toolkit) is used to achieve the following:
1. Acquire sensor data from the PLC,
Store this data in a Database,
Acguire cosflicient and set point values from a Database,

Update these values 1o PLC in realiime and

R S A

Allow the user to change parameters and observe process response and trends.

Figure £3.1 shows the mimic window of the main menu. This is the dafault screen of the
user interface and all other parts of the GUI can be accessed from this main user screen,

This mimic has five butions that enable the user 1o access other parts of the project

The ‘DO Trend Graph’ butlon allows the user to calt up a historical graph {irend) window
that displays the measured value of DO in the asrobic zone of the plant. The 'Aerobic
Tank’ butlon brings up another mimic that displays the real-time plant, with the GO
measurement and stale of the air inlet valve. The ‘Browse Database’ bution execules a
command thal runs the MySQL Gusry Browser. The user is prompied for a password
and can then browse threugh the data of the plant.

L

CHUP L B L CHAAND DU
QR T ENGUD S i

WAL Gl N
I

7

Figure E3.1: Adroi Program

The developed Adroit program shown in Figure E3.1 s used o acquire dala of variables

from the PLC and frem Lab measuremenis. The data acquired from PLC is for DO
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{dissolved oxygen), Conductivity, pH and Turbidity. The butten marked DBase is
asscctated with the program for sending online data o the Database in MySQL whan this
bution is pressed it opens the database table in Microsoft Access. Button Trend is
associated with the program for viewing graph for onling variables, when this bulton is
pressed it opens the trend plotling the current status of variabies. The button Send o DB
is for sendiég lab-measured data {o database, when this button is pressed variables go
o the dalsbase in MySQL and that can be viewad by pressing the DBase butlon, which
will open dalabase. From the database il can be sean that Iab-measursed dala has been

enterad to the data basé'.
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E.4. Sensors used in the Iab-scale plant
Dissolved Oxveen Sensor
Turbidity Sensor
Fh Senscr

Conductivity Sensor

Each of these sensors has ransmillers where the currently measured variable can be

displayed and the signal can be send {o the PLC.

Figure E4.1: DO Transmitter

DO, pH and Conductivity transmitters have the same type of boxes and displays as show

for DO in Figure E4.1. All these transmifters are mounted in a Box together with PLC,

Turbidity meter and power supplies for all transmitiers and for PLC

E.4.1 Solenoid Vaive

3/2- WAY SCLENOID VALVE, G1/4, monostable Mod.434-015. The Series 4, G1/4, 3/2-
way solencid valves, which have electro pneumatic actuation and spring return, are
availzble in the N.C.(closed) or N.C.{cpen) varsion. This model operates at a flow rate of
1250 N1/min and a cperating pressure of min 2 1o max 10 Bar. Their main characterisiics
are in their eleciro pneumatic actuzted and spring design.

The main advantage of these solencid valves is their small overall dimensions and low
energy consumption and can also be assembled on a pneumatic or eleclric manifeid.
This model can be operated at a temperature of § 1o 60 Degrees Celsius using dry air at

20 Degress Celsius. Ses Figure E4.2
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Figure E4.2: Solencid Valve.

E.4.2. Proportional Pressure Regulators
This is a MPPE type and is being used in parallel with the sclenocid valve. The valves’

technical data can be displayad as folicws: See Figure E4.3
Table E4.1: MPPE valve dat

Congrrucionst desion Actuation wype

Figure E4.3: Prcpbnibhal Pressure Reguiators

236



E.5. Sensor wiring
£.5.1. Connecting DO sensor
= After properly mounting the transmitier, install the GLI membrane dissolved oxygen

SeNnsor.

+ Route the six conducters inter-connect cable {o the fransmilter,

+ Althe transmilter end of the inler-conneact cabie, twist the two shield wires fogather. Then
insulate them with plastic tubing or tape 10 prevent inadvertent shorting, and connect the
combined shisid to transmiiter Terminal 3 on TBZ.

» (Connect the other sensor interconneact cable wires {o the transmitier terminais on TBZ,

matching colours as indicated in the diagram Figurs ES. 1

| (@] 1 white (6 vDC)
BIERCTRNECT CASLE Bmf | |@§ 2 Blua (+5 VIC}
?mﬁ""ﬁ‘”‘ | |@] 3 ShiekdBlack
Vel
v 1| @ 4 Yetow (Temp)
S Ll i@l 5 Green (Diagrostic)
. O @t e
e
LR o) b i
A DACHBELT 0] @] 7 Red Signa
RECEPTALLE
SMIELD $RES TWO PER CARIE}
TWISTED TOGETHER AND PLASTHY
WRARPED TO PREVENT SHORTING
MERBEANE 0O SENS0R :;:,
Figure E5.1: DO Sensor Wiring
The DO sensor has been wired according o this diagram.
=
/" %
FPRO-D-E 5P Oisaodveod O2
TE31 TEB=>
ST =g 5] ] £ [E=] wIE
= ijgg;’%’% svoe | 2 Ol e
S sH 2 2E S s |3 | @
o a4l S5 & gl P | e
&= :I ._§_ a % § !‘grour\d‘t S :I @
= — | 6 | 2 i L= I R s
& —t 7 £ e |7 ] |=>
— S

Figure E5.2: DO Transmitter inside view

237



The dizgram in Figure £5.2 shows how the DO, Conductivity and pH Transmitiers lock
like inside. Frem TB1 is the connection for power supplies and is the same for all three
Transmiiters and from TB2 is connection for the sensor and it differs for all hree sensors

according to thelr colour-coding.

£.5.2. Connecting conducting sensor

B, z_g @l 1 White (Drive)
| |@)| 2 Blua (Drive)
sme;‘:z*r% {7} 1@ 3 Shield {Groubd)
210 12| 4 Red (Temp)
e Ll 10l 5 Yelow (Ground)
SENSOR L) 16
S b1 181 7 Green {Signal)
Outer Shisd

..

= To Earth Ground
Figure E5.3: Conductivity Sensor YWiring

This sensor has been wired according {o the diagram in Figure E5.3.

)
/— ﬂ
PRO-C-ESF: 2E Congductivily
181 182
& |1 _1.~z1;]§ E . g (5‘:&1 1 [ &
®| O k2n & 2 S ne 120 1O |@
_] 3|5 E 5 Shied
S| 1 i 2 E E % 1Geoundi 3 O] |@
o jof [2lo¥3E & [Esle) o e
& |d ig % 8 i | 5 Ol @
® |Of is i £ |Z ve (6| IO @
®| |0l {7 2 e 17l 1Ol |@

(

_

Figure E5.4: Conductivity Transmitter Inside view
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£.5.3. Connecting pH sensor

« Connect the electrode’'s reference signal, braided shield wire of coaxial cable (black
insulated wire for GLI electrode) to Termingt 5 on TBZ.
» Connsct the electrode’s active signal cenire wire of coaxial cable {(clear insulated wire for

Gl electrode} to Terminal 7 on TBZ.
s Connsacta jumper belween Terminals 3 and 5 on TBZ.

» Connect the electrode’s temperature slement {typically white and red insulated wires for

GLi electrode) fo Terminals 3 and 4 on TB2, attaching either wire {o sither terminal,

White

m 1 White {-5 VDC)
bner 10 @) 2
. _Shield and Black L1} @) 3 Shisi/Black
\\fe{!c;w Ol (@1 4 Yeliow (Temp)
\_Grsen (| |@i 5 Green {Ref)
O] @] 8
. Red | |@] 7 Red (Signal)
\QOuter Shield . 65 EARTH GROUND

Figure E5.5: pH Sensor Wiring

This sensor has been wired sccording to the diagram in Figure £5.5

D .
-

TB1 FPAC-P-ESP: pH and ORP TE2
sl Of D= L [F=ET O (e
B EHE HE ne 2] OO} @
| | iz e 2 5 Sl 3] ] e
I fFaia~] 2|2 B e lall O3
©| IO ia e - ] (]
s| O [slg £ =
= 1 ' i 7 = (s?::an 7 —1 el

iy

Figure E5.6: pH Transmitter Inside view
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