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SUMMARY

Fermentation is the process that Vresults in the formation of alcohol or organic acids on
the basis of growth of béctéria, moulds or fungl on different nutritional media (Ahmed
et al., 1982). Fermentation procéss have three modes of operation i.e. batch, fed-batch
and continuous mode of operation. The process that interests a lot of control engineers
" is the fed-batch fermentation process (Johnson, 1989). The Fed-batch process for the
production of yeast is considered in the study.

The considered yeast in the study is the Saccharomyces cerevisiaé. It grows in both
aerobic and anaerobic environmental conditions with maximum product in the aerobic
| conditions, also at high concentration of glucose (Njodzi, 2001). Complekity of fed-
batch -fermentation process, non-linearity, time varying characteristics, application of
conventional analogue controllers provides poor control due to problems in tuning
individual loops and the process characteristics. The problem for control of the fed-
batch process for the production of yeast is further complicated by the lack of on-line
sensors, lack of adequate models as a result of poorly understood dynamics. The lack
of on-line sensors results in the impossibility of tuning the analogue controllers in real
time. The process for propagation of yeast in aerobic conditions is considered in the
dissertation. The experiments are conducted at the University of Cape Town (UCT),
Department of Chemical Engineering with a bioreactor and bio-controller are
combined in a Biostat ® C lab scale plant (B. Braun Biotech International, 1996).

The bio-contfol—ler has built in PID controller loops for control variables, with the
ability to adjust the controller parameters i.e. P, D and [ through the serial interface
(Seidler, 1996). Even though the used lab scale bio-controller has the ability to
monitor certain variables, the automation of the industrial bioreactors is still

developing slowly (Dochan and Bastin, 1990) with major problems experienced in



modelling and measuring important control variables on-line. Th;s existing situation is
due to the characteristics of the fermentation processes as an object of control with
highly non-linear, non-stationary, .slow dynamics and complex relationships betwgen
variables. The existing control strategies on industry are based only of local PID
control of some easy for measuring variables. No computer sys.terns for monitoring
and optimisation of the process .(Morari and Stephanopoulos, 1980). |
The dissertation is overcoming the mentioned above drawbacks by. developing
methods, algorithms and programmes for building of a two layer system for optimal

control of the Biostat ® C pilot plant with the following subsystems:

> Data acquisition,

> Modelling and simulation,

-2 Model paramefer estimation,

> Process optimisation,

> PID controller parameter tuning,

-> Real time contro! implementation

The system is based on LabVIEW™ and serial communication protocol. The interface
between the Bio-start and the host computer is through a standard communication
serial port. The development in the dissertation are described as follows:

Chapter 1 describes the necessity of the research discussed in the dissertation and
highlights comparison between the different approaches for modelling and control of
fed-batch processes for the pfoductidn of yeast, (Johansson, 1993). The-aim and the
objectives of the dissertation are stated and explained.

Chapter 2 describes the process as an object of control looking ?recisely at the
influence of the physiochemical variables on the biological variables. The relationship

is identified through the enzymes. The results from previous experiments are

i1



discussed to illustrate the constraints associated with the control of the process under
St“udy |

Chapter 3 describes the different types of models as applicable to ﬂ‘1e dissertation. The
comparison between different types is highlighted. The derivation of the developed
yeast model using mass balance equations and rate Iawé 1s discuﬁsed and presented in
the chapter. The problem for simulation of the model is solved using Matlab and
LabVIEW.TM programs.

Chapter 4 describes the formulation of the problem for estimation of the fed-batch
model coefficients and the method, algorithm and programme developed to solve this
problem.

In chapter 5 the optimal control problem is formulated and solved using optimal
control theory, the approach of the functional of Lagrange is used. The optimisation
layer problems are determined and based on the solutions of the previous upper layer
i.e. the model parameters from the adaptation layer. The optimal operation of the
process or yield of the yeast is based on some criteria for the production of biomass,
and some constraints over mimimal and maximal vah‘les of the wvariables.
Decomposition method to solve the optimal control problem is developed on the bases
of an augmented functional of Lagrange and decomposition in time domain.
Algorithm of the method énd program in Matlab are developed. Tuning of PID
parameters for the controllers in Biostat ® C is described based on the optimal
trajectories for the physiochemical variables obtained from the optimal control
problem solution.

Chapter 6 presents algorithms and programmes for monitoring and real time control
of fed-batch fermentation process for the production of yeast, using Personal

Computer, B Braun Biostat ® C Lab scale fermentation unit and LabVIEW™ as
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driver software. Hardware and software parts of the control systems are described and

discussed. LabVIEW™ code is described.

Chapter 7 presents the users manual. The main functionality of the developed

- application and programmes is described and discussed.

The source code of the developed programmes is presented in chapter 8.

Chapter 9 presents the conclusion highlighting the developments in the dissertation as

well as the future work on the topic and the possible application of the developed

work in industry on the bigger scale fermentors.

The positive characteristics of the developed methods algorithms and programmes

are:

-

The developed model incorporates the physiochemical variables in the
biological mass balance equations. In this way: the influence of the
enzymes over the biological variables is utilised and possibilities for
process dptimisaﬁon is created.

The process can be optimised in both physiochemical and biological
variables.

The physiochemical variables can be used as control inputs to reach the
process optimisation.

Data acquisition system gives good possibilities for analysis and

simulation of the process.

The optimal control of the process is achieved without using expensive on-
line sensors for measurement of the biological variables. This is why the
developed system 1s applicable to the existing hardware and software

control and measurement systems in industry.
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2> The control system automates the operation of the lab scale fermentation

unit. It is safe, stable and operational.
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NOMENCLATURE

Abbreviations and definitions

Algorithm

ANSI

ASCII

DCE

DTE

EIA

EISA
OTR
OUR
ODBC
SQL

..)

N RN RN RN NI

Normally used as basis for wﬁting a computer program. This
is a set 6f fine rules with finite number of steps for solving
a problem.
American National Standards Institute. The principle standards
development body in the USA.
American Standard Code for Interchange. A universal standard
for encoding alphanumeric characters into 7 or 8 binary bits.
Drawn by ANSI to ensure compatibility between computer
systems. _
Data Communication Equipment. Devices that provide the
functions required to establish, maintain and terminate a data
transmission connection. Normally it refers to a modem.
Data Terminal Equipment. Devices acting as data source, data
sink, or both.
Electronic Industries Association. A standard organisation in
the USA specialising in the electrical and functional
characteristics of the interface equipment.
Enhanced Industry Standard Architecture.
Oxygen transfer rate
Oxygen utilisation rate
Open Database Connectivity
Sequential Query Language
Transmit Data
Recetve Data
Revolutions per minute
Volume air flow per liquid volume in a reactor per minute

dissolved oxygen
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Dissolved oxygen concentration (mg/1)
Saturation dissolved oxygen concentration (mg/1)
Dilution rate,.

Volumetric feed flow rate (1/hr)

[nput volumetric flow rate (I/hr)

QOutput volumetric flow rate (I/hr)

Monod constant or simply saturation constant,
Mass transfer coefficient (hr)

Specific death rate (hr™)

Matntenance co-efficient,

Product concentration (g/1)

Substrate concentration (g/D)

Initial substrate concentration (g/1)

Reactor substrate concentration (g/1)

Specific growth rate

Maximum specific growth rate

Culture volume in the reactor vessel (litres)

Imtial culture volume in the reactor vessel (litres)

~ Biomass concentration (g/1)

Initial biomass concentration (g/1)

Production co-efficient biomass from substrate,

Production co-efficient product from substrate,

Functiona!l for Lagrange,
Conjugate variables of the functional of lagrange,
Index forx, s, p, v vanables,

Symbol for interconnection in time domain,

Step of the gradient procedures for improving the
conjugate variables.
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Chapter 1
The problem for real time optimal control of the fed-batch

fermentation process

1. Introduction

This chap.ter describes the necessity of the research discussed in the dissertation and
highlights comparison between the different approaches for modelling and control of
fed-batch processes for the production of yeast. The aim and the objectives of the

dissertation are stated and explained.
1.1  Awareness of the problem

The research is based on the process that has been investigated for the past decades.
That is a fermentation process. Fermentation is the process that result in the
formulation of alcohol or organic acids on the basis of growth of bacteria moulds or
fungi on different nutritional media (Ahmed et al., 1982). Fermentation process is
classified according to the mode that has been chosen for process operation that is
batch, fed-batch or continuous. Fed-batch fermentation process for a production of
yeast is considered in this study. The latter is for the production of yeast cells. Final
product of fermentation includes foods, drinks, medicines, beer, etc.

It must be clear that the pursuit to maximise the productivity whilst minimising the
production costs is not the only reason for the control engineer’s interest in fed-batch
fermentation process. (Johnson, 1983). These processes are not only important in
industry but from the control point of view they are technically challenging. The non-
stationary process dynamics, slow response, non-linearity, sudden unexplained
changes and irregularities make it more interesting for researchers.

Even though the process have been investigated in the past it is not clear as to which
" kind of models are suitable for it, also the dependencies between input and output
variables are not clearly distinguished. The variables that are significant are not
clearly stated, also the way these variables influence the process is not clear enough
nowadays. Another problem is the lack of on-line sensors for measuring the various

variables in the reactor. (Flaus et al., 1989).



Changes in process physiochemical variables can make a lot orf improvements in the
final yield. Hence the proposed strategy is looking at addressing this possibility by
monitoring and control of these variables at their optimal operating values, meaning
improved final yield. Varying the feed rate makes a lot of improvements on the
biomass production and it also reduces the Crab-tree effects. The proposed project is
looking at overcoming the difficulties mentioned above by developing adaptive multi-
layer strategy (Fisher et al., 1984), (Letkowitz, 1966) for control in which the problem
for modelling, parameter estimation, process optimisation and closed loop control will
be designed and implemented in integrity in order to achieve maximum production of
| yeast at the end of fermentation process. |
. The research is a part of the joint project between Peninsula Technikon’s Department
of Electrical Engineering and the University of Cape Town’s (UCT) Department of
Chemical Engineering. The research and control developments are conducted at
Peninsula Technikon. The experiments and control implementation part were
conducted at UCT.
The developed project is based on the latest control teéhnology (SA Instrumentation |
& Control Journal, 1999) using PC with LabVIEW™ software technology. The last
challenge is to integrate the whole system 1.e. DAQ and real time control system with
the design methods for modelling, parameter estimation and optimal control

determination, in order to build a fully automatic, adaptive and robust control system.
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1.2 Necessity of a research work in the field of optimisation and control of
fermentation process in the production of yeast
Fermentation is the intrinsic capability of the microorganism to perform complex
chemical transformations upon compounds by means of the metabolic activity and the
action of enzymes. These processes are performed in tanks, called bioreactors, or
fermentors and are used in the production of foods, drinks, medicines, chemical
products, etc. The fermentation processes have been investigated for the past decades
(Pomerleau et éI., 1995). Although the fermentation has its own quality control
systems, sudden unexplained changes occur from time to time in characteristics of the
process, which includes: fermentation time, attcnuation, contamination, pH,
Temperature, Dissolved Oxygen, volumetric flow rate profiles with time (Michael and
Fikret, 1992). The fermentation processes are described by two groups of variables;
biological: concentrations of substrate, biomass and product; and physiochemical:
temperature, pH, DO,, agitation (Michael and Fikret, 1992).
The problem for control of fed-batch fermentation process is very important these
days because of population increasing and industnial developments. The fermentation
process has proved to have positive effects in many fields of domestic life and
industry, but the fermentation process for a production of yeast still need deeper
understanding and improvement furthermore this process has not been studied fully
yet as an object of control. It is not clear:
2> Which kind of models are convenient,
2> Which are dependencies between input and outputs,
> Which process vartables are the most significant and in which way they
affect the quality of the process or its products,
<> What the optimal combination of settings for these significant vanables is,
according to the goals posed on the process quality and the product
_ quantity.
-2 There is a lack of methods for measuring of important variables, for
modelling and parameter estimation and for optimisation and control

calculation.
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The study is overcoming the constraints highlighted above in the following way:

- For the considered case the biologic_af variables: biomass concentration [x],

substrate concentration [s], and product concentration [p] are described on the

basis of the systematic approach using mass balance equations. On the same

token equations, kinetic parameters pmay, Ks, Yws and Yo are obtained on the

basis of the empirical approach with experiments and parameters estimation

technique.

Two types of models of the process are considered. Model describing the

behaviour only of physiochemicdl variables, by first order transfer function.

Unstructured model describing the behaviour of the biological variables

identifying the dependencies between physiochemical and biological

variables.
- The considered input variables are:
=> Inputs used as control signals
o Base/acid flow rate
o On/off heating energy
o Flow rate of oxygen
o Flow rate of substrate
o T
o pH
o DOQO; concentration.
=> Outputs and state space variables
o Concentration of biomass
o Concentration of substraie
o Concentration of product

o Volume of the reactor.

> The influence of each physiochemical variable is describing behaviour of the

biological variables by representation of the kinetic parameters as quadratic

function of these variables.

The optimal settings of the procesé variables are obtained by solution of the

problem for optimal control, together with the problem for local control in a

scheme of repetitive optimisation based on real time model parameter

estimation.



- Measurement only of the physiochemical variables is used for the adaptive,
optimal control of the process.
> New methods for estimation and optimal control are developed and connected

in a common control system.

1.3  Comparative analysis of the approaches for modelling and control of fed-
batch fermentation process

The requirements for implementation of the model and the control of the fed-batch
process are evident on the basis of the existing situation in industry. They can be used
as criteria for comparison of the existing methods for modelling and control, as follow
(Luyben, 1990):
- - To use simple model, convenient for calculations in real time,
< To use simple methods for modelling and control, which do not require
complex calculation and more expensive hardware.
- Complex sensors for measurements of biological variables not to be used,
> Control to be based on the available hardware in industry to minimize
costs.
> The hardware and software system to be simple and user friendly as

possible to allow easy dialog with the operator.

Modelling

For a long time, the modelling of the dependence of the specific growth rate in
microbial growth systems with respect to the process components and the
physiochemical conditions has been on active research.area (Hwang et al., 1995). The
modelling is based on using unstructured models. They give the rﬁost fundamental
observations concerning microbial metabolic processes and can be considered a good
approximation when the cell composition is time dependent or when the composition
is time dependent or when the substrate concentration is high compared to the
saturation concentration (Birol et al., 1998, Moser, 1985).

The model used for control of industry fermentor are often based on simple,
unstructured models since the process computer will adjust the model parameters

based on the response of the system to disturbances.



The mathematical description of the considered in the dissertation model is concerned
with the basic metabolic processes of Saccharomyces cerevisiae. The possibility for
glucose or ethanol inhibiion on both yeast cell growth and ethanol production is
considered. For ethanol fermentation, the utilisation of the carbon source cannot be
split into two processes, namely production of biomass and formation of product, '
since ethanol is the product of energy metabolism associated direétly with biomass
‘growth. According to, the most important metabolic processes accompanying ethanol
fermentation can be arranged into some fundamental types of reaction patterns:

> Catabolic pathways (breakdown of substrates into energy and small

7 ~ molecules).

> Amnabolic pathways (Synthesis of precursors for biomass).

- Polymerisation of the precursors to biomass.

Maintenance metabolism keeping the cellular machinery operative.

- Optimisation _

In industry the aim of the process control for production of yeast is to maximize yield
but very often the profiles of the feeding substrate for maximum yield may be
contradictory with that for maximum producti-vity. In this case in (Belgardt. and Juan,
1991) and (Gou et al., 1995) a general objective function is used for global process
optimization. It is named profit function and it is defined as the gross profit of a
process divided by the production period. For a given yeast plant, the gross profit may
be evaluated by material and energy balances using some simplified metabolic model
of the process. This approach requires parameter estimation, but maximizing the profit
function is not based on fomulation and solution of a problem for optimal control.
Determination of the feeding trajectory is done in different ways in existing literature.
It can be done based on anopen-loop optimization. If an existing mathematical model
is at disposal (Meszaros and Boles, 1992). The feeding profile can be determined also
according to different stages of the fermentation process (Patnaick, 19953),
(Tartanousky et al., 1995) and (Jphnson, 1993). These two appreaches consider that
the system can be exacily ranslated int a set of mass balance equations. However, due
to a non-identified physiological problefn of the cells the specific growth rate can be
either higher or lower than the one that was previously established. The open-loop

optimisation does not result in optimal operation. Adaptive and closed loop control is



needed to overcome the process of non-linearity and non-stationary behaviour. The
literature reveals that only in a few cases the optimisation is combined with

underlying feedback regulators.

Adaptive control

Usually adaptive control is realised as continuous updating the coefficients of a linear
controller, (Williams et al., 1984) based on an on-line model parameter estimation and
controller coefficient calculation. In this case the non-linear plant is considered as a
sequence of pseudo-linear descriptions. The drawback of the approach is that the set
points are kept constant and the non-linear dynamics are not taken into account

(Isidori, 1995)

Most of the papers consider only one control parameter the feeding rate of the
substrate. In the dissertation the control input is extended with the values of T, pH,
DO,. This makes control more flexible and corresponding to the characteristics of the
process. |
Since the fermentation processes are inherently non-linear the control design must be
able to deal efficiently with process variations. There are in principle three different
approaches

> Robust control design,

> Adaptive control,

> Non-linear control (Anderson et al., 1991).
The difficulty of the robust control method is that it requires a description of the
model uncertainties, which reflects only the expected variations in process behaviour,
and either too conservative or too optimistic control design will result.
" The adaptive approach changes the model parameters in real time and design the
controller parameters in real time. The non-linear approach uses the non-linear model
of the process to design a non-linear controller. It however is very sensitive to
- parameter variations. The best results can be obtained from approach of combination
of these three techniques. When non-linear model and non-linear linearising
controllers are used there are two main approaches to cope with model uncertainties.

- Finding proper parametenisations of the model and its estimation in real

time (Bastin and Dochan, 1990).



= The controller has to be tuned in such a way that it compensate for the
errors in the feed forward path of the controller by sensitivity analysis

(Claes and Van Impe, 1998a,b, Claes and Van Impe, 1999)

Feedback control of yeast production processes
Industrial fed-batch production 1s traditionally carried out in an open loop using
precalculated substrate feeding profiles. During the last decade the improved
~ production is obtained with feeding profiles that are calculated on-line in a feedback
loop. |
There are basically 3 reasons for the use of advanced control strategies in the fed-
batch yeast production:

1. The conflict between yield and productivity (Njodzi, 2001).

2. The level of ethanol concentration can enhance the production of inhibitory

" substances.

(VN

The reproducibility of cultivations is an important factor for a good and or
uniform quality of the yeast and 1s not easy to be obtained without efficient
feedback control.
Numerous feedback control strategies have been described in the literature to solve
these difficulties by using- the substrate feed rate as the control action in order to:
(Chenetal, 1992)

> To set the respiratory quotient RQ close to 1. RQ is a ratio between the
carbon dioxide evolution rate (CER) and the oxygen uptake rate (OUR).

-> To maintain the glucose concentration at a constant low level.

Jr

To track an exponential profile for the amount of biomass.
> To set the overall specific growth rate y,, or OUR or CER at a constant
value. _
2> To keep the ethanol concentration at a constant level, or to track a given
ethanol profile.
The most frequently used strategy is the first one.
The controller techniques used to realise these strategies are:
1. PID
a. Early attempts for feedback control were made with a variety of PID

controllers using glucose feed rate as a control action. The performance of a



classical PID controller around a pre-calculated profile F’ can be improved
by calculating this profile 611—1'1116 in order to reduce the disturbance on the
control action (Keulers et al., 1993)

2. Linear adaptive techniques,

a. ‘ The next step is development of linear adaptive contro! in order to cope
with the non-lineanty, the non-stationary behaviour and the modelling
uncertainties. The controllers are based on linearization around a set point
and the non-linearity is interpreted by the time varying parameters of the
model, which are adapted on-line.

In these applications the parameters of the linear model are estimated on-line, in
general with a recursive identification algorithm. The estimated parameters are then
used to design a linear controller at each sampling time. The design of the controller is
based either on a quadratic cost function or on the pole placement principle (Williams
etal., 1986)
3. Adaptive non-linear control

Since fed-batch systems are non-linear, it is more intefésting to exploit in the design
the non-linear structure and the available physical knowledge about the system. At the
same time the kinetic parameters are highly uncertain. The adaptive non-linear control
technical is very convenient (Pomerlean and Viel, 1992).

The results are applied to industrial fermentor without changing the tuning
parameters. The non—linea; linearising controller is designed. It is used with state

. estimator in order to realise the control action.

Predictive control
A predictive feedback control can also be set up to form a product or grow cells

(Kleman et al., 1991). The control scheme is divided in two parts:

A feed forward component that predicts (according to some statistical method and the
previous collected data) the “need” of a certain substrate measurable on-line, and a
feedback controller, which corrects for minor errors in the predicted “need”. The main
advantage to this system is that the investigator does not need to know the metabolic
constants for a given microorganism prior to growth of that organism in the system
and it can be applied to any substrate that can be measured on-line, being particularly

valuable in the minimisation of by-products.



Real time control
In the fermentation industry computer facilities have béen used only off-line for
acquisition of data and some mathematical analysis. Only few companies have
installed computers for process control and optimisation for fermentation plants of
manufacturing scales (Williams et al., 1984). By using fed-batch fermentation,
industry takes advantage of the fact that the concentration of the limiting substrate
may be maintained at a very low level, thus: _

> Avoiding repfessive effects of high substrate concentration.

> Controlling the organism’s growth rate and consequently controlling the

oxygen demand of the fermentation.

Saccharomyces cerevisiae is industrially produced using the fed-batch techniques so
as to maintain the glucose at very low concentration, maximizing the biomass yicld
and minimizing the production of ethanol (MC Neil and Harvey, 1990), (Neway,
1990), (Standbury, et al., 1993)
Contro! of fermentation processes operated in fed-batch mode is discussed in several
studies in the literature (Jorgensen and Jensen, 1989).
Advanced monitoring and control functions are performed by using the graphical
programming environment called LabVIEW (Claus and Van Impe, 1998a) in a system

for adaptive control of fed-batch yeast fermentation (Claus and Van Impe, 1999).

New directions in the control of fermentation processes

The research trend towards the exploitation of new methods capable of manipulating

and utilising uncertain, qualitative and informal knowledge appeared recently. They

- are (Shimizu and Ye, 1993):

-2 Control based on expert identification of the physiology state of the cells.
(Konstantine and Yoshida , 1989), (Shimizu et al., 1994). The problem is
to identify adequately the physiological state on-line.

2> Fuzzy control
It is applicable for biotechnological processes difficulty to be described by
mathematical models. Different applications are described in (Nakamura et

al., 1985) (Rosimeire et al., 2002), (Park et al., 1993). Combination of
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optimal feed trajectory with fuzzy logic control is good achievement of
real time process control (Jin et al., 1994).

Neuro. and neuro-fuzzy control

The artificial neural networks (ANN) have ability of knowledge

acquisition focusing on the application to the identification and control of

chemical and biotechnological processes. ANN can approximate large
classes of non-linear functions and are capable of édjusting dynamically to
environment changes. The applications are done in (Karim and Rivera,
1992), (Shi and Shimizu, 1993).

Genetic algorithms

They have the ability of global optimisation and are used for on-line

process optimisatioﬁ. (Roubos et al., 2000).

Common characteristics of the process influencing its coutrol

Yeast requires aerobic conditions to grow rapidly. Oxygen starvation leads to ethano!

production with a reduction in cellular growth. An excess of nutrient will also produce

ethanol even in the presence of sufficient oxygen.

The yeast production requires the control of different parameters at different stages of

the fermentation. Two phases can be distinguished:

.9

>

>
9

A phase in which the substrate needs to be controlled so as to avoid by-
products formation.

A second stage in which, due to the high all density, oxygen transfer is
limiting and so this parameter is the one to be controlled above a critical
value under which the cellular metabolism changes. (Bajpai and Lueke,
1990)

DO> min is introduced to overcome the oxygen starvation.

- Fux 1s introduced to overcome the excess of nutrients.

The choice of each parameter to control the process is system dependent and the

decision should be based on convenience and expenimental data (Turner et al., 1994)
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1.4  The project aim and statement of the problem

The main aim of the study is the developments of control strategy, methods,
algorithms and pfog;rams for modelling and optimal control of fed-batch fermentation
process for maximum production of yeast.

The work on the problem is decomposed into four researchable areas, ie. (a)
fermentation process study, (b) mathematical modelling (¢) optimal control theory and
(d) software and hardware implementation of the real time control system.

Two types of sub-problems are solved in each of these areas: Design sub-problems

and real time implementation sub-problems.

1.4.1 Design sub-probleﬁs

The following are the main design sub-problems that have been investigated.
= Strategy for adaptive and optimal control,

= Methods of modelling,

= Methods for parameter estimation,

= Methods of modelling,

= Methods for optimisation of the process dynamics behaviour,

= Adjustment of the controller parameters.

1.4.2 Real time implementation sub-problems

The following are the main implementation sub-problems that have been investigated.
= Design of the data acquisition system for the process variables,

= Real time implementation of the developed DAQ),

= Integration of the design problem with the real time control,

= Real time implementation on the designated control actions.

1.5 The significance and objectives of the research project

The significance of the research is in its contribution to the following areas:
= To the developments of mathematical models for fed-batch fermentation
processes.

= To the development of methods of control for non-linear, non-stationary systems.



= To the real time implementation of the developed control system, using existing
technology for realfsation and applications in industry. |

= Implementation of the developed system in industry will enable the process to
function at its optimal operating point, resulting in maximum production of yield
at Immmal cost and time.

Other than the contribution to the control theory and its application in industry is the

use of the most fatest and modern control technology in real time. The reseérch 1sa

joint between two tertiary institutions, which implies that expertise from both

institﬁtions is shared at high level enabling the vast progress in biological technology.

The work on the project will give future possibilities to apply its results in different

fields of industry, which will increase the production and improve the quality of the

control strategies.

The project objectives are:

= To identify important variables that influences the fermentation process.

= To identify the relationship between all process variables, which will assist in the
identification of the model. '

= To develop mathematical model analytically connecting the physiochemical and
biological variables.

= To develop strategy for optimal control of the fed-batch fermentation process for
the production yeast.

= To develop method, algorithm and programmes for parameter estimation of the
developed model.

= To develop a method, algorithm and program for the design of optimal control of
the process on the basis of the developed model.

= To develop PC based data acquisition and real time control of the process
variables using Biostat [ab scale fermentation unit.

= To develop a program that will automatically co-ordinate all programs for the

design and real time operation of the process.



1.6 Proposed strategy for control

The proposed control strategy is based on the characteristics of the process as an
‘ object of control and on the aims of control implementation. The strategy is based on
combination of the optimal control (Roberts and Lin, 1991) with adaptive control

approaches.

1.6.1 Layers of the control system

The éontroi system is based on adaptive control strategy where the fermentation
process is optimised according to a certain criterion and optimal control is realised by
the PC (Morari, and Stephanopoulos, 1980). In the considered case the controller
learns about the process by acquiring data from the process and keeps on updating a
control model on-line and second, to implement the designed models and control. The
three-layer control structure is used to solve the problem for modelling and optimal
control first on design stage and second on contro! implementation stage.

There are three layers that make the proposed control strategy feasible Fig [.1. (Sing
and Titli, 1978)

Adaptation

——"

Optimization

e T

J 1

Direct contrdl

T —

Plant

Figure 1.1: Three layers of the control structure

The problem solved on each layer is as follows:

- Adaptation = model identification (model parameter estimation).
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-  Optimisation = optimisation based on the model parameters from the
adaptation layer above, and design of the direct controller parameters.

—). Direct control = realisation and implementation of the closed loop linear and -
non-linear control according.to_ithe parameter estimation from the adaptation
layer and controller parameters and the reference trajectories from the
optimisation layer.

1.6.2 Adaptation layer

Adaptive control is the name given to a control system in which the controller learns

about the process by acquiring data from a certain process and keeps on updating a

- control model.

The latter is achieved by identifying the accurate mathematical model that represents

the reaction and reactor environment. Using the control model we can progress

beyond environmental control of bioreactors into the area of direct biolo gical control.

1.6.2.1 Process modeling

Models are mathematical relationship between process variables. Traditionally the

theoretical relationéhips provide the structure of the model. The latter is not applicable

for biological process, because of the complexity of cellular processes and a larger

number of environmenfal factors that affect cell éukure, _

Note: Models can be different, but they have one thing in common that they predict
the output from a set of input.

Two types of unstructured models of the process are derived in the dissertation.

= Model describing the behaviour of physiochemical variables.

= Model describing the behaviour of the biological variables identifying the

dependencies between physiochemical and biological variables.

1.6.2.2 Parameter estimation
The parameters of the model are determined on the bases of data from the process
variables, control and state vanables. Measurements and calculations are carried out

on-line in real time. The obtained parameters are sent to the optimisation layer.

1.6.3 Optimization layer

The optimal control problem is solved using optimal control theory.



The optimisation layer is determined and based on the previous layer i..e. adaptation
layer. The optimal operation or yield of the product is based on some criteria for the
production of biomass, product, and some constraints over minimal and maximal
values of the physiochemical variables. The obtained optimal trajectory of pH,
température and DOy are used to determine the set points of the controllers from the

direct control layer.

1.6.4 Direct control layer

This ié thé bottom layer. The optﬁna] trajectory of the physiochemical variables from
the optimisation layer above is passed through to this layer. On their basis and on the
basis of the real measurements of the variables and the model of the physiochemical
variables the optimal tunings of the controller parameters is calculated. Then the
optimal trajectories and optimal settings are sent to the local controllers for the
optimal control realisation. _

The overall scheme for on-line implementation of the adaptive control strategy is

presented in Figl.2.
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Figure 1.2: Control structure
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The work of the scheme is based on the development of data acquisition system,

algorithms and programs organising implementation of the programs for layer’s

problems and connection between layers.

_ 1.7 Sdftware

LabVIEW™ is used as driver software. LabVIEW™ is a graphical programming
language called “G”V and icons are dragged and groped to define functionality of the
program. LabVIEW™ programs are called virtual instruments (VI's).

The whole evolution of graphical programming language has made a tremendous
increase in the developments of control technology in general (National Instruments,
ll998). One of the advantages is that it is very easy to leamn programming in “G” and
also, it gives a good visual idea of how the final preduct will look like by so doing
giving the operator an opportunity to give some of his views on the operators display.
The former and latter would not have achieved with the text based programrniﬁg
language like C, C++ etc. The main drawback of graphical programming is the fact
that processing time of programs is a bit slow. The latter does not make any difference
in the developed application, because the fermentation processes are very slow. The

execution time in most cases is affected by the way the source code is structured.

1.8 Conclusion

This chapter describes the necessity of the research and highlights comparison
between the different approaches for modelling and control of fed-batch processes
for the production of yeast. The aim and the objectives of the dissertation are stated

and explained. The selected development and simulation software used is discussed.
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Chapter 2
Process description

2 Introduction

This chapter describes the process as an object of control looking preciselj at the
influence of the physiochemical variables on the biological variables. The relationship
is identified through the enzymes and the latter is discussed in the chapter. The
results from previous experiments are discussed to illustrate the constraints associated

with the control of the process under study.

2.1 Fermentation process

The ferme.ntation process takes place in tanks called bioreactors or fermentors.
Fermentation processes are complex, dynamic autocatalytic processes in which
transformation takes place caused by biological catalysts called enzymes.

Enzymes are nothing but proteins of high molecular weight that act as catalysts. They
are substrate specific, versatile, and very effective biological catalysts resulting in
much higher reaction rates as compared to chemically catalysed reactions under
ambient temperature. Enzymes are classified according to the reaction they catalyse.
Enzymes decrease the activation energy {E} of the reaction catalysed by binding the
substrate and forming an enzyme-substrate {ES} complex. Molecular aspects of
enzymes-substrate interaction are not yet fully understood, but yet the enzyrﬁes
require optimal conditions for pH, temperature, ionic strength, etc for their maximum
activity. (Michel et al., 1992). _

The technology of the fermentation is as follows:

The nutrients aré added and the cells are inoculated into the fermentation vessel,
environmental conditions such as pH, temperature, DO, etc are kept convenient. The
cells starts multiplying forming mass cells called biomass, and form other substances
called secondary metabolites, or products. There are three different modes of the

fermentation processes.
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= Batch fermentation:
The input (feed-nutrients) to the process is added during the initial stage of the
process and the product (process output) is not removed until the process is
finished. The main disadvantage of the batch process is that it 1s characterised by
high down time between batches, comprising the charge and discharge of the

fermentor vessel, the cleaning, sterilisation and the re-start of the whole process.

= Fed-batch fermentation:
The input to the process is continuously added from the initial stage through the
end of the process, but the process output is not removed until the process is

finished.

= Continuous fermentation:
The input to the process is continuously added and the process output is
continuously removed making it more economic compared to the other two type:

mentioned above.

2.2, Fed-batch fermentation process

The three processes mentioned above have their advantages and disadvantages
(University of Maryland Baltimore County), but the one that interests most of the
“contro] engineers is the Fed-batch fermentation process. Yeast producers originally
devised the fed-batch technique in the early 1900s to regulate the growth in batch
culture of Saccharomyces cerevisiae.

The fed-batch processes start with the cells being grown under the batch movement
for some time, usually until close to the end of the exponential growth phase. At this
point solution of substrate (nutrients) is feed into the reactor, without the removal of
culture fluids. This feed should be balanced enough to keep the growth of the
microorganisms at a desired specific growth rate and reducing simultaneously the
~ production of by-products. During the growth phase nutrients are added (Flow rate -
F) when needed and acid and base is added to control the level of pH. If the cells are
grown in an aerobic condition, using appropﬁate meters the oxygen flow rate can be

measured. Also the rate into which the oxygen is supplied can be controlled.



Temperature is also one of the variables that need to be controlled precisely. There are

many variables that influence the operation of the process. The ones listed above are

just the few that can be measured on-line. The diagram of the fed-batch process is

'xi
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: givenon Fig 2.1.

Feed stream

F
X
Si
D
) v
\.______/_'\..._._/_\/\

Vv
X
5
D

Feed rate for nutrient substrate in lm3 /sJ ,

Biomass concentration input flow in [mg/ [ ] ,

Substrate concentration input at initial moment s;(0)=s/=constant

in [mg /1],

product concentration input flow, dt initial moment p(0)=0 in [mg/ ! ],
Culture volume in the reactor vessel, at initial moment V(0)=V;in [l]

Biomass concentration, at initial moment x(0)=x, in [mg! I],

- Substrate concentration, at mitial moment s(0)=sg in [mg/ l],

Product concentration, in the fermentor [mg /1]

Figure 2.1 Diagram for stirred fed-batch fermentor
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2.2 Fed-batch fermentation for production of yeast

Yeast is widely used in brewing, baking, wine industry, research etc. The optimal
operation of the processes discussed above depends on the efficient inoculum’s
development stage. The dissertation is considering the growth of yeast cells using the
fed-batch fermentation process. The study is looking at the optimal operation of the
ferrnentétion of yeast used to inoculate fermentation of beer. The aim is to maximise
the production of yeast. Yeast grows in two different cultures, presence of oxygen

(Aerobic culture) and absence of oxygen (Anaerobic culture).

2.3.1 Aerobic fed-batch culture
The fed-batch operation requires the identification of the control variables and their
respective limits. The oxygen availability have a great impact on the biomass, even

though it is inoculated in excess it may inhibit the growth rate.

2.3.2 Anaerobic fed-batch culture 7

Saccharomyces cerevisiae is able to grow in the absence of oxygen i.e. anaerobic fed-
batch culture. The maximum sPeciﬁc growth is lower in anaerobic growth (Njodzi,
2001). The latter resulted in the anaerobic fed batch culture not to be considered in
this case. Anaerobic propagation is not ideal for inoculums development and is used

and is used for fermentation processes.

- 2.3.3 Variables characterizing growth Kinetics of yeast.

The fermentation process is characterised by three key groups of variables Table 3.1.
Most of the physiochemical variables can be measured very easy in real time with the
available sensors. In contrast biological variables cannot be measured on-line with the
sensors that are available. The investigation and  experiments illustrates that
physiological variables affect biological variables in a certain wéy, and by identifying
the optimal conditions of the physiological vanables, will conclude the optimal

conditions for biological variables through the enzymes link (Dochan, 1999).



Physical Chemical Biological
| = Temperature PH Biomass concentration
= Pressure Dissolved O; (DO;) Enzyme concentration
> Reactor weight Dissolved COy Biomass composition
= Liquid level Redox potential (such as DNA, RNA,
= Foam le§el Exit gas composition Protein, ATP/ADP/AMP,
= Agitator speed Conductivity NAD/NADH levels)
= Power consumption Broth composition Viability
= Gas flow rate (substr;dte, product, ion Morphology
= Medium flow rate Concentration, etc.)
= Culture viscosity
= Gas hold-up
Table 2.1 Variables measured or controlled in bioreactors for yeast production.

The table above illustrates clearly that there is a lot of factors that affect the growth of
the yeast cells. The study does not consider all the variables mentioned in table 3.1 as
the latter may lead into the process model being complex and impossible to
implement it in real time with the available software and hardware. For the purpose of
the dissertation and from the control point of view the following notation and
varlables are used in the dissertation. 7
> Physiochemical variables used for influencing the process: Temperature (T),
pH, Dissolved Oxygen (DO-) and Flow rate (F).
-> Biological variables that is biomass (x), substrate (s), and product (p)
concentrations.
The subsﬁate and product are considered in connection to the biomass and because of

that they are considered as biological variables.

2.3.3.1 The influence of temperature
Growth of yeast cells 1s affected by fluctuations in temperature. The latter implies that
an optimal fermentation temperature has to be identified. Optimal temperatures are
classified according to the groups of the microorganisms to which they are applied as

2> (Topt < 20°C), Psychrophiles,




> (Topt = between 20°C to 50°C), Mesophiles, and

2> (Topt => 50°C), Thermophiles.
Looking at temperaturé against' growth rate, it is concluded that temperature can
influence biological process by kinetic effects on reaction rate and catalytic effects on
the activity of enzymes.
As the temperature increases towards the optimal temperature Tgp, pt the growth rate
approximately doubles for every 10°C increase in temperature.
Above the optimal temperature range, the growth rate decreases and the thermal death
may océur due to high temperatures.
Net growth rate can be expressed above the optimal temperature as follows:

& _
= (k) | 2.1y

Where 1 is the growth rate and kg is the death rate.

At high temperatures, the thermal deat_h.rate exceeds the growth rate, which result in a
decrease in the concentration of viable cells.

Both p and kq4 vary with temperature according to the Arrehentus equations
p=AeE N kd = Ao | | 22)

Where E, and E4 are activation energy for growth and thermal death. Activation
energy for growth rate is typically 10 to 20 [kcal/mol] and for thermal death, 60 to 80
[kcal/mol] implying that the thermal death is more sensitive to temperature changes
compared with microbial growth. _

Looking at temperature against product formed, the optimal temperature for grow:th
and product formation may be different. Growth rate and product formation are not
the only ones affected by the temperature but the yield co-efficient Yys is also
affected. As with the product formation as the temperature increases above the
optimal témperature, the maintenance requirements of the cell increases. That is, the
maintenance coefficient increases with increasing temperature with activation energy

of 15 to 20 [kcal/mol], resulting in a decrease in the yield coefficient.
2.3.3.2 The influence of pH

Industry in general has a tendency of keeping some of controllable variables constant.

pH being one of those variables.
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Hydrogen ion concentration (ptl) affects the activity of the enzymes and therefore the
microbial growth rate. Same with the temperature the optimal pH for growth rate may
be different from that for product formation. Different organisms have different pH
bptimal values and they vary about the optimum by +-1 to 2 pH units.

Yeast optimal pH varies between 3 and 6. Note, when the pH differs from the optimal
value, the ma.inténance energy requirements increases,

Nitrogen source affects the increase or decrease in pH level. The latter is due to the
fact that hydrogen ions are either released or removed from the medium, resulting in
pH variations. Also, pH can change because of the production of organic acids, the
utilization of acids or the prdduction of bases. Thus the contro! and monitoring of pH

i very important.

2.3.33 The influence dissolved oxygen (DO;)

Microorganisms need oxygen to dev'elop properly (Njodzi, 2001). Saccharomyces C.
can grow in the presence or absence of oxygen that is, either in acrobic or anaerobic
conditions. The latter implies that dissolved oxygen (DO;) concentration has to be
monitored and most of all controlled in the aerobic condition. This is because the
concentration of DO, affects the final biomass yield, growth rate and other by
products and may be the limiting substrate, since oxygen is a sparingly soluble gas in
water. Nutrients flow rate (F) and oxygen transfer rate (OTR) as well as other control
physiochemical variables needs to be controlled and maintained at a specific optimal
value such that optimal results are obtained as discussed in the paragraph above.

The dissolved oxygen is represented by the following mass balance equation in the

bioreactor:

4 _ oTR-0UR- DO, (2.3)
dt -

Where:

C is the DO, concentration

DO, is the DO concentration in the reactor.

OTR is the oxygen transfer rate.

OUR is the oxygen uptake rate. )

OUR depends on the biomass growth and is given by

OUR=kyprc 2.4)



~ with k; being yield coefficient. A term kx is sometimes included to account for the

endogenous respiration.

OUR=Fkox + ke x (2.5)

Ey using a line of reasoning based on Henry’s law to model the liquid gas transfer
dynamics the OTR becomes: |

OTR =k,a(C, -C) ' ' (2.6).

Where k;a = mass transfer coefficient and C; being oxygen saturation coefficient.
There are some constraints associated with mass balance equation. It is often useless
- because the coefficient Cs and ka fnay be unknown and highly time varying. The
literature revels that oxygen saturation concentration C; depends on variables such as
oxygen partial pressure in surrounding atmosphere, temperature, salinity and
concentration of surface in the liquid and other factors such as the type and the
geometry of the reactor or the airflow rate determines the value of £.a.

Industry tries to over comes the constraints above by measuring on-line input and
output gaseous flow rates. Hence, if the liquid —gas transfer dynamics are negligible
as often assumed, the OTR can simply be expressed from the gaseous oxygen
balance: '

OTR = 0;-Q2 (2.7)
Where 0;-Q; are respectively the input and output oxygen flow rates (per volume unit).
The latter has its own constraints in this study, because the sensors to measure ;-0 are not
available. _
The study has overcomes the constraints highlighted above by measuring on-liﬁe
dissolve oxygen concentration {DO;). The measured DO is one of the parameters of

the developed mode! of the process.

2.3.4 Results in yeast production caused by the influence of different variables.

The observation from the different experiments showed the following:

=> [t has been observed that at high concentration substrate (malt) a by —product
ethanol is produced (inhibition factor) while in low concentration of malt, the
yeast growth is restricted (limiting factor) (Njodzi, 2001).

2 The result from the production of ethanol during aerobic growth at high sugar
concentration is called Crab-tree effects or overflow metabolism. The latter

reduces the biomass production.



<> Also oxygen is proportional to the yeast propagation process (biomass yield), on
the other hand very high dissolved oxygen (DO;) concentration may induce stress
on yeast that may lead to lower biomass productivity.

= Quality of fermentation is also affected by the quélity of the yeast used for

inoculation.

2.3.5 Incorporation of the physiochemical variables in the mathematical model
The variables characterising the fermentation process for production of yeast can be
g:ouped/ according to their role in the process of controlling the biomass and
producﬁon as described in chapter ! in the following way:
- Inpﬁts used as control signals: _
o Base/acid flow rate, On/off heating energy, Flow rate of oxygen,
Flow rate of substrate, T, pH, DO, concentration.
- Outputs and state space variables:
o Concentration of biomass, Concentration of substrate,
Concentration of product, Volume of the reactor.
The technology of the process and the influence between the variables determine the
dynamic behaviour of the fermentation. '
The model developed in the dissertation is based on the:
a) Possibility to measure the physiochemical variables,
b) Introducing the influence of the physiochemical variables by mathematical
expression into the non structured model of the process, and
c) Possibility to control the biological variables through changes of the
physiochemical variables.

‘This model is presented in chapter 3.
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.23 Conelusion

Fed-batch fermentation for the production of yeast like object of control looking
precisely looking at the influence of the physiochemical variableé on the biological
variables is presented and described in the chapter. The relationship is identified
through the enzymes. The results from previous experiments are discussed to illustrate

the constraints associated with the control of the process under study.



Chapter 3
Layer for adaptation

Process modelling

3. Introduction

This chapter describes the different types of models as applicable to the dissertation;
the comparison between different types is highlighted. The derivation of the
developed yeast model using mass balance equations and rate laws is discussed and
presented. The problem for model simulation is solved using Matlab and LabVIEW™
programs and the programs are described at the end of the chapter. LabVIEW

program is used for the realization of the problem in real time.

3.1 Process modelling

To fulfil the adaptive control an accurate mathematical model representing the
reaction and reactor environment has to be identified. The model is used as a tool for
process analysis, for the design of control systems and for realization of the adaptive
control. The question that rises is how to obtain a good process model. In this regard
there are three fundamental issues:

e Model formulation,

s Parameter estimation and

e Model validation.
Traditionally the theoretical relationships provide the structure of the model. The
latter is not applicable for a biological process, because of the complexity of cellular
processes and a larger number of environmental factors that affect cell culture. As a
result of these biological models are developed on the basis of observations rather

than theoretical laws of science (Doran et al., 1995).

3.2 Model types

A model fundamental result is to obtain functional relationship between various
process variables that explains the behaviour of the observed process. The underlying

belief is that a true but unknown fundamental relationship dictated by natural laws
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exists between process variables. The modelling exercise is directed towards
discovering this relaﬁonship. Traditionally, mbdels are based on a combination of
‘theoretical’ relationships, which provide the structure of the model, and experimental
observations, which provide the numerical values of the model coefficients. The
above is very difficult when it comes to the biological process; this is due to the
complexity of cellular process and also the number of environmental factors, which
affect the cell structure.
There are different types of models, there is:
0 Theoretical models
o These models are identified using the systematic application of natural
laws in order to determine the functional relationship between the
~ process variables in the observed process. |
a Empirical (Experimental) models
o In contrast the empirical models find a way to approximate the
functional relationship by some usually simple mathematical
functions, using the data acquired during experiments, hence they are
called empirical models.
a Semi-theoretical
o These models are developed using both systematic and empirical
approach. The developed model is semi theoretical in the sense that
both systematic approach and empirical approach are applied in

solving the problem under study.

From the three types of models described above it is evident that, the application into
which the model has to be derived determines the model type that needs to be used.
The availability of the brocess measurements also determines which model will be
appropriate for the specific application. It is common to adopt the theoretical model
when the process under study is well understood. On the other hand if the process is
too complicated {implying not well understood} or the model equations are extremely
complex, fhe empirical approach is the most appropriate one.

The main objectives of this section is to identify the model by finding the functional
relationship highlighted above using the natural laws that exists between process

variables in the observed process data.



For the considered case the biological variables x, s, and p are described on the basis

of the systematic approach using mass balaﬁce equations. On the same token equation

parameters Hmay, Ks, Yus and Yy are obtained on the basis of the empirical approach

with experiments and parameters estimation technique.

Two types of models of the process are considered. )

= Model describing the Beh’aviour of physiochemical variables.

-> . Unstructured model describing the behaviour of the biological varnables
identifying the dependencies between physiochemical and biological

variables.
33  Model describing the behaviour of physiochemical variables.

The first model is described by the first order transfer function with time delays.
’ k oh e—tx

G(s) =
(s) T,s+1

(3.1)

where K is the gain, t is the time delay, T is the time constant.

The inputs to these functions are the flow rate of acid or base, heat source, on/ofi,
flow rate of dissolved oxygen (DO;), rate of electrical motor with their respective
outputs: pH, temperature, dissolved oxygen concentration, number of turns of the
stirrer in revolutions per minute (rpm). Fig 3.1.

Equation (3.1) has the same structure for all the physiochemical variables listed

above, only the parameters K, t, T are different.

Inputs. Outputs
Substrate Flow rate ——»
Acid orbase = ——p] (Plant} - » pH
: : ant
Heat Onor Off Fermentor ] T
Flow rate DO, — —» DO,
% rpm

Rate of elec. )
motor

Figure 3.1 Medel | inputs and their respective outputs



The model described above is used for optimal tuning ﬂ_ie controllers on each
physiochemical variable on the bio-controller. Parameter estimation for this model is
not done in the dissertation sepaiately as it is Included as a part of the used program

for auto tuning of PID controller described in chapter 5.

3.4  Model describing mass balance equations of the fed batch fermentation
process

The second model is described on the basis of mass balance ecjuations. These
" equations describe the dynamics of biological variables, concentrations of substrate
(s), biomass (x) and product (p) and of the reactor volume (¥). The equations are
fundamentally derived from the law of conservation of mass that says, “Mass 1s
conserved in ordinary chemical and physical processes”. The growth rate
depéndencies are based on the Monod (1949) kinetics where sugar uptake is directly
dependent on sugar and enzymes concentration.

The schematic diagram of the fed-batch fermentation is given on Fig 2.1.

The process starts with relatively dilute solution of substrate and more nutrients are
added as the process progresses. The rate into which the nutrients are added is
controlled to avoid high concentration of substrate as this may inhibit or switch on
undesirable metabolic pathways (Jens et al., 2002). In cultures where oxygen is used
to grow the yeast cells (aerobic conditions), more oxygen is pumped to the process
increasing the gfowth rate. From the other side high growth rate of biomass can
inhibit the biomass yield by bigger amounts of produced products e.g. ethanol.

The mass balance equations are derived from the basic laws of conservation of mass

represented by the following general equation:

' ; i The rate of - 1 The rate of ¢ Therate of ; i Therate of

. mass in b massout ! +: mass t mass t i mass i

i through ; ™ 1 through i i generated i — 1 consumed i i accumulated !

! system : system . ¢ ¢ within ' within 1! within i

i boundaries. : i boundaries. : i system. : i sysiem. ; ' osystem. :

! i ! . ' L e :
ai\/_ft(r) =M (DM, )+ R;(1)—R.(1) (3.2)
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Where:

M 1s the mass accumulated within the system

M ,1s the mass flow rate of substance “A” entering the system.

Azfﬂ is the mass flow rate of “A” leaving the system.
R,. is the mass rate of generation of species “A” by chemical reaction.

R.. is the mass rate of consumption “A” by reaction.

The dimensions of M, , Ma , R; and R. are mass per unit time with units such as gs’
Yeoh!, Tbmin™* etc. All the variables can vary with time.

Using mass balance equations the theoretical model represénting the concentration of
biomass yield, product and substrate is described. The equations are obtained

sequentially for the biological variables i.e. biomass, substrate and product.
3.4.1 Expressions for growth and production rates
3.4.1.1 Growth rate laws

The letter t used for time dependenée is missing in this part, but all variables are time
dependent. The common expression for the cell growth in the batch reactor is given
by the equation

Cells + substrate = more cells + product. (3.3)

The growth of cells in this equation can be expressed mathematicé.ily by the cell
growth rate with which the new cells are formed.

r = o | | (3.4)
Where 1 is the cell growth, g/dm’ s, x is the cell concentration g/dm’®; p is the specific
growth rate. |

The most commonly used expression for the exponential growth of microorganisms is

Monod’s equation. The specific growth rate can be expressed as:

= 3.3
M= Huax K +5 (3-3)

Where p ma IS the maximum specific growth rate [s'l], and K; is called Monod

constant or simply the substrate saturation constant. The importance of K is that,

)
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when substrate concentration is numerically equal to K, growth rate is exactly half of
the maximum growth rate. For a number of bacteria and fungi the constant K is small
and To = R max

In common case:

miax xS . - - . "

Te

In many systems the product inhibits the rate of growth.
“The equation, which is used to represent the product inhibition on the growth rate, is:
(Dochan et al., 1990)

ﬂ xs P s ymxs , : -
=k, Cwa®? g £y Pma? 7
rg obs ks +s ( p *) ks s (J )
Where k,,, = (1—%)" (3.8)

p* is the product concentration at which all metabolism cease, [mg/l], n is the
empirical constant for Saccharomyces cerevicerae.
Other used equations for the description of cell growth are:

-2 Tessier equation
5 -
Ty = Huo (1 exp(;,c-)x) (3.9)

- Moser equation

_ HunX a
e T Wk, exp(-m) — ©-10)

Where 1 aﬁd K are empirical constant determined by a best fit of the data. These
equations have been found to better-fit experimental data at the beginning or at the
end of fermentation. |

The cell death rate is given by

r, =kx (3.11)



3.4.1.2 Stoichiometry

The stoichiometry for cell growth is very complex and varies with micro organism,
nutrient system and environment conditions such as pH, Temperature, redox potential
et(;. The considerations are for cell growth, limited by only one nutrient in the

medium. The equation (3.3) can be written in the following way

cells .

s—— Y, x+Y,,.p

xfy
(3.12) _
where the yield coefficient for the growth of biomass is:

mass _of _new_cells _ formed .
Yy, = S T (3.13)
mass _of _substrate _consumed _to _produce new cells

The stoicheiometric vield coefficient that relates the amount of product formed per
mass of substrate consumed is:

v mass_of _product formed (3.14)
= — J.
P'* " mass_of _substrate _consumed _to_ form _ product

In addition to consuming substrate to produce new cells, part of the substrate must be

just to maintain a cell’s daily activities. The corresponding maintenance utilization

term is: '
; mass _of _substrate _consumed _ for _maintenance
- mass _of _cells * time

(3.15)

The rate of substrate consumption for maintenance whether or not cells are growing
is: |

r, =mx (3.16)
Product formation can take place during different phases of cell growth. When
product is only produced during the growth phase then the rate of product formation
1s: '

Tp = Yoy (3.17)
However when the product is produced during the stationary phase, then the product
formation is related to substrate conswmption byV:

r,=Y,.(-r) (3.18)

The equation which relate the rate of nutrient consumption, -r,, to the rates of cell

growth, product generation and cell maintenance is:

L
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Net Rate of Rate Rate Rate
subsirate consumed by consumed to consumed for (3.19)
consumption cells form product maintenance
_.r.'r =Ii-fxrg +Y:~Iprp +mx (3.20)

If the product is produced during the growth phése it may not be possible to separate
out the amount of substrate consumed for growth from that consumed to produce the
product. Under these circumstances all the substrate consumed is lumped into the

stoichiometric coefficient, Yy and the rate of substrate disappearance is:

—r, =Y, r, +ms

- product formation in the growth phase (3.21)
The corresponding rate of product formation is: |

r,=rY,, (3.22)
These equations cannot be used during the stationary phase. When the product is
produced only during the stationary phase the nutrient consumed for growth has
becomer virtually exhausted and a different nutrient is used for cell maintenance and to
produce the desired product. |
The net rate of substrate consumption during the stationary phase is:

Y K s x
snl 4 "

—r, :m-}-.u (_-,_23)
K, +s, :

where: 7

sp 1S the concentration of the secondary nutrient [g/m’]

K, is the specific rate constant with product, [sM,

X is the cell concentration [g/m’],

Ksa 1s the constant, [gm/m3],

Ty =Y (=Ta) | (3.24)

The third situatioﬁ is when the product is formed during both logarithmic and
stationary phase. This is the considered case of Seccharomyces cerevicefae.

The equations for the substrate consumption 1s

—rszlfr!xrg+l’f¥,prp+mr (3.25)

Substituting equation (3.23) into equation (3.20) is obtained:

—r, =Y, r. +Y, Y r +m (3.26)

sfx' g siptplxtg

After grouping in equation (3.26) it is obtained:



—r, =Y, +Y,Y ]}g-l-m:_Y. r, +mx=

n
sip-plx sixc'g rg + mx (3.26)

x/s
This common presentation in equation (3.26) shows that the rate of substrate
consumption for both cell growth and product formation can be presented by one
common stoichometric coefficient. The expressions for rate laws and stoichiometry

are used in mass balance equations for full description of the process behavior.
3.4.2 Biomass mass balance equation

In fed-batch operation M e =05 M, is equal to the feed flow ate F multiplied by the

cell concentration x, in the feed.

M, = Fx,= mass of cells entering the reactor.

M_=xV, where x is the cell concentration and ¥ is the liquid volume of the reactor
vessel,

R = ixV ,where: u is the specific growth rate,

R.. =k, xV , where k,is the specific death rate constant.

Substituting in equation (3.2) above the following is obtained:

d{xV")
dat

Note V is the function of time so it cannot be cancelled out, rather a product rule for

=Fx, =0+ ixV -k xV

derivative can be used.

xdeV- +V %E. = Fx,+{u—k,)xV , Substituting flow rate F with: (3.27)
! t '
av '
F=— 3.28
dr (3.28)
dx ' .
xF—i—VE:Fx, +{u -k, )xV (3.29)
dc F F ” o
E:Fx'-E_X(‘U_kd —?) ' (3-30)
Substituting dilution rate
F
== | (3.31)



ixa—,(f)- = D(t)x; () + x()W () — k, — D), x(0) = x, 632

In fed-batch the volume increases with time, therefore if F is constant, D decreases as
the reaction progresses.

Generally the feed material is sterile so that x, =0, also if cell death is negligible
compared with growth so that &k, << u ; the equation above becomes.
dx(r)

E XXy~ DO = 5 G

)
L
(WS
S

3.4.3 Substrate mass balance equation

When substrate concentration is limited in the fed-batch reactor the mass balance
relations for it are:

Mﬂx ='RG;- =0 |

~

M, = is the mass flow rate of substrate entering the system = F5,.
M _ = is the mass of substrate in the reactor= s}’ .

1

I
x/s

Ry =1V =(o—r,+m)V , (3.34)

The equation describing the substrate behaviour is:

d(s¥) r

=Fs, - (=—+7, 7, +m W (3.35)
df l,n’s F
V r r
V) g (Lo v o may (3.36)
df Yxlx sip
{614
(s ):FS‘__( £ H  imyxv (3.37)
dt F:d: K—/p‘z;f.\' .
d(s¥V
(s )=Fs, ~ (£ +m )xV (3-38)
df x/s
where:
YI_\'.'.\' = YI-""’-"'
2

Yos  is the true biomass yield from the substrate.



rp 1s the rate of product formation.
Y, - 13 the true product yield from the substrate.
ms s the maintenance co-cfficient.

rs is the volumetric rate of substrate uptake

Expanding equation (3.10) and substituting F = Cji_t 1t is obtained:

ds - |
== Dls, = )= (Lo + Yy p 4 m )5, 5(0) = 56 (3.39)
. | _

—=Dls,~9) -(Y” +m )x (3.40)

xix
3.4.4 Product mass balance equation

When product concentration is considered in the fed-batch reactor the mass balance

relations for it are:

M,, = is the mass flow rate of product entering the system = Fp,.

M , = is the mass of the product in the reactor= pV'.

-~

M, = is the mass flow rate of product output = 0.

RGp=rgV

R, =0

—_— it = .F+ V ”41
P A (3.41)
dp

V= =pF+rV —pF=ry+F(p,~p) (3.42)
dp F _F | .
e +-I-;(P,- —-p)= Y,,,,xpx+;(p,- —-p) (3.43)

Normally p, =0 for sterile input flow F and then

dp F ' .
}t—sz,xm+?p (3.44)



3.4.5 Volume mass balance equation

In fed-batch process M, is the volume V, where 7

M, =V

M, =F

M, =0

Rgv=0

Rev=10, tﬁen

iidﬂ;*’. - ‘”;f ) = F(LV(0) = Vo,V (t,) =V,

3.4.6 Summary of derived mass balance equations

The set of mass balance equations in function of time determines the process

behaviour. Then the model of the process 1s:

£(1) = X))~ k, ~ DE), x(0) = 3, (3.45)

500 = DO, 0 —50) - xOCE L+ m,).5(0) =, (3.46)

PO =Y, p(t)x() + Dp(k) (.47)

V()=F@),V(0)=V, - (3.48)
_F@® | ]

DO = (3.49)
 ,Os) :

HO= D ( 50)

For inhibition of the cell growth by the ethanol production, the Monod equation can

be written as:

PO, 2,050
un=0-2 e s

(3.51)

Once the values of L, Ks, Yus and Yy have been determined, the model is used to
estimate cell biomass, substrate and product concentration as a function of time. The
main problem with the fermentation process is that model parameters are difficult to

be calculated because they change with time.
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3.5  Incorporation of physiochemical variables into the biological model

Tﬁe influence of physiochemical variables ie. T, pH, DO, is very important for the
process behaviour. These variables influence the cell enzymes and through them
influence the biomass growth or product formation. The complex relationship
between physiochemical and biological variables and sudden unexplained changes in
the process is reflected in the values of the equation kinetic parameters finax, Ks, Yus

and Y. They can be represented as functions of the physiochemical variables in the

following way:

f, =a +aT +aT? +a,pH +a,pH’ +a, DO, +a,D0’ (3.52)
k. =b +bT +bT? +b,pH + b,pH’ +b,DO, + b, DY (3.53)
Y., =c +¢T +¢,T° +¢,pH +¢;pH’ + ¢, D0, + ¢, D0? (3.54)
Y, =d+d,T+dT" +d,pH+d;pH’ +d,DO, +d, D0’ (3.55)

The mass balance equations (3.45)-(3.48) together with equations (3.52)-(3.55)
represent the model that is used in the dissertation for process optimisation and
control. Input variables for this model are the physiochemical variables T, pH, DO2,
output variables are the biological variables x, s, p, where p is the product of ethano!

giving inhibitory effect on the cell growth.

The coefficients values of a; —ay, bi—by, ¢; — ¢7, and di — d; are not known and
“also they cannot be determined theoretically. As a result of the latter, these
coefficients are determined on the basis of experimental data and application of the-
least mean square [LSM] approach for the parameter estimation. '

In equations (3.52)~(3.55) the value of the coefficients &, and b:f are determined
previously. Usually these values are very small approximately k; = 0.01hr-1, m = 0.03

[g of substrate/g.cells.hr].

Model (3.52)-(3.55) is a nonlinear one according to both biological variables and

coefficients.

41



3.6  Discrete representation of the model

In order to do calculations easily in the PC, model equations are discretized using
difference equations for representation of the derivatives. The model is then described

by difference equations.

Representation of the derivative:

_ x(k+1)—x(k)

x(0) Y

(3.56)

where At is a sampling period. The number of steps in the period of fermentation is X
= tyAt, where t¢ is the end time of the fermentation. '
Discrete model is obtained after substitutioﬁ equation (3.56) into the continuous

model equations (3.45)-(3.48).

Discrete model:

(kD=2 [1 p k)H x(k)s(k) ] i ety F O30

~ 7+ || K, +s(k) vy =%
(3.57)
SE+)—5(k) _ fta [, PO ] 2RISR | FO e ol s(o)
v 1 L1 p*] {K, ”(k)} mx(k) + V(k)[si s(k)],5(0) = s,
(3.58)
plk+1)— p(k) _ _pR) [ xRysth) | Fptky
AI '—/‘[ma.'(yp!x{l p* :‘ [K_‘ +S(k)} AI V(k) 7P(O)“-0
(3.59)
VESDZVE _ e, 1(0) =V V(R) = Vo,
" (3.60)

The above equations can be written in the following way:



_ WGIREGEGEE o Flex(E) o
x(k +1)—x(k)+mymu[l p*} i:K,,- +s(k)] Arkdx(k) At 0 x(0)=x,

(3.61)

s +1) = () ~ 2Has {1 iy (k)} [ x(k)s(k) }—Armx(k) AL 5 gg s, - s(k)],5(0) = 5,

xis p * Ks +S(k)
(3.62)
~ o] xtyst) | Flopl)
plk+1) = p(k)+ Armep,x[l - J [ X H(k)} M=y PO =0
_ . (3.63)
Vik+D)=V{)+MFELVO) =V, ,V(kK)=V_,
(3.64)
_Fy
0 =v
(3.65)

where the kinetic parameters 4, .X,.Y,,,.Y,, are described by the equations (3.52)-

pls
(3.55). The parameters a; —a7, bi—b7, ¢1 — ¢7, and d; — d; are unknown. They are
determined on the basis of experimental data and estimation method in the next -

chapter.

3.7  Simulation of the model
Simulations of the model is realized using the packages:

> LabVIEW™6.01i

> MATLAB 6.1/ Simulink
These packages are used by scientist, engineers, researchers, industry etc for
calculation, simulation and real time control.. LabVIEW™ is the graphical
programming language called “G”. Matlab is an acronym for MATrix. Simulink is an
extension of Matlab that allows development of models using block diagrams

notation.



To allow easy of testing the model is developed in both LabVIEW™ and MATLAB.
The input parameters and constants are the same to both models. Table 3.1 and Table

3.2 have the input and output variables for both simulation packages and they are used

in the next paragraphs.

Variable Value Description

TT 50 - -> Number of samples

t | LTT - -> Time [h]

F ] ' - Volumetric substrate flow rate [mg/1].
si 0 A => Input substrate [mg/1]

pH 6.7 - pH

T 30 ' -> Temperature in degrees Celsius
O 1 - -> Dissolved Oxygen (DO;) is %.
al 0.08 - Model iaarameter.

a2 0.03 : - Model parameter.

a3 0.01 ->» Model parameter.

a4 0.02 _ | -> Model parameter.

as 0.002 > Model parameter.

a6 0.001 | -> Model parameter.

a7 0.002 -> Model parameter.

bl 0.2 - Model parameter.

b2 0.03 ' -> Model parameter.

b3 0.01 -> Model parameter.

b4 0.01 -> Model parameter.

b3 0.001 —> Model parameter. -

b6 0.002 => Model parameter.

b7 0.001 > Model parameter.

cl 2 -> Model parameter.

c2 0.3 | = Model parameter.

c3 0.021 -2 Model parameter.

c4 0.051 -> Model parameter.

c3 0.00211 - Model parameter.




cb 0.0211 - Model parameter.
c7 0.002 -> Model parameter.
d1 0.004 - ' -> Model parameter.
d2 0.006 -> Model parameter.

| d3 0.001 - - Model parameter.
d4 0.005 3 > Model parameter.
ds 0.0005 —> Model parameter.
dé 0.001 ' -2 Model parameter.
d7 . 0.0002 = Model parameter.
kq 0.09 - Death co-efficient k.
pl 50 . -2 Inhibition factor p*.
m 0.0011 -> Maintenance co-efficient.
n 0.52 -> power coefficient

Table 3.1 Input variables to the yeast model

Variable Value Description

X Biomass concentration [mg/1]

S Substrate concentration [mg/1]

P Product concentration {mg/1]

Umax Maximum growth rate

K _ o Substrate saturation / Monod's constant

Yus Stochiometry coefficient for biomass growth
Yup Stochiometry coefficient for product growth

Table 3.2 Output variables to the yeast model
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3.7.1 LabVIEW™.01i program for simulation

The control and simulation software for G is used to realize the yeast model. The
Céntrol arid Simulation Software for G (GSIM) provides routines for modelling,
analyzing and simulating dynamic systems. This software handles both linear and
nonlinear, continuous and discrete time systems. GSIM supports the combinations of -
these two time models and handles real-world control problefns, simulation tasks, and
a combination of both. This support is useful while developing a control system that is
partly simulated and party realized (National Instruments, 1998). The developed
model resembles the latter hence the software is selected to realize the control system.
The control and simulation software has 12 sub pallets shown in Fig 3.2. The
developed model is implemented in the discrete form and the GSim Unit Delay.vi

from the main pallets is used. Fig 3.3.

walE

- Discrete Systems
» ¥

Heshn "E[
B 124

| TR

-H {8

el (V)

v

RERED

fu

Figure 3.2 Control and Simulation sub pallets

W-’t e TR
tial condition ——| Mz | T 0utpk
GSim Unit Delay.vi

Delavs the input exacly one time step, Le.
outputfnl=inputn-1], where output{0l=nitial
condition.

Figure 3.3 GSim Unit Delay.vi
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The simulation program hierarchy of the developed yeast model using équations
(3.57)-(3.60) is given in Fig 3.4. The algorithm for realization of the simulation in

real time system is given on Fig. 3.5,

Figure 3.4 Hierarchy of the developed program for simulation of the yeast model
Yeast model

Model data.dat €---:-- P Yeast model realizing Eqn XX)
Read from serial port Output:
T, pH, DO, F X, 8, P V, Unax, Ks, Yuss, Yoss

[

t v
To parameter estimation
Serial Interface program '

- Figure 3.3 Flow of the model calculations
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The data from the on-line measurements through the serial port is read using the serial
function see Chapter 6. The data is stored into a file [table.dat] at a certain interval
specified by the operator. This model reads that data from the file and recalculate the
néw values for upg, Ks, Yx/s, and Yp/s'. The new values of the parameters form the
latter are passed into the biological model for the calculation of x, s, p, and v. The
output of the model is y_model with dimensions yP¥K! where K is the nﬁmber of
samples for the recalculation. The output is then sent to the parameter estimation

program for the recalculation of the model co-efficient a;=az, by=>by, ¢c1>¢7, and

d;=>dy using least square method function. The front panel of the model is shown in

Fig 3.6.

i g it g gy a7
§0.02000 *§0.00200 F0.00100 0, ila ._é}gu

001000 fTo0io0_[0.00°00 {00100 . b ¥ {3
) {.05100 ;000011 0G0 00000, ¢

A0 i0.e0s 10.83077

il . -
Tio 1540000 11539361 15,3072
0.00000 .0.00077 50.0015%

Figure 3.6 Yeast model front panel
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3.7.2 MATLAB and SIMULINK program for simulation

Table 3.3 gives the flow of simulation of the yeast model in MATLAB and Simulink.
MATLAB files are called ‘m’ files. The following procedure is followed on running
 the model simulation in MATLAB workspace. From the workspace in MATLAB type
the following command:

> YMw_vai'.m

Where YM_var.m is the file that declares all the variables that the yéast model needs
to be able to do the calculation in Simulink. The acronym YM var stands for Yeast
Model variables.m. Note before running the m file make sure that the current
directory in MATLAB is pointing in the right path 1.¢.

“E:\Source code\Matlab Simulations\Model".

From SIMULINK open the file “yeast_model”, and double click on the scope
indicators to view the outputs [Table 3.2] of the model on the graph.

Mode! in MATLAB / SIMULINK

Workspace Simulink
-  YM_var.m -2 yeat_model
<> Input variables -2 Input variables
Table 3.1 YM_var.m
= Qutput variables = Output variables
Table 3.2 Table 3.2

Table 3.3 Simulation of the yeast model in MATLAB / SIMULINK
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38 Conclusidn

Many aspects of fermentation are poorly understood, the latter makes 1t difficult to
derive a model that will cover all the areas of interest. Evidence that all important
fermentation variables have not yet been identified is the significant batch-to-batch
variation that occurs in the fermentation industry.

The key fermentation variables cannot be measured on-line. Delays are often
experienced during the off-line measurements of the concentrations of substrate,

biomass and the product.

The developed model is semi-theoretical in the sense that mass balance equations are
theoretical mathematical model; but coefficient cannot be calculated mathematically.
These coefficients are introdﬁced mathematically to represent the influence of the
physiochemical variables to the biological variables. The latter is achieved by
representing the kinetic parameters of biological model through quadratic functions of
physiological variables.

Parameters estimation is used to determine the coefficients of these functions.

The utilization of Matlab/Simulink and LabVIEW packages made the development
mﬁch easier when 1t comes to testing of the prototype. The results received on both-
packages were the same, proving the operation of the algorithm and also the
consistence was tested. '
The results from simulation are used later for model parameter estimation and process

optimization.



Chapter 4
Layer for adaptation
Parameter estimation

4. Introduction

-The chapter describes the formulation of the problem for estimation of the fed-batch
model coefficients and the methed, algorithm and programme developed to solve this
problem. Parameter estimation’s fundamental use is to validate the calculated model
parameters on the basis of experimental data. Experimental data is in principle used to
compare how well does the experimental data agrees to the predictions from the
model. If the model results from the latter compares favourably, the model is said to
be appropriate. If the model results does not compare favourably, the model has to be
reviewed or other estimation technique is implemented. The comparison is determined
on the basis of error between experimental (measured) data and the model results. The

approach into which the latter has been fulfilled is described and discussed below.
4.1  Experimental data

The experiments were conducted at the University of Cape Town (UCT) chemical
engineering laboratory. The results used in the dissertation are from different batch
and fed-batch experiments that were run and the average for each fed-batch is used

Table 4.1.
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Propagation of yeast during fed-batch fermentation process

52

Biological variables Average values during fed-batch process Variables
No, of Time in hrs Bszmss S”bs‘trate Proc.luct Biomass Cancentration in Deviation | Name | Value | Limits Initial value
samples average average average 2/l

0 0 0,825333333 15.4 2.1{Biomass 141 0.6]T 16 deg, ~0.5/16 deg.
! 2.5 D.BO266666T) 1526666667 2.275|Substrate 9.45 0.78pH 4.8-5.0 ~(.3 4.8
2 5 0.9 15.13333333 2.45|Product 29-22| Declines|DO2 37%|34.5 - 39%
3 7.5 0.916666667 15 2.625 Volume |2 Litres |0-4L 2 Lilres
4 10{ 0933333333 14.86666667 2.8 F
5 12,5 1.133333333[ 14.68333333 3.5 Ks 65 g/63-70 /1 165 g/l
6 15 1.333333333 14.5 4.2 umax 0.710.027 - 0.7 0.065
7 17.5 1.55)  14.26666667 4.9 Yx/s 0.194
8 200  ).766666667 1403333333 5.6 Yois 0.28
9 22.5 2.65 13.6] 7.9875 m 0[5% s util.
10 25| 3.533333333] 13.16666667 10.375 kd 0
11 275 4.516666667 12.7] 12.7625 Deltat  [2.5 hrs
12 30 5.5 12.23333333 15,15 si
13 32,5 6.916666667] 11.81666667| 18.2125 Ypix 1.44
14 35| 8.333333333 1.4 21.275 :

l_ 15 37.5 975 10.93333333] 24.3375
16 400 11.16666667] 10.466606667 27.4
17 42.5 12.55 0.85 30.05
18 45 13.93333333] 9.233333333 29,03
19 47.5)  14.01666667) 9.341666667] 28.515
20 50 14.1 9.45 28
21 52.5 14.2 9.435 27.5
22 ‘55 14.3 542 27
23 57.5 14.35 9.44 26.5
24 60} 14.4 9.46 26
25 62.5 14.2 9.455 25.5




26

65 14 9.45 235
27 67.5 14 9.425 24.5
28 70 t4 9.4 24
29 72.5 14.3 9.375 23.5
30 75 14.1 8.35 23
31 77.5 - 14.08 94 22.5
32 80 14 9.45 22

- Table 4.1 Summary of data received from experiments conducted at UCT
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4.2  Mathematical formulation of the problem for estima'tio_n

The problem is formulated on the basis of experimental data, model équations and
criterion for minimization of the error between data and the model output as follows:
a) Experimental data, which represent the trajectories of the substrate,
biomass, product and reactor volume in function of temperature, pH,
di_ssolved oxygen, and flow rate, Table 4.1.
b) The model of the process, equations (3.57)-{3.60)
¢) Criterion is minimisation of the quadratic error between the model output

and the experimental data.

The common scheme for the problem formulation is in Fig 4.1.

z(k) Criterion

.yl - Process

Input po-initial value of
parameters

> Modei; z(k)

Set-up of the
parameters

Decision to improve
parameters

Figure 4.1: Common schemes for estimation of the model parameters

where

zis the process output vector

z is the mode! output vector.

The approach represented on the Fig. 4.1:

- To send the same input signal to the process and model.

—> To calculate the model output and measured process output.

> To compare them and on the basis of the error between them to take decision for

changing model parameters.



Then the problem for parameter estimation can be fonnuleted mathematically in the
following way:

Find the values for the parameters a;, i=1,7, b, i=17,¢;, i=17,d, i=17, in such
a way that the error between the measured values of the outputs of the process

x(k) s(k), p(l),V (k) k = 0,K, and the output of the model equation (3.57)-

(3.60) x(k),s(k), p(k), V(k) k=0,K K expressed by the criterion:

U= E“e(:’c)ﬂz = 2“2(@ - z(k){f -+ min (4.1)

is minimized under the model equations (3.57)-(3.60), where the number of points of

V{k)
) .. — x(k) | .
measurements in the time interval 0,¢, is X, and z(¢) = B 1s the state and output
s
plk)
VK]
= _|x® |
vector for the model and z(¢) =1 _ . is a vector of the measured data.
s(k)
| p(k) |

The criterton expresses the sum of squares of the error between the measured and the
calculated from the model trajectories. It gives the best strategy for fitting the
trajectories of the model to the measured trajectories. This criterion has many

advantages as it gives a unique model trajectory for a given set of data.

43 Method of solution

The criterion is an implicit function of the parameters, as it is a function of the states,
and they are function.of the parameters. When looking for minimum of the criterion
according to the parameters, it means according to the theory for optimality that the
criterion’s first derivative according to every of the parameters is necessary to be
equal to zero. This derivative cannot be determined analytically in the considered

case. Then the optimal solution can be found using numerical calculations by gradient

L
Ln



methods. The calculations are based on the gradienm as the first derivatives of the
criterion towards parameters but estimated and calculated in numerical way.

The vector of parameters is formed as:

" p=[a,a, ,...a.‘,.,bl,bz,...,cI ,CseniCqy, @y, ,..d; ] Tt has 28 elements.

rThe derivatives of the criterion function towards the components of the vector of

 parameters are:

| %:0,:‘ =12,.r.r =28 4.2)

As the criterion is not explicit function of the vector of parameters, it is necessary to
use the dependencies of the output of the model from state space equations in
connection with the algorithms of some of the different numeric gradient methods for
sequentially computation of the improved value of the vector of parameters. The
method of fastest descent is used in the study.

This method is characterised with the simplest iterative gradient procedure for

improvement of the initial estimation of the wvector of parameters pe R™. The

direction of the fastest descent is opposite to the direction of the gradient and at the
initial point coincides with the direction in which the criterion reduces in the fastest
way for infinitely small changes of the vector of parameters. The vector of parameters
gives the direction of the fastest descent according to the formula:

—p +dp “3)

i+l

o
Where dp = [dp,,dp,,...dp, ] is the direction of the descent and:

(4.4)

In equations (4.3) and (4.4) p’*' is the improved value of the parameters, p’ is the

: oJ . : .
previous value, —1is the gradient of Jtowards i-thcomponent of the vector

i

P, > 01is a step of the gradient procedure, j is the index of iterations.

It 1s not possibly to calculate directly analytically the components of the vector of

gradients g—{—, as the model is dynamical and the criterion is not explicit function of
P



the state and parameters, It is because of the latter that the numerical values of the
components of the vector of gradient are determined as follows:

6'] — J(pl3p2""3pi +A7pi+l""pr)—‘I(pl’pl""p;’pi+l""pr) (4 5)
op, A '

i=12....r

- where A is a small deviation of the 7-rhcomponent of the vector of parameters,

andAp = p, +A is the deviation of the parameter used for derivative —gi
Pi

calculation.
The considered method is used in the scheme of estimation to calculate the improved
estimated value of the parameters in such a way that the least squares criterion is
minimized.

The scheme is:

Fk) RN e wﬁ)___’ K_lCriterion
LG J =3 et~ =)
PH(K)
DO, (k)
— P
p* | Initial values of z(k)
parameters
I, 4 vV
State equations (3.57)-
-y (3.60) > =)
X
p
Set-up of the parameters Gradient
Method [

Figure 4.2: Scheme for estimation of the model parameters



44  Algorithm of the method

The. algorithm is an iterative one. The calculations continue until the improved value

- of the parameters -fulﬁls some conditions for the end of calculations (for optimality or
untif the given maximum number of iteration for example M is done. The calculations
are done according to the steps of the following algorithm for calculation:
Algorithm:
Step One _
At the beginning of the iterations the initial values of algorithm and problem
estimation are set:

the value of parameter deviation A

maximum number of iterations M

initial value of the state vector x,,5,,V;. P,

step of the gradient procedure « = 0.1

the number of parameters p — r =28

the number of steps in the optimisation period K.

the error of the calculation of the estimated values &

N2 0 N TN 2R

the initial estimation of the vector of parameters

input trajectories for control variables T(k), pH(k), DO, (k), F(k),k =0,K -1
Step Two ' |
The initial values of the parameters p° are passed into the model equations (3.57)-
(3.60) and these equations are solved for the given initial conditions. The trajectories
x(k), s(k), p(k), ¥ (k) are obtained for k=0,K .

- Step Three
The obtained values are passed into the criterion J and its value is calculated from
equation (4.1).
Step Four

Set j =1, calculate the deviated value of the parameters for i —th component of the

vector of parameters.

Ap, =p’ +Ai=1r ' (4.6)

Forevery i = 1,2,..1 and separately for every p,’
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a) Solve model equation (3.57)-(3.60), where all components of the vector p

are the s&me, only p,” is changed to Ap,” .

b} Calculate the deviated value of the crterion for i—rhcomponent

J(p1, 025 Ap,” s Pup,) according to equation (4.1)

c) Gradient f'j—j- are calculated using equation (4.5)
Pi

Step Five
Calculate the gradient for the fastest descent method dp, .

a) Calculate the weighted sum:

Y {i(—a—",-f]m

i=l apl
b) Calculate the directions of the gradient

; af
dp/ =—a——1Y s,i=12,.r
p apil Z
Where, 507 has been calculated from step 4 © above.
P
Step Six

Calculate the improved estimate of the vector of parameter,

A

Pi T pij +dpfj,i: 1,2,.r

Step Seven

Calculate the error for termination of the calculation

epi = lpj‘”.l - ptj ’i = 1’2"']
or

e, =’dp,j

Stép eight

Check the criterion for termination of the calculations

> Ifldp’l<es>0,6=001

for every i=12,.r, the optimal solutions is obtained.

terminated.

(4.7

(4.8)

{4.9)

(4.10)

The calculations are



> If dp‘.f > ¢, the calculations continue until the maximum number of iterations

j=Mis reached. The calculations are terminated.

-,

4 It |dp, > & , the calculations are repeated from step 2, until (dp‘.f [ <egorj=M.

> If j> A4 the calculations are terminated.

The bldck diagram of the described algorithm is given on Fig. 4.3.
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Set the parameters of the
- gradient procedure.

M.\ ea,r,K,N,z,,2
T, pH, DO, F

j=1

|
Y

Set initial values of model
parameters

pij zpio’i :f;

¥

Solve model equations
eqn (3.57)-(3.60) for zg and p,’
with given T, pH, DO,, V

, l [X. S, PVT=Z

Calculate
J?(p”) from eqgn (4.1}

Calculate Ap,j —> eqn (4.6)

I
h 4

Solve model equations egn (3.57)-

(3.60) with Ap,” and p,”

[AX, As, AP, Avy'=Z ¢

~ Caleulate AJ(Ap,') eqn (4.1)

v

i

Calculate —eqn {4.5)

}
\ 4

b

Form vector eqn (4.5)

i

o,
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Calculate £ Eqn (4.7)

y

Calculate dp,’,i=1,r Eqn (4.8)

v

Calculate p’",i=1,7 Eqgn(4.9)

v

YES

i<r
NO 4
) — j+l
=00 - Ll
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pi - pij+l’i: 1,?
A
YES
- =M
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Figure 4.3 Block scheme of the algorithm for parameter estimation




4.5  Simulation and implementation of the algorithm

Simulations of the algorithm for parameter estimation are conducted in MATLAB.
The implementation of the program for simulation and real time parameter estimation

is done in LabVIEW™,

4.5.-1 LabVIEW"6.01i program
The hierarchy of the developed algorithm realising the above algorithm is given in Fig

{Fle Edit ‘ew -Took Browse Window Help

Figure 4.4 Hierarchy of the developed algorithm for parameter estimation in
LabVIEW™



The parameter estimator recalculates the model parameters using the developed
algorithm. The front panel of the developed parameter estimation window is given in

Fig 4.5. The description of the interface is discussed in details in chapter 7.

ARAMETER ESTIMATOR

Figure 4.5 Parameter estimation front panel.
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452 MATLAB 6.1
The inputs to the algorithm are arranged into a control input cluster Fig 4.6.
Variables: - . _ _

Er\Source mdewodenx “barbxt

Figure 4.6 Cluster with the parameter est. variables
The following .m files are developed to realise the parameters estimation algorithm in
MATLAB.
> Model__varia(bles.m: This file declares all the parameter variables needed to
run the algorithm.
> YM_var_realdatam: This file is implementing the yeast model
equations (3.4S)~(3.48). The output of this file sent to the parameter
estimator for recalculation of the parameters for the yeast model.
> Parameter_Estimator.m: This file realises the algorithm and passes
the output to the model equation for the calculation of X, s, p, V, Umax,
Ks, Yys, and Y.
The structure of the Matlab program is given on Fig. 4.7,



Input

Model variables j———#

Parameter
estimator

Quiput

T——»

New parameters

1

Read from file

I

. Yeast model

Figure 4.7 Matlab program flow for parameter estimation

The following proéedure is followed on running the model simulation in MATLAB

workspace. From the workspace in MATLAB type the following command:

— Parameter Estimator

Note before running the m file make sure that the current directory in MATLAB is

pointing in the right path i.e.

“E:\Source code\Matlab Simulations\Parameter Estimator”.

This m file reads data from model variables.m file Fig 4.7. It then computes the

parameters for yeast model.m file. On the iteration it updates the parameters for the

model and sends the new ones for recalculation. The calculations continue until the

model data it close to the measured data.
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4.6 Conclusion

The problem for parameter estimation is solved by gradient method. The solution is
simple but it uses a very big number of parameters (28).

The recursive least squares techniques for parameter estimation is selected, as it is
suitable for operation in a noisy practical environment, also it has minimum storage
requirements and does not need computational time for matrix inversion.

The use of Matlab and LabVIEW simulation and realisation software packages made
1t easy to implement the algorithm in real time. The comparisoh is made on the results
received from the tWo packages. The comparison proves that the implementation of

the algorithm is operational by receiving same results on both simulation tools.
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| Chapter 5
Layer for optimization

~ Optimal control of the fermentation process
Introduction

The optimal control problem is solved using optimal control theory, the
approach of the functional of Lagi‘apge. The optimisation layer problems are
determined and based on the solutions of the previous upper layer i.e. the model
' paran'leters. from the adaptation layer. The optimal 6peration of the process or
yield of the product is based on some criteria for the production of biomass,
product, and some constraints over minimal and maximal values of the
variables. In the study it is based on maximizing production of yeast. Two types
of problems are solved on the layer of optimisation:

= Problem for optimal control of the process.

> Problem for tuning of the PID controller parameters for direct control

implementation.

The solution of the first problein determines the solution of the second one. The
optimal trajectories of the control variables F, T, pH, DO, are used as reference
trajectories for the PID controllers. Formulation of the problem, description of
the developed methods, algorithms and programs is given in the chapter. The
problem is solved using Matlab and LabVIEW programs and the programs are
described at the end of the chapter.

51  Problem for optimal control of the production of yeast

The aim in producing yeast, needed, as inoculant in beer fermentation is
maximum qﬂantity of biomass, which means maximum concentration of
biomass at the end of the fermentation process. The prdblem is how to influence
the process in order to achieve this aim. The possibilities for influence are the
input substrate flow rate, temperature, pH and DO, concentration, which in this

study are considered as control variables. Their optimal trajectories can be
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obtained through the_formulation and solution of the problem for optimal control -

of the process.

5.1.1 Formulation of the problem for optimal control _
Find the trajectories of the feed flow rate, temperature, pH and dissolved oxygen

concentration: F(k),T(k), pH(k), DO, (k),k =0,K~1 in such a way that the
concentration of biomass at the end of the process
J =x(K) - max o (5.1)

is maximized under the model equations:

| x(k+1)=x(k)+mpm[1-p(k)} [x(k)s(k)}—Arkdx(k)—AtM= 1.k,

p* | LK, +s(k) V{k)
x{0)=x,
(5.2)
e [ p® T st ] F), o0,
s(h+h =5tk - == [1 P*}[K,ﬁs(k)} Aemx()+ & s, =5 (D] = £,
s(0) =35,
(53)

) p(k)]”[ x(k)s(k) ]_ o Florp(h)

?(k +1) = p(k)+ At Yp,{l p* K, +s(k) V{k)

=f,(6),p(0)=0

(54)
Vk+1)=V (k) + MF(k) = £,(6), V(0) =V, V(K) =V, (5.5)
Fuw =0, +@,T(k) +a,T* (k) + a,pH(K) + a;pH* (k) + a, DO, (k) + a,D0% (k)

(5.6)
K, =b +5,T(0)+ 0T (k) + b, pH(k) +b; letk) +b, DO, (k) +b, D0 (k)

(3.7)

Y., =c¢ +c,T(k)+c;T* (k) + ¢ pH (k) + s pH* (k) + ¢, DO, (k) + ¢, DO*1 (k)

x/s

(5.8)
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Y, = di‘+ d,T(k)+d,T*(k)+d,pH(k)+d;pH*(k)+d, DO, (k) + d7D022 (k)
| | (5.9)
and constraints over minimum and maximum values of the variables
‘ Toin T(k)<T ' (5.10)
- pH, <pH(k)< pH,,, (51D
DO, <DO,(k)y<DO, : (5.12)
V<V <V, - x (5.13)
Foan SFBO)SF,, | .(5,14)
Puin S p(k) £ Prax (5.15)
s <sk)<s.., k=0.K-1 o (516)
where v_,, vmu,v T,pH,DO,,V, F P.s,x and equations (5.10)-(5.16) are

respectively min and max constraint of the corresponding variables and X is the

number of steps in the optimization interval.

5.1.2 Method for problem solution

The problem for optimal control is characterized with non-quadratic criterion,
non-linear model and constraints over the va.nables trajectones Some of the
variables such as F (k) and V (k) enter the model equations in linear way and at
the same time they do not appear mn the criterion function. This means that the
optimal control problem according _to‘ these variables will be singular one. To
overcome this difficulty the problem is solved on the basis of an augmented
functional of Lagrange, which introduces quadratic terms of the model equations
into the ordinary functional of Lagrange. The augmented functional can be

written in the following way:

| A L) F AR AR+ A, (k) f, (k) + 4, (k)f (k)+ S Hbek+D)
L=x(K)+Y
B R AGI ;1 (F)s(k+1 - £,(O) + = #p(k)[p(kﬂ) f(0F +

+%#v(k)[V(k+l)—ﬁ(k)]2} | s
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where A,,v=x,s,pV are the conjugate vanables, u,, v=x,5,pV are
pehalty coefﬁcients.. The augmé_nted functional has to be maximized accotding
~ to state and control variables and minimized ‘according to the conjugate-
variables on the basis of the theory of duality, under the process constraints
represented by equations (5.10)-(5.16). '

5.1.2.1 Necessary conditions for optimality

The optimal solution has to satisfy the necessary conditions for optimality according
to all variables. The necessary conditions for optimality are:

>  For the state variables:

| o Biomass _
-ﬁiL_—_—,()’ ...EL_ 0, oL — =, ___ai_z(), (5.18)
ax(k) - os(k) p(k) oV (k)
> For the control variables
oL -0, oL -0, — oL _o, ar _0, (5.19)
oT (k) OpH (k) aDO, (k) oF (k)
. For the conjugate variables
| L oL
oL -0, oL 0, 2 _0, _ 5.20)
04, (k) 84, (k) o4, (k) 04, (k)
The analytical expressions for the derivatives is represented in the following way:
-2 For the state variables
k k ' k
ﬁaz; (ol 1+ 1= 2 )} SO N e, AR
(k) p K, +s(k) V{k)

K +s(k)

(k)[mpm[ p(k)“ (8) ] Nm}
Y. p K, +s(k)

O], 200),

,ux(k)[x(k+1)bfx(k)]{1+m;zm[1—p—;?} [

71



x/s _KS"l‘S(k)

p.’x max p* Ks +S(k)

*ﬂ,,(k)[P(kH)—fp(k)][ﬂfypuﬂm[l‘ifl?}[ () ﬂ=0='e,(k)

— 1, (B)[s(k +D)— f, (k)][A;#"’“ [1— ifi)} _s(k) ]—Asz +

K, +s() ]|

aL . | _
%—I-I-/I_Y(K)-i-yx([{) . (321

- o Substrate

e (k)[ [1 P(k)}"[x(k)(&+s(k))-x(k)s(k)ﬂ_

- as(k) * [k, +s(O)]
o e | x(E)s(h)
#,()[x(k +1) ﬂ(k)]{mpm[l p*][[K,+S(k)]2H+

+l (k) Artumw( 1_P(k) ’ I(’C)S(k) _NF(k) _
D ¢ p* [k, +s®Of | V&) |

xls

_ _ At b PR) | xth)sh) _ NiF(k)
H (B)s(k+1) f.s-(k)]{l Y [ p*} [[K., +s(k)]2] i }r

_.r.’.v

1At l*p(k)}n[ x(k)s(k)’} _
p( )[ g xtumax[ p* [K“ +S(k)]_

—#,,(/c)[p(k+1)—f,,(k)][Aprfx#m[1-p “,?] h x(k)s(k) ﬂ e, (k)k=0,K 1

P K, +st)f
L | -
ey SK) =4 (K)+u, (K) | (5-22)
o Product



L )| 1A, {1 _P_("Q] {_ J_J[ x(k)s(k) :i_ AF(R) |
op(k) 7 . p* p* | K +s(k) vk J

; NP O 1 Txths® ] aF) |

:O:ep(k)’ k:O,K—I

_oL 2 (K) + g1, (K) | | (523)

dp(K)

o Volaome

—F)x(k) | o P
_V_(F] £ (B)[x(k +1) f,(k)][m }L

VAR

~ F(k)
V)

Pl (k)[—Ar

$2, (k)[&’F () [s,--s(k)]}-,us(k)[s(k+1)—fs(k>][m

&105) s, —S(k)]}r

: L —Fxe) | ’ _ F(k)p(k)
+2, (k)[ M ® } A (Blpk+D~f, (k)]{At ) }L
+A, O] - o, BV E)+D- £ (O} =0=¢,(k),k=0,K -1

oL - 5
6V(1_<) =4, (K)+ 4, (X) (5.24)
> For the conjugate variables

oL _ | <z
) x(k+D) - f.(k)=0=¢e, (k) (5.25)

OL___ sk+D)=f.(k)=0=c, (k) (5.26)
oA,k ‘_ * |

L pk+)-f,()=0=c, (k) (5:27)
oA, (k) g SR '

oL o . - .
m_k(k+l)—ﬁ,(k)~0—€1,(k) | (5.28)

=  For the control variables

o  Flow rate



oL =1, (k)I:‘ X(k)m]E L B[xk+D+ £, (k)]{é“;(_k)} 4

or'(k) v (k) 0
7“/1; (k{%@}—ps WDsk+D~ 1, (k)][_A_rE;(:I;_UQ]_] .
e Cl oy £ ] Z2E®

+4, (k)[ 70} ] um, () pk+1)~ £, (k)]{ | E }_

+ 2, (A — g1, (O (B) + D) ~ £ =0 =e, (), k =0,K -1
' (5.29)

o Temperature
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oK,
- x(k)s(k)wa?“

oL _ 1 (y| 0| _ p(k)} XS |y, [1_ p(k)jl
er(ky - oT | p* | K, +s(k) e K. +soF
Rk D -
_ ' eK .
| . | = x(R)s(l) ==
) [1, p(k)}_ x(B)s(k) . m[l_ p(k)} oT
or p* | K, +s(k) p* [K.\- +SUC)]_
Otbees y s o |
oA ) O ey [1_ p(k)J x(k)s(k) _
Yous p* | K, +s(k) |
| K,
Sy ]| O ||
Yxl)‘.s' : p * [K‘ + S(k)}z
— p, (B)s(k+1) - f(k) — At ag;’a oo b 6;’;, P " x(k)s(k)
H, § ) Y‘ix“ p* K_‘_ + S(k)

oK .
_ By, [1 _ p(k)]” —XBsO 5
Y, p* (K, +s(t)]

xtz
oY p!
+/‘{p(k) AI plx #max +Y,rx #max X(k)S(k) +
aT PlURT 1K, +s(k)

oK,
SAY, [l_p(k)]” —xRsth =
L pr ][R s

. o T e, ey, ] xksth)
1, (Bp(k +1) f,,(k)l[m{ 2t Y, ] 20

_ plk)
p *

o -zt s
} O |\ _0=e, (k)

+ ArY . | 1 _
P"‘”’““.‘[ (&, +stB)f



opH
(&, +stof

oL Ot {1 _ p(k)]" XBs®) |\ [1 o)

A () At
= () r* | K, +s(k) r*

nt = X(k)S(k) EK-J—
GpH(E) opH ]

L - | - x(Eysth) s
Ol [-]_ p(k)] 500y, [;‘ _ p(k)] opH
pH|  p*| K.+st ™ p* || K +s(0F

— u, (B)x(k + 1) — £.(k)] 4t

all'lrnax _ anL\' : ’
i [ ] x kst
p* | K, +s(k)

s [ pw|
¥ p¥

xls

3K,
- x(k)s(k) Eoﬁj

(&, +s®)]

aﬂm“ Y anl.:

apH e aop | P " x(k)s(k)
Y p* | K, +s(k)

— gt (Bstk+ 1)~ £.()] +| ~ &t

. oK,
—x(k)s(k) P

[k, +s(®)f

s [ P
Y r*

xlx

+4, (k)[m[ay"”" Poae + Y00 Zal ][1 - p(k)] x(k)s(k)
| Lo apH | p* | K, +s(k)

6K
n — k £
_p(k)] ) o

p* ]| [k +sof

+ArYp,Ipm[I

or,, o T e xksth)
- 1-
g ‘”P(k)[m[ apH 1 + e opH }[ p*} K, +s(k)
Bty e

Y LGl PH I _o—e (k
+ Ar p,ﬂ‘:fumax[ p*] [K‘ +.§'(k)]2 €, ( )
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o Dissolved oxygen

oL bu [ o0 xhrsch (| 205t
. =200 oy St [l_p( )} *(R)sk) |, m[l_f’(")} 6D0,
D0, (k) aDo, p* | K, +sk) p* [k, +s(o)F
- (B)[x(k +1) - (k)]
' o o xs () 2R
1y P ii]_p(k)} 5B pp [l_pm] aDo,
ano, p* | K+ ™ p* [, + st
ca () - o8P0 z[l_p( )} x(k)s(k)
Yozs p* K_"l"S(k)
oK
- o] = x(k)s (k) —2—
g, [i_p(k)] a0, |
Yo p* 1| [k +s®F
; lumu - —‘U ai’x.’x .
apo, " "™ apo, [ p) x(k)stk)
- f(k - - -
g, (O)s(k + 1)~ £, (k)] +| - At ¥ [l p*} X+
_ - K
- anb — k -5
| Atpty [1 ) p(k)} 500,
Y., p* [k, + s
+lp(k)I:Af|:aYp“ ‘um +Ypl.r aﬂmax }[l_p(k)i] x(k)s(k) +
cDO, D0, p* | K, +s(k)
oK,
[ p(k):[” ——Y(*"T)S(k)g"ﬁ2
+AIYP,I,urm 1- - -
. p* [K,_H(k)]
OY, /. du Py x(k)sth)
- +Y max -
H, (k) p(k +1) fp(r’f)}{m[aDoz Hooe T ¥4 ap0, }[l o | K, +s06)

— x(k)s(k)_a_Ki_

" aDo, .
+ ALY, | 1 - plk 2 H=D=¢,, (k), k=0,K -1,
p* [k, +sto)] :
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~where the partial derivatives of the kinetic parameters are:

> According to the temperature

a”;f“ =a, +2a,T(k), _I;—-:b +2b,T(k),
o7, (5.33).
=c, +2e,T(k), 2 —ot=dy 424, TR,
-) According to the DO».
K
o _ g & :za,Do, 225 = b +2b, DO, (K),
Do, &po, - ° 55
Y, 0%, ;
25 = o +20,D0, (k), —Z2= =d, +2d,DO, (k),
aDno, aDo,
> Accord'mg to the pH.
oK
Oluss _ o 20 pH(K), Soon = b, + 26, pH(R),
opH pH (5.35)
s _ =c, +2¢c. pH(k), —== y e =d, +2d H(k), --
apH 4 s P ap H 74
k=0,K-1
5122 Coordinating vector

The optimal trajectories of the variables can be calculated as a solution of the
obtained set of non-linear, algebraic equations (5.21)-(5.35). It can be seen that
the number of equations and number of variables is very big. The solution could
be found easier if the problem is decomposed. The decomposition in time
domain could reduce complexity of the system of equations (Tamura, 1973) and
(Singandlitty, 1982). The solutions in time domain will consists of K+ separate
solutions, every one at separate time moment £ The decomposition in time
domain can be obtained on the basis of the coordinating procedure in two level
computing structure using the conjugate variables 1 as coordinating ones
(Tamura, 1975), but this method is applicable for normal functional of
Lagrange. The used augmented functional could not be fully decomposed
because of the qﬁadratic terms and variables x(k+1), s(k+1), p(k+1), v(k+1) in

them. They play a role of interconnections in time domain (Lin, 1992). This type
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of functional can Be fully decomposed if the considered variables are selected
also as a part of the coordinating vector.

If it is denoted |

S5, (k) =v(k+1),v=x5,pV,k=0,K -1 - (5.36)
then the coordinating vector will be

Ak)=4", S (5.37)
5,())=5"v=x5pv. k=0K-1, | (5.38)
where | J is an index of iterations in the coordinating procedure. If equations
(5.37)-(5.38) are substituted in the augmented functional of Lagrange, the
functional and the necessary conditions for optimality are fully decomposed in
time domain. The common problem is decomposed into one coordinating sub-
problem and K+1 sub-pfoblems on the first level of the calculating two level

structure, Fig 5.1:

A, &y
A
A(K),
B(k) -
5o/ /ro) Vi)
v(0) p(k), DO(k)
p(0), DO (0 s(k), pH(k)
s(0), pH(0) x(k), T(k)
x(0). T(O) v
=0 k=k

~ Figure 5.1: Two level calculating structures
5123 First level sub-problems

The solutions of the first level sub-problems represent solution of the set of equations
(3.21)-(5.24), (5.29) — (5.35) in which the coordinating variables are substituted.
These equations are solved for every separate moment of time in a parallel way. It can
be seen from the structure of the equations that a‘malyﬁcal solution is impossible. The

gradient procedure can be used in the following way
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v k) = v (k) +ae,”” (k),v=x,5,p,v,F,T, pH,DO, (5.39)
where @, > Oare the steps of the gradient proéedu:es, e, (k)are the gradients

according to the equations (5.21)-(5.35) and / is the iteration index of the
procedures. The équations (5.21)(5 .35) can be simplified in the following way:

- For the state variables

oL e (k) = l:1+myml‘{il—‘?(k) SO g, - fi@}r

6x(k) p* | K, +s(k) 4 V(k)

prs

) " : -
o ary ,xym[l—p(?} st) }[A;(k)—y,,elp’(k)]
p _

A:#m o] st q,af_k i j_
M [1 p*} X +500) .ij[ LK) —pe, . (k)]+

K, +s(k)
| | (5.40)
oL S ¥ | '_ - __“P(k) ’ x(k)s(k) A (- k
G (k){m’" “‘“"[l p*] [K,+s(k)]2}[ 0= mes (Bl
_ Apog | _ PR} _stxR) FOO oy ‘
{1 [ } i V(k)][ -, @)+
p(k) r(k)s(k) J
[M,xﬂm[ J At H(kJ ®- e, (0]
(5.41)
oL 4, _
w97
p(k) 11 x(k)s(k)y |, F(k) J
{1+AIYp,x,um[l— p*} [p*}Ks+s(k) AIV(k)}[ ‘)~ ey, qc)]
| | (542)
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aL zer,i(k)-'___[ F(k)x(k)}[/l (k) u.e lx(k)]

OV (k) Vik)
AtF(k) ¢ i
4{ 7 (k)[-- (k)]}[ﬂ (k) e, O]+

A FOPBT, s
{ s }[p B-nes, 0+

+ [;{'V (k)—pye ”j. (k)]

> For the control variables

aL _ J() [ x(k):l[ix(k)"ﬂxen(k)]"'

GF (k) V(k)

AI i
+[ S 2, —s(k)]}[}t (k) - n.e; (k)]

[ 0 ﬁmh B=es, W]+
ot - pen, W)= e )

(5.44)
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oL i
R

:l" x(k)s(k) ?K’

opH ||,
&, +s(®)f

_| p Hm [I-P(")J" x(®)s) _ ﬂm{l_ p(k)
GpH | p* ] K, +skh) p*

) -, B, B+
aﬂmax . al’x,’s . .
- _——IZ_“ —aumax - L
f|—a o T G {1_ p(fc)} x(R)s(k)
o1 Yuxfx p* Ks +S(k)

. x(k)s(k)-‘;ﬂfi

T ) PH N () (e, (k
Ty [1 p*] (K. + s .- B, )+

x/5

+[A{5Y”” Ho ¥ W }[1— p) | xRsE)
&pH P opH p*_‘ K +s(k)

oK. 7]

| x{(k)s(k)

_AY _p(k) PH A L (e (k
p.’xl['[max[l p*} [Kv +S(k)]2 [ p( ) ﬂp( )e,tp( )}

(5.45)



alL

aTw (k) =

1l

8K
]n — x(k)s(k) —GTT:L

Atdu__ [p p(/'c)]” x(k)s®) ., [1* p(k)
™ &, +s(0)f

T | p* | K, +sk) p*

A0~ 1, (e, 0]+

I auma.x - aY’_“' n

_pyor T [ p® T kst
D &P p* | K, +s(k)

ok,

' | x(k)s(k)
Aty p(k) x{ orT
+ 1— A (k) (k o+

[ *] [ ; S(k)]z [ .!r( ) :( )els( )]

xix

Ou aY.,,
_mels—l_#maxA "
| T Hoax 57 [l_p(k)} x(k)s(k)

szn's p* Kx +S(k)

oK
h x(k)s(ky——
—Nﬂmuypfx[l_p(i)} [K +S(k§]7; [/?'P(k)_-ﬂp(k)elp(k)]

(5.46)
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oL

a0, (5 - o B =
| ” | | (ks (R e
_ | pp e {l_p(k)} x(k)sk) _ [1- p(k)} ano, ||,
- !Imax 3
oDO, | p* | K +s(k) p* 1| [K +stBf

+[4,(0) — g1, (Be,. (O] +

1 e
5 920

ay.,.

x/y

Yoo = Hoax D0,

x{(k)s(k) N

i

oK,
]n x(k)s(k) 6D02
[, +s(0)]

2
},-xls
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These equations can be simplified further for the purpose of calculations. Some

expressions in them are repeated, that is why the common notations are used to

represent them:
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At 1'_1”(")}" x(0)s(k)__ (). k=0.K -1 N 5.53
#m[ 2% | K +s®F @_() | (5.53)

Using the notations (5. 48) (5.53), the equations (5.40)~(5.47) can be written in the
following way:

> For state variables

GL j,l' o FRY T, 50y i

ax(k) (k)= [H% (k) — Atk +Ar—"2 (k)][ix (k) Hi(K)e (k)]+
1.1

+[E’—‘Y—(—)-—Arm}[lf (k) - (k)e, ’ (k)]+ (5.54)
x/s

89, WO, [1, () - 1, (01, )]

oL . y - ,

= b _ Yy (K
5= = o’ &) - 0es, )]+

oM FP® N s e ok s
+[1 2 ArVJ,,(k)J[ (5~ (0., (O] (555)
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e, (zc)__{ (k)= At (k)][pu ;z,,()ei,,()] (5.56)
OL__ ¢, (k) = o, (xR (B) — (B, ()
GV(k) v v X x
o, ®fs, —swa ) - . Bre, O]+ (5.57)
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> For the control vanables
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~ The calculation of the gradients is done with the old values of the state and
control ﬁariables v, v=x,8pV,F.T,pH,DO,. The calculation with the
gradient procedure will continue until the necessary conditions for optimality
towards state and control variables are fuifilled. This means that the values of
the gradients are approximately equal to zero:

V.F,T,pH,DO,,k=0K -1 (5.62)

The new calculated values have to be checked for belonging to the area of constraints

(5.10)-(5.16). Simple way to do and éorrect the obtained new values is to project them

ovef tﬁe constraints domain according to the relation: 7
v if vk <V

VR (kY = v (), I Vg SV (R) SV, E=0,K 1
v if vk > Vo

wherev =x,s,p,V,F,T, pH,DO,

(5.63)

The obtained values of the trajectories of the state and control variables are function
of the coordinating variables. They are optimal for the given values of the
- coordinating variables. If the coordinating trajectories are optimal ones, then the

obtained state and control variables also will be the optimal according to the theory of

the duality in optimal contro! and Lagrange methods.
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5124 The coordinating sub-prolblem

The coordinating vériablas are obtmned from the necessary conditions for
optimality of the augmented Lagrange functional according to them. For the-
conjugate variables these are equations are (5.25)-(5.28). The necessary

conditions for optimality according to the new introduced interconnections in

time domain are:
aL _ 0. '
5o [6. ()~ f.(B)]=e5, (k) = 0 = wee; (K), (5.64)
L 5.0 £.(B) = e, (k) = 0= e, () (5.65)
, aas(k) 1Y s 5 s sV As s
oL L, (- f, (0=, () =0= e, (K) (5.66)
a5, (k) “rHE ’ s P |
L 16, (- £ 0] =e5, () =0= e, (B) 560
a§y(k) rivy I’4 sy YAy ? v
- whered, (k)~ f,(K)=e, (k),v=x,5.pV , (5.68)

according to equations (5.25)-(5.28).

The necessary conditions for optimality (5.25)-(5.28) and (5.64)-(5.68) can be
combined in a gradient procedure. Equations (5.64)-(5.68) give the values of the
gradients for the conjugate variables multiplied by the penalty co-efficient.
M, v=x85pV. '

It appears that:

oL oL

- —pe, (k), k=0K-1 5.69
8§v(k) ALIV alv(k) Ju Zv( ) . ( )

Gradient procedure can be built for both type of coordinating variables.

2> For conjugate vaﬁables:

ANy =47 (k) -&heu, (k), (5.70)
) =8"(k)~f ).v=x5pV.k=0K-1, (5.71)
8,0 =8, (W) +a;,0;, (k) =8, (k) + ey, ue, (k) k=0,K -1 (5.72)
v=x:5pV

wherea; and @, are the steps of the procedures for calculation of the

conjugate variables and the interconnection in time, respectively.
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As the calculations are Based on gradient iterative procedure, they will stop when the
| gradient is going to zero, or practically achieving some conditions for optimality,
given by

le,, B < .65, >0,k =0,K -1, - (5.73)

where ¢, 1s a very small positive number.

For every step of the gradient procedure for the coordinating process the full iteration
¢ycle of the sub problems of the first level is done. The calculations of the
coordinating variables are done with the values of state and control variables of the
first level sub problems and the calculations of the first level sub problems are done
with the values of the calculated on the previous iteration coordinating variables. Tﬁe
iterative process of coordination and the optimal solution of the whole problem for
‘optimal control is obtained when the optimal solution of the coordinating sub problem

is reached, this means conditions (5.73) are fulfilled.
5.1.3 Algorithm for calculation

The calculations in the two-level structure can be grouped and represented in the
following algorithm:

1. On the coordinating level the initial values of the coordinating and gradient
procedures, initial trajectories of the state, control and coordinating variables
are set as follows:

a) Maximal number of step of the coordinating process — M1.
Maximal number of steps for state and control variables gradient procedure —
- b) Stéps of the gradient procedures

i. For coordinating conjugate variables -, ,v =x,s,p,V .
fi. For coordinating interconnection in time -, ,v =x,s,p,V .
iii. For state variables and control variables

a,,v=xspV,F.T,pH, DO,
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3

h)

B

Values for error and termination of the calculations for coordinating
procedures. &;,,&;,,V =X,5,p,V and for gradient procedures on first level.
c,,v=x5pV
Inifial ifalues trajectories of the conjugate variables.
A (k),v=xs5pV k=0K-1
Initial values of the state variables, x(0), s(0), p(0), V(0).
Numbef of steps in the oftimization horizon — X.
Initial trajectories of the control variables
F(,TY (k). pH™ (6, D0, (), k=DK1,
The initial trajectories of the control variables are substituted in the model

equations (3. 2) (5.9) and the state trajectories are calculated.

The initial trajectories of the interconnections in time domain are caIcuIated
from &, (k) =v{k+1),k= O,K_-l
Initial trajectories of the coordinating variables and initial state and control

trajectories are sent to the first level.
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2)  On the first level the following calculations are done:
a. Derivatives from equation (5.33)-(5.35) are calculated. ‘
b. The kinetic coefficients u,,.,K,,%,,.Y,, from equations (5.6){5.9) are
calculated. L
c. The expressions @, (k),@,(K),0,(k).0,(K).¢,(k)0,(k),k =0,K -1 are
calculated from equations (5.48)-(5.53). | '

d: The gradientse, ™ (k),k=0,K~Lv=ux,s,p,V,F,T,pH,DO,are calculated
from equations (5.54)-{5.61). |
e. The errors for the end of the gradient procedures are calculated according to

equation (5.62). If the error is less thaneg, , the calculations of the first level

stop and the current values of the state and control variables are the optimal.
ones. If ﬂle error conditions are not satisfied the new values of the state and
control values are calcuiated. '

£ The new values of state and contro! variables are calculated from equation
(5.39). | _

g. The obtained state and controi variables are projected over the constraint
domain according to equation (5.63). The obtained trajectories are sent to the
second level.

3)  Onthe second level the following calculations are done:

a. The gradients e, (k),k= m v=x,5p,V are .calcuiated from equations
(5.25)-(5.28). |

b. The conditions for the end of the calculations are checked according to
Equation (5.73). If the conditions are fulfilled the optimal solution of the
coo.rdin'ating and of the whole problem are obtained. If the conditions are
not satisfied the new values of the coordinating variables are calculated.

C. | New_ values of the conjugate variables are calculated according to equation
(5.70)-(5.71).

d. The new values of the interconnections are calculated from equation {(3.72).
These trajectories are sent to the first level sub problems where the
calculations from p.2a till 3b are repeated and so on.

The schematic diagram of the algonithm is given on Fig 5.2.
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Set initial values
M M, a, . a,, 5.8, .85,

1=

A, k), 1, %(0),5(0), p(0),V(0)

Set up
FO(k), T (k), pH® (), DO," (),
k=0,K-1 |
Calculation of initial state trajectories
VO (k+1,k=0,K
Calculation of &, (k) =v° (k +1)

u...L
0o

.‘__

M) = k), (k) = 8" (k)

v/ (k)= v (k),v = x,5,p,V . F, pH,DO,,T

——

h 4
1

v

Calculation of derivatives, Equations (5.33)-
(5.3

v

Calculation of kinetic coefficients, Equations

(5.6)45.9)

-

Calculation of expressions:
9, @y, k=0,K -1
Equations (5.48)-(5.53

v

Calculation e’ (k) from equations (5.54)-
(5.61)

v

Calculation “ef - (k)“ from equations (5.62)

|

O




v (k) = v (k)
v=x,s,p,V,F.T,pH,DO,

No

i< M, » (k) = v (k)

Yes ¢

yf‘i (k) = Vj’i (k) +aj’jv(k)
V= X,S,p,VstTva’ DOZ

v | v

Projection on constraint domain Equation (5.65) [

v
Calculation of Equations (5.25)-(5.28)
e'n (k) 4, = 4,,4,2,,4,

|
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5.2 Proportional Integral and Derivative (PID) controlier
5.2.1 Background

A Proportionai, Integral and Derivaﬁve (PID) is the feedback controller that is
designed to ge:ierate an “output” that causes some corrective effort to be applied to a
- “process variable” towards a desired value known as the “setpoint”. Fig. 5.4 shows a
~ typical feedback control loop, with blocks representing the dynamics elements of the
system and arrows representing the signal flow. The objective of most controllers is to
determine the error between the setpoint and the actual process variable measured. A
typical example of a system where the controller would be necessary is the home
thermostat. The controller will make sure that a desired temperature is maintained.
through the monitoring of process variable measured and compare it with the desired
temperature (setpoint) to get the error, and the controller sends the output to the air
- conditioner if the error is tod high (Vance, 1996).

5.2.1.1 PID

The PID basically performs the same function as the thermostat, with a more
elaborate algorithm for determining its output. The algorithm is given by (National
Instruments, 1998): |

' 1’ de(t) | _
u(t)=Kc(e(I)+-]—;- Je(t)dHTd = ] (5.74)

where K, is controller gain, T; is the integral time in minutes (also called reset time),
and Ty is the derivative time in minutes (also called rate). The proportional action is,

and the derivative action is:

u (6) = K.e(t) - | (5.75)

the integral action is,

u(f)= £ j e(r)dt, (3.76)
T3 . '

and the derivative action is -

uy(0)=K.T, dz‘f” (5.77)
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The PID implements the above algorithms. Basically that is all with the PID, but the
trick part is the tuning of the PID controller, setﬁng P, [, and D tuning constants so
that the weighted sum of the proportional, integral, and derivative terms produces a
controller output that steadily drivers the process variable in the direction required to
eliminate the error. The tuning algorithm used in the dissertation is part of LabVIEW
toolbox Fig 5.3. o

setpoint ~-——{ PIb "]~ output
process variable ;I.u ] ¢ ey " bumtinng Completed?
gar: scheduling =t ~— LT3 Swe ndated parameters
manual control —
m AT U
terabion
gain scheduling variable ————
PID with Autotuning.vi

This VI can be used as a basic PID ¥I with gain schedifing. In addition, Hie ¥T has inputs used to spedfy and inltiate a
{ setpoint relay sutatuning procedure. Passing 2 TRUE value to the sutotuns? input initiates the autobuning wizard,

1 Description of the PID algorthm:
1 Derivative action is on the process variabie only. Anti-reset windup and bdmpiess transfer are supported.,

This VI should be calfed from inside & whils Joop with a fixed cyde time, IF Cyele Time is less than or equal bo 2ero, an
internal timer with 1 milisecond reschution is used for calodations.

This V1 15 reentrant, sn you can call it from multipls, ndependent higher-level ¥1s without interferance,

{ The default varishle ranges correspond ta setpoint, process variable, and output expressed in percent. Reverse action
{akso called increase-decrease) is the "normal” controller mode where the output decreases ¥ the process variable is
Switching From auto to manual is bumpless; the inkial value of the Mamual Cutput conbrol is subtracted out so that it is
reslty a Telative” output contral. Switching from manual to auto is dlso bumpless.

mdmgtoﬂddcmmmdatoweﬁxtherma@esnmeweces variahle and suspends any integral
action. Thus, theoutmtstayscomtamatthelastvw

5[7]«}

Figure 5.3: PID with auto-tuning

5.2.2 The Auto tuning Algorithm _

PID controllers built in the bio-controller have to be tuned according to the
requirements of the process in real time. The automatically tuning of the controllers
can improve their performance.

Figure 5.4 illustrates the way auto tuning is implemented. The operator specifies the
set points {SP); the process value (PV) 13 received through the serial port. The auto



tuning procedure is implemented directly with the PID auto tuning VI from
LabVIEW™ PID toolbox (National Instruments, 1998).

v

SP e _ By
——— jL —*—x PID Controller Frocess .

Figure 5.4: Process under PID control with Set point relay

Toning a PID controller is conceptually simple--observe the behaviour of the

controlled process and fine tune the controller's proportional (P), integral (I), and |
derivative (D) parameters until the closed-loop system performs as desired. However,

PID tuning is often more of an art than a science. The best choice of tuning

parameters depends upon a variety of factors including the dynamic behaviour of the |
controlled process, the controller's objectives, and the operator's understanding of the

tuning procedures. ‘

Self-tuning PID controllers simplify matters by executing the necessary tuning

procedures automatically. Most observe the process' reaction to a disturbance and set

their tuning parameters accordingly. However, no two go about accomplishing those

tasks in the same way.

"Heuristic" self-tuners, for example, attempt to duplicate the decision-making process
of an experienced 6perator. They adjust their tuning parameters according to a series

of expert tuning rules such as "IF the controller overreacts to an abrupt disturbance

THEN lower the derivative parameter.”

Model-based approach

A more common approach to automatic parameter selection, however, involves a

model. , ]

Mathematical "model" of the process is an equation that relates the present value of
the process output to a history of previous outputs and previous inputs applied by the

controller. If the model is accurate, the controller can predict the future effect of its

present efforts and tune it” self accordingly.
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For example, a process that reacts sluggishly to a step input can be modelled with an
equation that gives the current output as a weighted sum of the most recent output and
the most recent inpuf. A self-tuner can choose the weights in that sum to fit the model
to the observed process behaviour. With the model in hand, the self-tuner can go on to
determine how much proporﬁonal, integral, and derivative action the process can
tolerate. In the case of a sluggish process, the model will show t};ét the controller is
free to apply aggressive control efforts. The self-tuner sets the parameters P, D, and I
to their relatively high values. | _

Variations on the theme exactly how high or low the tuning parameters should be set
depends on the perfdrmancc objectives specified by the operator. If, for example, the
settling time is to be limited to some maximum value, analyzing the time constant and
the dead time of the proéess model can determine the required tuning parameters. On
the other hand, if excessive overshoot is the operator's principal concern, the
controller can be configured to select tuning parameters that will limit the rate of
change of the process variable. Self-tuning controllers also differ in their data
collection techniques. Some apply a series of artificial disturbances to the process in
order to observe how it Behaves. Others make do with data collected during normal
loop operations. The latter approach limits the waste and inconvenience caused by
intentionally disturbing the process, but generally produces much less useful
information about the process’ behaviour. Which of these many variations is
appropriate for a given application of self-tuning control is up to the operator. A

single universally applicable technique has yet to be developed.

- The toolbox usés Ziegler and Nichols’ heuristic methods for determining the
parameters of a PID_contrdlIer. When auto-tuning vi’s, select one of three types of
' loop performazice: fast (1/4 damping ratio), normal (some overshoot), and slow (little
overshoot). Refer to the following tuning formula tables for each type of loop

performance.

5.2.2.1 Description of the input and outputs of the vi. _
The developed auto tuner is characterized by the following input and output variables:
Inputs:

> Measuréd process variable from the seral port: Temperature, pH,

dissolved oxygen, and agitation.
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Outputs: _
<> PID setting: Ke, which is the proportional gain, Ti, which is the integral
time in minutes. A value of O disables integral action, and Td, which is the

derivative time in minuates. A value of 0 disables derivative action.

53 Conclusion

The developed_nvd—layer control structure allows adaptive control through the process
of repetitive model parameter estimation and process optimization. The
decomposition method used to solve the problem for optimization (optimal control)
allows the overall problem to be decomposed and simplified. The complexity of
calculation is reduced by using -the optimal trajectories of the physiochemical
variables, as changing the set point of the local PID controllers allows the time

varying nature of the process to be counted out.
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- Chapter 6

Monitoring and real time control implementation

Thls chapter presents algoﬁthms and progfammes for monitoring and control in real
time of fed-batch fermentation process for the production of yeast, using Personal
Computer, B Braun Biostat ® C Lab scale fermentation unit and LabVIEW™ as
driver software. Hardware and software ﬁarts of the control systems are described and
discussed. LabVIEW™ code is presented. The control system automates the operation

of the lab scale fermentation unit. It is safe, stable and operational
6. Introduction

For the past decades research has been conducted on microbiology and
microelectronics with both fields of technology succeeding tremendously (Montague
et al., 1988), with microelectronic being more advanced. The next area of interest for
the researcher was to integrate the two fields that is, to use microelectronics
technology (Control and Instrumentation) to speed up the processes in microbiology.
The technology realized in this study is based on off the shelve hardware components.
The latter is due to the latest development in control technology globally. It has been
observed that a lot of hardware already exist (Ahmed el all, 1984), but what is missing
is the brain (software programs) to customize the hardware for the specific purpose.
' This resulted in bigger companies developing software that is more general to-
accommodate a lot of customers. The draw backs of this approach are that the
programs become so complicated that the operators ignores the package and use their
standard procedures resulting ina loss from the buyers side and the computer not

being used to its fullest.

This study is addressing the constraints mentioned above by developing a software
control system for the Lab scale unit. The software is custom specific, but with minor
changes it can be adapted for other industrial application. The developed programmes
are in two application modules. The first module is for monitoring and contro! of the

process using simple commands from the user interface window. The second module
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is for the optimisation of the process on the basis of the developed mathematical
model. The two modules are discussed and explained in the next paragraphs.

A control system has been déveloped using graphical programming language ‘G’,
called LabVIEW™ (Nationa!l Instruments, 1998). The programmes and the control
system are implemented on a standard PC, running Windows 98 with LabVIEW™ as
driver software. The connection between PC and the fermentation wnit is through a
standard IFB RS-422 box. The IFB RS-422 box converts RS-422 signal from the bio-

controller into RS-232 signal to the computer and the visa versa.
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6.1 HARDWARE ENVIRONMENT

The hardware of the developed control system consists of Bio-controller [Bibstat@ C
from B.Braun International Gmbh], [FB RS-422 and Personal Computer.

The hardware integration of the control system is illustrated in Fig 6.1.

PC standard interface RS
232, connected to COM1
or COM2

Fermenter

IFB RS-422 box ;FEEE Bio controller

L H—

" Figure 6.1: Overview of the hardware components

6.1.1 Bio-controller Biostat ® C from B.Braun International Gm.bh

The whole infrastructure is based on the local control unit called bio-éontrolfer in the
considered case Biostat ® C from B. Braun Biotech International Gmbh. Industrially
bio-controllers are used for the purpose of acquiring, and controlling important
variables from different types of fermentation processes.

The Biostat® C is a compact laboratory scale fermentor with in-situ sterilisable

culture vessels up to 301 working volume [http://www.bbraunbiotech.com/] Fig 6.2.

| The Biostat ® C is delivered complete and ready to use, with probes, four pumps,
vessel with drive, digital measurement and control as well as connections to external
systems. Bioprocess capabilities of the Biostat ® C include batch, fed-batch and
continuous processes alike. And, for cell culture, a full line of accessories like spin
filters, impellers, and gasrmx units are also available. The modular design consists of
the supply unit, the culture vessel and a digital control unit. The open frame design of
the supply unit provides ready access and ease of maintenance for all process piping

and actuators.
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Figure 6.2: B. Braun Biostat ® C bio-controller



The intelligence and the ability of these units to acquire, compress, display using
Liquid Cristal Display (LCD), and still be able to send all the acquired data through a
commonly used communication port called RS232 and RS422, makes it easy for the
control engineers to integrate their developed control system and intelligence to the
existing hardware. . _

The fermentation variables will become inputs to the optimisation program that has to -

. been developed in LabViEWTM, see section on control structure and realisation above.
6.1.2 1FB RS-422 box

The JFB RS-422 box’s main function is to convert RS-422 signal from the bio-
controller into RS-232 signal to the computer’s serial interface and the visa versa. The
-serial interface of the computer (COM1 as default) is connected with the IFB RS-422
box with the serial cable supplied. The side labelled with IFB RS-422 must be
connected to the IFB RS-422 box and the other side must be connected to the

computer’s serial interface (Braun, 1996).

6.1.3 Personal Computer (PC)
The computation time, user interface graphics and the complexity of the developed
algorithms require the computer with the following minimum specifications.

> Pentium® Processor

-2 128MRAM

- 10GHD

~> 8MB VGA Graphic card

> Preferablea 177 Monitor for better view.
The application is developed under the Windows environment and using LabVIEW ™
as drive software. Windows 98 is used as an operating system. The reason for using
Windows environment is because the institution ie. UCT had it as an available

operation system and also students are used to windows applications.

6.1.4 Description of serial interface
Serial Interface is the most common transmission method in which information bits
are sent sequential on a single data channel using shared boundary defined by

common physical interconnection characteristics, signal characteristics and
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measurement of interchanged signals. The definition clearly defines that the physical
interconnection characteristics have to be common implying that a certain set of basic
physical standards had to Be .deve,loped to make comMCatioﬁ system possible.
One of the most enduring physical standard, which has been developed, is the EIA-RS
~232C standard (developed and issued in the USA in 1969). The EIA-RS-RS232 was
developed to define the electrical and mechanical details of the interface between
Data Terminal Equipment (DTE) and Data Communication Equipment {DCE), which
employ serial binary data interchange. The generic terms of R$-422 and RS232 are
used to represent the EIA/TIA-422 and EIA/TIA-232 Standards.
The RS-232 have its own drawbacks associated with it including its susceptibility to
noise over a long distance transmission line. Consequently, several other EIA
interface standards have been developed which overcome some of these limitations.
Those that have become most commonly used for instrumentation and control systems
_ are RS — 423, RS-422, and RS-4383.
> The RS-423 Interface standard
Unbalanced system similar to RS-232, with increased range and data
transfer rates, with up to 10 line receivers per line driver. |
= The RS-422 Interface standard
Balanced differential systern, with same range as RS-423 but increased
data fates, with up to 10 line receivers per line driver.
= The RS-485 Interface standard
Balanced differential system, with same range as RS-423 but increased .
data range with up td 32 line receivers possible per line.
The RS-232 and RS-422 are discussed in the next paragraphs as they are applicable in

the dissertation and are the one of the most commonly used standards in industry.

6.1.4.1 The RS-232 Interface Standard for Serial Data Communications

The RS-232 belongs to the category of unbalanced data transmission type. Fach signal
that transmits in an RS-232 unbalanced data transmission system appears on the
interface connector as a voltage with reference to a signal ground. For example, when
- data is transmitted (TD) from the host PC (DTE) it appears on pin 2 with respect to
pin 3 (signal ground) on a DB-9 connector. This voltage is negative; the line is idle

and alternate between that negative level and a positive level when data is sent with a
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magnitude of +-5 to +-15 volts. The following are the main features of the equipment
that uses the RS-232 serial interface: '
o Communication is Point-to-Point, |
‘o Suitable for serial, binary, digital, data communication (data is sent bit by bit
in sequence),
o Most RS2-232 communication data are in the ASCII code, although that is not
part of the standard, |
o Communication is asynchronous (fixed timing between data bits, but variable
time between character frames), | 7
o Communication is full-duplex (both directions simultaneously) with a single
wire for each direction and a common wire,
o Voltage signals are:
o Logicl: -3V01ts to —25Volts (Mark)
o Logic 2: +3Volts to +25Volts (Space)
o The communications signals voltages are “unbalanced”, making them more
susceptible to noise,
o Reliable commmﬁcation up to about 15m,
o Datarates of up to about 20 kbps.
In spite of its popularity and extensive use, it should be recalled tat the RS-232
interface standard was originally developed for interfacing Data Terminals (e.g.
printers) to Modems. The RS-232 serial interface is used in the dissertation between

the PC and the IFB RS232/RS422 converter Fig 6.1.

6.1.4.2 The RS-422 Interface Standard for Serial Data Communications
Just after the issue of the RS-232 in 1969, the RS-422 standard was developed and
introduced in the early 70’s defining a ‘balanced’ (or differential) data
communications interface using two separate wires for each signal. This permits very
high data rates and minimizes problems with varying ground potentials because the
ground is not used as a voltage reference (in contrast to RS-232).

In a balanced differential system the voltage produced by the driver appears across a
pair of signal lines that transmits as only one signal. A balanced line driver produces a
voltage from 2 to 6 volts across it’s A and B output terminals and will have a signal

ground © connection. The main advantage of the balanced line driver is that it is not



susceptible to noise and it can cover a lbng distance when it comes to cables lengths
with the following features: _

o Distance of up to 1200m,

o Data rates of up tol 10Mbps,

o Only one driver is permitted on a line,

o Up tol0 line receivers can be driven By one line driver).
The RS-422 serial interface is used in the dissertation between the IFB RS232/R$422
.converter and the Bio-controller Fig 6.1. The latter is from the advantages that the RS-

422 has over the RS8-232 hence the conversion is necessary.
62 SOFTWARE ENVIRONMENT

6.2.1 Tools And Methodologies

The software is developed in LabVIEW™ version 6.0.1 on Windows98/NT machine.
Since the LabVIEW™ language is relatively new, a brief summary of its development
environment, coding concept and built-in librares is prepared. LabVIEW™ is a
compiled, general-purpose language with all the normal control concepts and data
types. LabVIEW™ differs from the textual programming language in many ways.

It is using graphical progfamming language called “G” and icons are dragged and
groped to define functionality of the program. LabVIEW™ software routines are
called “Virtual instruments” or “VI”, Fig. 6.3.

Figure 6.3: LabVIEW ™ front panel and processing code diagram
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Each VI is composed of three parts: the front panel (GUI), code diagram, and the sub
VI connector. _ - .

The VI shown in Fig. 6.3 uses the front panel (GUI) on the left to get X and Y values
from the operator and compﬁtes, Product =X * Y in a loop in the diagram on the right
until the loop is stopped using the STOP button and that will exit the while loop. A VI
- may call any other VI as a “subVI”. A collection of VIs may be stored in libraries
(*.1Ib files). ,

The whole evolution of graphical programming language has made a tremendous
increase in the devélopments of control techrology in general. One of the advantages
1s that it is very easy to leam programming in “G” and also, it gives a good visual idea
of how the final product will look like giving the operator an opportunity to give some
of his views on the operators display. The former and latter would not have achieved
with the text based programming language like C, C++ etc. The main drawback of
graphical programming is the fact that processing time of programs is a bit slow and,
because the operator can give his opinion before the final program is finished makes
the program very complicated. The latter does nbt make any difference in our
application, because the fermentation processes are relatively slow. The execution
time in most cases is affect_ed by the way the source code is structured. As the result

suggested software architecture is given (Steve Orth, 199)] in the Fig. 6.4.

L User Interface ]
t Data interface

Data
O interface Data interface

Serial
comms

—» Control

High-speed interface

Figure 6.4: Suggested software architecture
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6.22 Main LaBVIEW™ Libraries For The\ Design
" In developing the serial communication software between the Biostat® C and the PC

heavy use was made of two built - in libraries: _
1. Serial Compatibility Vis (Sub palette to serial compatibility) allows reading,
 writes, closing, initialisation, number of bytes from the seral interface.
2. File YO Vis has several submenus for logging data, writing data to a file, etc. -
Allows data storage for acquired data in the application program.
These libraries are available as submenus to the main palette, Fig. 6.5.
S Y L T e L St
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Flgure 6.5: Main Function menu

. g——

LabVIEW Function Palette
It includes 25 sub palettes of built-in nodes and Vis to perfom various tasks. The 21°

buiton at the bottom allows entering of any subVI via a file dialog. The available

palettes are: Control, Numerics, Booleans, Strings, Arrays, Clusters, Comparison, Time

& Dalog, File, etc.

108



| ff°"‘a:ﬁmm.i, ".7
) lnstmment HG :

53 [%oa | ¥ BB YiVISA _
- _ { XEicATIE E N Sl

')'i

|__Se

21 s 55 B b

Figufe 6.6: VI Menu and Sub menus

These were used extensively in the design. The serial communication sub palette-
handled all external connections to the Bio-controller. The File I/O took care of all

data storage.

6.2.3 Description Of Serial Interface Between Host And Control Units Of The
B.Braun Biotech International Gmbh )
The communication between host computer and the substation is based on master slave

principle ie. the data transmission can only be started by the Host Computer provided
the REMOTE (REM) key on the bio-controller is ON. A communication between the
Substations memsel{xes (multi drop connection) is not possible. The host computer can
control the data transmission to a Substation via commands.

Commands are available for:

DR  requests for process data from the subsystem
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DS  send process data to the subsystem

SU  subsystem initialisation
An address field in the command telegram selects a specific Substation. For each
Substation the address can be manually set. _

6.23.1 Substation Irnitialization

Prior to the first data request the host computer must initialize the corresponding
‘Substation (command DR). The initialisation command sends parameters to the

Substation and thus édapm the data transmission to the requirements.

Without initialisation the Substation sends an error telegram after receiving a data

request command (DR).

6.23.2 Break-Generation Via Host System

Before sending a command to the Substation a break condition must be generated on
the interface in order to switch the connected Substation to the "Receive” mode. The
latter is achieved with the break function from the serial compatibility submenu. The
duration of the break (depends on the baud rate) should be approximately the same as
the transmission time for two characters. After resetting the break a 2ms delay time is
recommended before sending characters. In each case the "Break” condition must be

generated prior to each command to the Substation by the Host system.

6.2.3.3 Remote Mode

The Substation has an ability to switch between two modes of operation i.e. “Local”
and “Remote mode”. The latter is achieved by using the “remote” key from the
substation But only the "Remote” mode allows a control via the Host Computer, i.c.
only in the "Remote” mode the Substation accepts the set parameters of the Host
Systemn. Except for the initialization command and the setting of the real time aﬁd the
process time, all commands with which parameters in the Substation can be changed
will be responded by an error telegram if the Substation is not in the "Remote” mode.

If the host computer sets the process parameters in the "Remote” mode all other
functions, direct access included (Shut down, Acknowledge etc.) can be realized at any
time. A change from "Remote” to "Local” is only active (delay possible) when a
rumning data Hansmissionlprocessing of one block is finished.
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- 6.2.3.4 Reserved Control Character

The following characters are required for data transmission control.

*

g .

@ - -

/ -

2

Start character Host telegram

Start character Substation telegram

Delimiter for data fields

End mark for eéch telegram

Delimiter for date and time and for initialisation formats

Delimiter between integer fields of date and time

The connection between PC and Biostat ® C has to use the following built in unit

protocol.

6.2.3.5 Telegram Format

All telegrams must have the following format. Depending on the data group, however,

the message field can change in its structure. The status field always indicates the

actual status of the telegram sender.

COMMAND | : | SEQ | : | STAT | : | MESSAGE-FIELD |:|CS | EM

SC [ ADR
¢ SC Start character
* ADR Unit address
e SEQ Sequence
e STAT Status of sender
e CS Check Sum
e EM End Mark

MSG — FIELD (Message Field) have the following structure:

DES | : I NO VAL | :INO|:|VAL:|:|...|[:IDES|:INO|:| VAL
DES = Designation (PV, CS.)

NO = Channel Number

VAL = Value

Example 1: Data request (DR)
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The following commands initialize the Biostat and request the process values (PV),
controller setpoint (CS) as well as controller outputs (CO).

*1:SU:0:0:PV:5:2:1030@

*1:8U:0:0:PV/CS/CO/CM:5:2:1611@

Acknowledgement telegram for response from the Biostat:

#1 :DR:O:.16:PV:1:124.6:2:567.3:.:15:250.0:16:240.5:XXKX@

Example 2: Sending commands
*1:DS:0:0:CS:3:625.0:CM:3:1:PA:3:0.0:656.6:1:0:0.0:28 58 @

- Controller Setpoint No.3 onpH 7.5 |
- Controller Mode No.3 on Auto
- Alarm parameter PV No.3 Limits Low=0/High=8pH,Mode=FEnable,2xReserve
AcknoWledgement telegram:
#1:DS:0:17:619@

6.2.3.6 Response Telegrams Of Substations
The contacted Substation responds within the Timeout limit (500ms) with the required
response telegram (specification see below) or with an error telegram if all the
following conditions are given.

1. Command telegram begins with * and ends with @

2. Sent check sum = calculated check sum

. Received address = set address

(98 ]

If one condition is not given none of the connected Substations will respond.

6.2.3.7 End Of Data Transmission

The data transmission is only finished if all data blocks (cf. 2.14, block transmission)
of one Substation telegram are correctly sent to the Host. A new response telegram is
only sent to the Substation if the last data block has been sent to the Host and if the

Host Computer has then sent a new data request command with the sequence 0.

6.2.3.8 Check sum

The check sum is formed by addition of all ASCII values from the start sign (* or #)

up to and including the delimiter (:) directly in front of the check sum. The calculated



value cannot exceed the value of 32385 and is variable dependent on the message

length.

6.2.3.9 Requests And Commands :

The REMOTE (REM) key on the control unit must be switched ON. The latter allows

the host computer to take control over the bio-controller. |

The sequence into which the host éommunicates with the control mﬁt (Substation) is

shown below. |

1. Initialisation
The substation needs to be initialised. A command to fulfil the above needs to
be issued.

2. ~ Process Data Request.
This command allows the transmission of the data (as determined in the
initialisation) from the Substation to the host. All data must have the same
time basis.

3. Transmission Of Process Data.
This _commal_ld allows the data transmission from host to Substation (if the
Substation is in the Remote mode). All process data with the specified
transmission direction.

Sending commands has no special sequence as seen in Example 2 above.

6.2.4 Developed software
The software of the control system has three main software modules corresponding to
the three main tasks for adaptive control implementation.
- Data Acquisition (DAQ) for monitoring.
-> Optimisation for repetitive calculation of meodel parameters, optimal
trajectories and local controller parameters. 7 -
- Control implementation for set up of the Bio-controller parameters to fulfil the

designed control systern.

6.2.4.1 Description of the DAQ program
The DAQ module provides the operator with the ability to monitor and supervisory
control of the bio-controller. The description of the operation of the user interface and

the fﬁnctiorxality of the developed module is described in chapter 7 (Operator’s
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Manual). After the developments of the DAQ module a need for operator’s manuﬁl
was evident, hence it is given as a separate chapter

The module is utilised by the model on updating its parameters. The model is at the
bottom layer of the control system architecture, reason being it communicates with the '
' serial communication port directly. The schematic of the DAQ program is given on
Fig6.7. |

Cisplay & plotthe
resuits onthe Chart Database a]{
-+ Exporn data into excel
- spreadsheet
Tranelate protocol
T
Cateulate Checksum

Erter using keyboard the Save into

T off-lire measned varables Excel file

Read from '
Senal interface

-

Serial Interface --—--

Figure 6.7: Schematic of DAQ program
Serial port read/write
Serial Port Read and Serial Port Write labVIEW serial functions are used to read and
write data to and from the serial interface (6.2.2). The input to these functions is the
port number and requested byte count and the output is an ASCI string of data. The
requested byte count is the number of bytes received or sent to the serial port specified |

in the port number input.

port rumber !ﬁCﬂn}g string read
requested hyte count efar cade

Senal Port Read. vi

Reads the number of characters speciﬁed by requested
byte count fom the send port indicated in port number.
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poit number —— S
string to write

Senal Port Wirite.vi

Wirites the data in string to write {o the sedisl
part indicated in port number.

- Figure 6.8: Serial Port Read/Write LabVIEW functions

Checksum calculator

The ASCI string from the serial functions is passed to the checksum calculator.
Checksum calculator calculates the checksum of the string coming and going to the
bio-controller and returns an error on the data format if it exists. The checksum is
mainly used by the bio-controller to validate the data that the bio-controller is
receiving from the host computer. The latter implies that if the operator changes a set
point and sends that to the bio-controller, the developed checksum calculator will get
the ASCI string of déta, calculate the checksum and send that to the bio-controller. If
the checksum is incomrect an error will be received from the bio-controller. A

program to calculate the checksum is given in Fig.6.9.

TIL I.!...t

W SN
il
j h"- »FMWMLM E

Figure 6.9: Checksum calculation

Translate protocol

A sub vi called Strip_protocol.vi is developed to translate the protocol from the serial
port of the Biostart. The sub receives an ASCI string of data from the serial functions
described above and translates it into meaning full process variables values that the

operator can understand.



L pO2
— ¢ £~ 1
{ e Temp_Setpoint
~— Stirrer_Setpoint
" -pH_Setpoint
| | = | P02 Setpoint

Input string from the Biost,.. ""'""""‘3 o Add_Setpoint

: ;| e Base_Setpoint
¢ ————0o Temperature

Strip_protocolvi

;

The input data from the serial port is in ASCT format, The datais not
represented as true tempersture, pH, etc values. A conversion to proper
meaningfull vahlues for the process variables is accomplished by using this V1.
Input —> ASC], defimited by commars

Output --> Temperature in degress, pH in pH, Agitation in rpm, etc

Figure 6.10: Strip_protocol.vi

Database

The output of the strip_protocol.vi is sent to the MS access database, process model
for updating and to the display interface. The developed sub vi for inserting data into
the database uses the Open Database Connectivity (ODBC) and SQL command to
access data to and from the MS Access database. The description on how to set up the

ODBC is described in the user’s manual, chapter 7.
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Temp_Setpoint
Temp_Max
Temp_Min
-pH_ProcessValie ———
Max ——— |
DO2_Process¥alue ~——— | |
DO2 Max —— | |

Agit_Min ——F,
=[]
Agit_Setpoint — |
Agit_Processvalue — | |
DO2_Min -~ |
DO2_Setpoint ————
pH_Min
_ pH_Setpoint ————
Temp_Process¥alue

|

[

=

insert_into_db.vi

This vi is used to store the PV values into the local database
using ODBC connection. The database used is MSAccess from
Microsoft. The latter is a standard database(db) that comes with
MS Office for windows system.

Figure 6.11: Insert into database

The tables used to store data in the database are shown in Fig. 6.12.

Ag_Processyalue

Te_Date
Te_Tine

Te_Min

Te_Max
Te_Selpont
Te_Processvalue

t

Figure 6.12: Tables of the Process Variables in the database
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Export data into MS Excel spreadsheet _
* The data stored in the local database can be accessed from the database using the
developed sub vi. The sub vi allows the user to go back and access old data using date

and’ time index, a utility to sort the data according the operators interest is

incorporated in the program.

Repon

Reports.vi

This vi receives data from the local dakabase and
exports it into excel spreadsheset using date and
time indey. The option sart the data is alsg availble.
The operator uses a REPCORTS button from the main
display window, on activating the button this viis
invoked and a pop-up window comes to interact with
the user,

Figure 6.13: Reports

Inpht data from the keyboard for the biological variables
A function has been incorporated in the functionality of the program to allow the user
to enter the off-line measured variables into the database. The following vi fulfils this

functionality. The user interaction of the vi is discussed in chapter 7.

COff4

Off_Line_Variables
[Off _Line_Yariables.¥i]
This vi aflows the operatar to stors
off-line measured variables in the

local database, The data is enter
using the keyboard.,

Figure 6.14: Off-line measured variables
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6.2.4.2 Description of the Auto tuning program
The developed auto tuner is displayed and described in Fig 6.15, based on the
LabVIEW PID toolbox vi’s. '

PD | .
Tuner]

Autotuner.vi

This ¥T is meant to be used with the process control package (PID
controlier) and an MIQ-series or Lab-PC data acquisition board, Connect
the analog output to the analog input through the resistor-capaditor
network shown on the front panel (scroll down to view &), The VI
attempts to adjust the analog output so that the input {process variable
or PY) equals the setpoint (SP). 5P and PV are displayed on a strip chart,
You can experiment with different controller tuning methods and try for
the fastest settiing Hme with the least overshoat,

The input spanis -10 to +10 ¥, or 20V = 100%. The output spanis Oto
+10Y, or 10¥ = 100%. P¥ and SP are in Yolts. Your MIO board should
be set up for differential input and -10 to +10 ¥ rangs; the output should
be unipolar, 10V {these are all factory defaults), If you elect to use other
settings, run the configuration VIs as necessary,

The recommended network has a DC gain of 0,33, an effective deadtime
of about 5 Ser., and an effective time constant of about 30 Sec.

Figure 6.15: Auto tuner
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6.3 Conclusion

The developed software system for data acquisition and real time control
implementation is based on LabVIEW. LabVIEW is a widely used technology for
building industrial control systemé. The software connects in a simple way all parts of
the adaptive control approaéh in one whole. The system is user friendly with help
facility to allow easy of operation for the operator. The communication between the
computer and the bio-controller is quick and simple. It allows exchange of
information for all process variables and change of the bio controller parameters using

the computer.
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Chapter 7

Operator’s manual

7. Introduction

Monitoring and Supervisory control of fed-batch fermentation processes (MSCFP)
operator’s manual. The MSCFP provides the capabilities to acquire, log data, monitor,
estimate the model, optimize, adjust PID parameters, adjust set points to bio controller
and be able to query previous data from the database (PVdb.mdb). The document is
~ intended for users, with basic computer knowledge. The latter refers to being able to
start and stop Microsoft windows applications. Students, lecturers and researchers in
different fields of engineering, i.e. Bio-chemical, Electronic etc, intend to use this
document as tool to assist them on operating the MSCFP application during

experiments.
7.1 Functional Overview

The MSCFP application is the main program for the full control of fermentation
processes. It has the following functionalities
1) Ability to initialize the bio-controller at any time whilst the program is
running. [Initialize Button].

A 2) Ability to acquire and LOG data during experimental period on the. local’
database and to query that data from the database using date and time index
and export the data into the Microsoft excel spreadsheet for further analysis
and plotting. [Reports Button].

3) Ability to acquire and log the off-line measured vanables in Microsoft Excel
spreadsheet using keyboard. {OFF-line Variables Button].

4) Ability.to estimate model parameters. [Parameter estimator Button].

5) Ability to calculate the optimal trajectories of physiochemical variables from
the given moment in time till the end of the process. [Optimization Bﬁttou}.

6) Ability to recalculate the PID controller parameters using built in LabVIEW™
PID auto tuning toolkit. [Auto tuner Button]
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7) Ability to send control loops settings 1.e. Set point, Minimum and maximum
values of variables etc. to the bio-controller using user friendly pop up

window. [Control Loops Settings Button].

7.2 Main program

The main window Fig 7.1 is what the operator sees when the program starts up. The
function of the windows is to display graphically the data in real time as it is acquired
from the serial port. The alarms are also displayed as they occur. The main window
consists of memu, sub windows for the acquired data, alarm limits, buttons for

optimizations, PID auto tuning, model parameter estimation and help.

Eoa| N 500 BE e {[rondoreg, Sontrol of set. e - E cam

Figure 7.1: Main program window
The main sections for the interaction with the operator are listed below:
1) Menu with the following buttons for; Exit, Start/Stop Acquisition, Control

loops, Initialize DCU, Off-line measured variables and reports.




The menu pops up on clicking the menu button.

2) Indicates minimum, maximum and set point values for the specific process
variable in the variable sub window.

3) Indicator for process variable in the variable sub window.

4) Chart plotting together process variable, upper limit, lower limit as well as set
point. '

5) Alarm indicator

Bl and Biue indicates BELOW LIMIT.

~ 6) Legend indicating the colours used -for the process variable, its set point and

Red indicates &

limits.
7) Exit; press this button to exit the main program.
The sections that are not labelled will be discussed separately below as they have pop

up windows.

7.2.1 Start acquisition

Press this button to start or stop the data acquisition. After pressing the button it is
toggles to STOP ACQUISITION. The figure below displays the functionality linked
to the button being pressed. The acquired data gets uploaded from the serial port at the

rate specified below. Also an indicator is put up to indicate when the serial port is

actually occupied that is when the ploading data. ..

indicator pops up, Fig. 7.2.

Samplngrateinmn . Tmeleft before hext upload...

)

R

Figure 7.2: Acquisition indicators& controls

0 Acquisition indicators & controls
1) Sampling rate (min)
The operator uses this control to set the sampling rate. This is actually the
acquisition rate that is the rate into which the data is being acquired from
the serial port logged into the local database and displayed on the chart.
2} Time left before next upload



This is the progress bar displaying the time in the frameworks of one
sampling interval left before the next data upload.

3) Indicator; indicating that the data is being uploaded from the senal port.

7.2.2 Control loops settings

The control loops settings windows Fig 73 pops up on clicking the control loops
button from the main menu. The main function of this window is to send control loops
setting to the bio-controller. The bio-controller has an option to execute the sent
control loops immediately or to execute them later. This possibility is determined by

‘the mode option discussed in the following sections below.

{hssoived oxvgen ) {%}

-_.Agitatm in {rpm}
: 'ﬁowraten{!/m} e

- 1 0e SR

B+ i B

Figure 7.3: Control loops settings window

The main sections for the interaction with the operator are listed below:
a Control loops settings
1) Minimum
Enter the minimum value for the specific process variable.
2) Maximum
Enter the maximum value for the specific process variable.

3) Setpomt
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Enter the set point value for the specific process variable.
4) Mode _
Specify the mode the process should start with. If the check box is ticked
on pressing the SEND button the process will immediately try to reach the
specified set point. Else if the check box is NOT checked, the process will
not try to reach to specified set point rather it will run from the old set
point values.
5} Send
After inéerﬁng the values on the fields, pressing of the SEND button will
send data to the bio-controller.
6) Progress indicator
On pressing the SEND button the indicator pops up displaying the sending
progress to the bio-controller. |
7) Abort
Press this button to discard the changes made to the data fields and the

process will run from the last send control settings.

7.2.3 Initialize Bio-controller [Substation]

The initialize DCU button is used to initialize the bio-controller at anytime while the
process is running, no matter what the status of the REM (On the bio-controller) key
and the operating mode (Recipe process, sterilization) are.

Prior to the first data request the host computer must initialize the corresponding .
Substation (command DR) (W. Seidler, 1996). The initialization command sends
parameters to the Substation and thus adapts the data transmission to the

requirements. Without initialization the Substation sends an error telegram after

receiving a Data Request (DR) command.

Figure 7.4: Main menu



7.2.4 Off-line variables

Not all the fermentation variables can be measured on-line. The latter results in the
variables being measured off line in laboratory. The results are introduced in the PC
by the keyboard and are logged in the spreadsheet file for further analysis Fig 7.5.
“From the menu clicking the off-line variables button invokes the window that allows
the operator to enter the variable details. The entered data is then sent to. the

spreadsheet file using the send buttorn.

Figure 7.5: Off-line variables

The main sections for the interaction with the operator are listed below:

a Off-line variables
1) Table to enter the variable data. The table is user specific.
2) Indicator of the path where to save the off-line variables
<c:\fermantation\off-line.xls> is the default path and file name.
3) This button opens or finds a file into which the off-line variables will be
saved m.

4} Send
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After inserting the values on the table, you can press SEND to send data to
the bio-controller. "

5) Abort _ _
Press t]:us button to discard the changes made to the data fields.

6) Scroll bars |
Scroll left and right horizontally as indicated by the arrows.

7) Scroll bars |
Scroll up and down as indicated by the arrows.

' The narne of the variables, time, date, columns of the table have to be specified by the

operator depending on the order that suits the operator.

7.2.5 Reports

The reports window pops up on clicking reports from the main menu. The main
function of the window is to interact with the operator on querying data from the
database. During experiments the data from the process is logged continuously into
the database at the acquisition rate specified by the operator. This data can then be
exported latter from the local database into Microsoft excel spreadsheet for further

analysis using this window, Fig 7.6.
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-Export data ko MSExcel . 00
{Export to DATA toMSExcel |

| Continue 1€

Figure 7.6: Reports window

The main section for the interaction with the operator are listed below:

o Reports

1)

Date format dd/mm/yyyy

Enter the From and To dates as per format highlighted above.

Time format hh:mm PM/AM

Enter the From and To times as per format highlighted above.

Process Variable

Select the process variable you want to query.

Sorted by

Select the way the output data has to be sorted by in MSExcel. The
options are time and process varable.

Export data to MSExcel
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On click the button Export Data into Excel a window pops up for the
operator to specify the filename “XXXXX.xIs”. |
Where “XXXX” is the filename of the file generated from the export.

6) Click continue to close the reports window.

7.2.6 Help |

The help window pops up on clicking the help button on the far right of the main
| program, Fig 7.7. The other help utility is to hold Ctrl down whilst holding down
press H. After that move the course to the button the help is need for.

PEE@@@INM Help MARIETD@

Click on the MENU button and select Initialize to initialise
the DCU. The latter can be done any time during the

ZTo start the acquisition Cick on MENU and select START

ACQUISITION. A pop up window will be displayed for the
‘operator to specify the file name into which the logged

—!

o \"1
An indicator will pep up during the acquisition indicating
;:he status of the acquisition process.

Figure 7.7: Help window
The main section for the interaction with the operator are listed below:
o Help
1) Scroll down for more information.

2) Click Continue to close the help window.
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73 Parameter Estimation

From the main user interface panel a button for invoking the parameters estimator is

found [Parametér Estimation button]. On clicking this button the window in Fig 7.8

pops up with the following functionality.

LlDCB—efﬁ:mntsal—:?;bl—b?;clt‘!;dde Lo L
gooame }Dm fnmam ,nlmm ‘mmm bmwu ,om e
4 mumm mmu mmn 000100 B
N’ucs:m 18,0011 002710 0.00200 - f“ n
m)nmsm 000050 ,auown_W '

hiw{:u—efﬁﬁems a1-a7;b1-b7;cl-c‘l.dl—d‘r 2 N
ﬂam 50.03000 §0.0(000 aczmn {.30200 mmﬁm
ga'mua f&m §6.01000 0.0t000 §0.0020¢ 30.00200 6
' 00 Qa8 .02t o0 A

Figure 7.8: Parameter estimator

The main sections for the interaction with the operator are listed below: -
a Parameter estimator

1) Cluster with input vanables
The cluster is used to declare all the process variables that are necessary
for the parameter estimator.

2) Old co-efficient of the yeast model
These are the initial co-efficients that the model uses to do the first
calculations for the next part of the process time.

3) New co-efficients of the yeast model.



These are the new co-efficients that are recalculated using the parametér
gstimation algorithm.

4) Display for the concentration of the biomass yield, x.

5) Disblay for the concentration of the substrate, s.

6) Display for the concentration of the product, p.

- 7) Legend for the measured data and the output data from the model.

) Indicators for the criterion values, J, dj, djdp.

9} Invoke the window for the yeast model user interface.

10} Click Continue to exit the parameter estimator window.

11) Display for the volume of the fermentor.

7.3.1 Yeast Model
The model’s front panel is invoked from the parameters estimation sub window Fig

7.8. On clicking the model button the sub window is Fig 7.9 is pops up.

> 0.c200 5,000 00000000

--}a.mddq Tmie Tom oo
QOSUE NARLL 0020 0208 g
B~ 5 0% 000100000020 - 4

083000 10,3086 10837

: 11S.4000C 11539361 115,367
D00 00007 G005

Figure 7.9: Yeast model
The main sections for the interaction with the operator are listed below:

0 Yeast model panel
1) Initial values for x(0), s(0), p(0) and V(0)



2) Input variables to the model
The variables for the yeast model are declared using these controls.
- 3) Co-efficient of the yeast model. . '
al=>a7, bl-> b7, ¢c1> ¢7, and d1-> d7. This matrix has the following
dimensions par €_R4X7.
~4) On-line variables T, pH, F and DO,.
5) Display for the concentration of the biomass, x.
6) Display for the concentration of the substrate, s.
7) Display for the concentration of the product, p.
8) Output kinetic parameters of the model una Ks, Yus and Yy
9) The output of the model Y_model has dimensions Y_bar®*"! The elements
T of the matrix are x, s, p and V values from the model simulation.

10) Display of the volume of the bioreactor, V. 7
11) On clicking this button the yeast model equation are displayed on the pop

up window Fig 7.10.
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Figure 7.10: Yeast model equation pc;p up window

The main sections for the interaction with the operator are listed below:



0 Yeast model equation for the fed-batch fermentation process

1) Click here to continue
7.4 Optimal control

The developed application for optimal control calculated the optimal set points on the
bases of the developed model and parameter estimation. The set points are determined
from the optimal trajectories of pH, DO2, T, and F they are then sent to the PID auto

tuner. The developed optimization window is shown in Fig 7.11. This window is still

under experimental tests.

Figure 7.11: Optimization pop up window



7.5  PID Aute tuning

The developed éﬁplication has an option that a.ﬂov;rs the operator to recalculate the
controller parameters for a PID-Controller. The latter is available through the PID
button as seen frorﬁ the main program display Fig 7.1. The recalculated controller
parameters can be compared with the previous used parameters. If the operator is
satisfied with the recalculated parameters, they can then be entered manually into the
bio-controller using the keypad user interface.

This operation cannot be done automatically by the PC as the used bio-controller
" model Biostat® C DOES NOT support sending the controller parameters from the

* host computer.

7.5.3 Auto tuner

The auto tuner is developed using LabVIEW™ PID auto tuner to recalculate the bio-
controller’s PID controller parameters. A pop up window appears after clicking on the
button allowing lthe operator to select, view, specify cycle time and tune the selected
process variables using the data received from the serial port in real time. See Fig

7.12.

Select the variable to be med and
Click on Autotune to QmCQed,_,-_

Freferetie &5 for temperaturs

. slow process [0.5] - j’ - : @,_#mk,‘.#_“
_. i — Ko Tilmm) Td{min)
L1505.12 063 a0

Figure 7.12: Auto tuning window



The main sections for the interaction with the operator are listed below:
Q Auto tuner

1) Process variable selector
Select the -process variable that has to be tuned using this selector.

2) Auto tune
Click here to start the tuning and follow the steps as described in the
windows that pop up as the next button is being pressed in respective
steps. -

3) Click View OLD Parameters to view old PID parameters,

4) Cycle time
The time for acquisition of data from the serial port before the start of
calculation of the new PID parameters.

5) Indicator for old parameters
This indicator pops up when the VIEW Old parameters button have been
pressed. The indicator stays on for 5 seconds and after that it disappears.

6) Click Continue to exit the auto tuner window



Chapter 8
Software description

3. Introduction

This chapter lists the file names of the developed source code. The source is code is
developed on two different programming platforms that being, LabVIEW and
Matlab/Simulink.

8.1 LabVIEW code
Fig. 8.1 gives the hierarchy of the developed subvi’s and Table 8.1 list the file names of the
developed vi. Note that some of the vi’s come with LabVIEW.

e £k View Took Browse Wiidow fielp

BREEERES

Monitoring and Supervisory Control Program.vi
Write Characters To File.vi
port number.vi

Serial Port Write.vi




CalculateChecksum.vi
Serial Port Init.vi
Statusofvariables.vi
Control Loops Settings.vi
Temp_Max.vi
Temp_Min.vi

pH_Max.vi

pH_Min.vi

Agitation Max.vi
Agitation_Min.vi
DO2_Max.vi
DO2_Min.vi
insert_into_db.vi
Reports.vi
Agitation_Set.vi
DO2_Set.vi

pH_Setvi

Temp_Set.vi
Strip_protocol.vi

help.vi

Acquire data from serial port.vi
Autotuner.vi

Off Line_Variables.vi

p DO2 PV.vi

pH_PV.vi

Temp PV.vi
Agitation_PV.vi
Parameter estimator_real data.vi
General Error Handler.vi
Close Filet.vi

Write File+ (string).vi
Open/Create/Replace File.vi
Open Serial Driver.vi
serpConfig.vi

decZascil.vi
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T Serial Port Buffer Size.vi
Serial Port Reset.vi
Flowrate_Max.vi
Flowrate Min.vi -
Flowrate_Set.vi
PVSetpoints.vi

ADO Connection Open.vi
ADO Connection Create.vi
SQL String conform.vi
SQL Execute.vi _

SQL String conform_NS.vi
Serial Port Break.vi

Bytes At Serial Port.vi
Seriél Port Read.vi

Close Serial Driver.vi

PID with autotuning.vi
biological_optimal.vi

Dot Product.vi

AxB.vi

Kuvi

delta.vi

y_bar.vi

yeast model equations.vi
Find First Error.vi
serpOpen.vi

ADO Recordset Destroy.vi

ADO Connection Execute.vi

SQL Fetch Data (GetString).vi

Relay Auto Tune.VI
Simple Error Handler.vi
Get Instrument State.vi
Autotuning wizard.vi
PID (gain schedule).vi
Preload Instrument.vi

Run Instrument.vi

~

2

8




GSim Unit Delay.vi:

GSim Initialize.vi
GSim Manager.vi

Read From Spreadsheet File.vi
KK.vi

ADO Recordset GetString.vi
Mean.vi
Relay Out.vi
Get PID Parameters.vi
Calculate PID.vi
Open Panel.vi

Close Panel.vi

MeaNoise.vi
State.gbl

Get PID gains.vi

Getdt.vi
PV filter.vi
Derivative action.vi
Get error (sp-pv).vi
Proportional action.vi
Integral action.vi
Auto/manual.vi
Get PID Parameters (new).vi
viRef buffer.vi

'GSim Synchronizer.vi
GSim Global.vi
GSim Manager Kemnel.vi
Read Lines From File.vi
GSim Task.vi
Read File+ (string).vi

Open Eile~i—.vi

Table 8.1 List of subvi’s used in the dissertation




8.2 ° Matlab/ Simulink

The Matlab files are partitioned as follows:

Code realizing the _mo&ei equations:
> quadratic_model / Simulink model file
> YM_var/ Matlab file

Code realizing the parameter estimation algorithm:
> Model_variables / Matlab file
> Parameter _estimator / Matlab file
> quadratic_model / Matlab file

Code realizing the optimization aigorithm:
> Optimize.m

See appendix A for the complete source code.
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Chapter 9 -

Conclusions

Fed batch fermentation; due to an inherent flexibility of the methods provides a
valuable tool in biotechnology, not only to study microorganisms, but also to
commercially produce valuable components. However, mény requisites and variables
* should be taken into consideration in its implementation. Moreover, the control of all
the process is mandatory, which otherwise would render the mode of operation
complexity useless. In addition to the complexity of the fermentation, the control
mode and parameter to be controlled should also be analysed.

The control of a fed-batch fermentation can implicate many difficulties: low accuracy
- of on-line measurements of substrate concentrations, limited validity of the feed
schedule under a variety of conditions and prediction of variations due to strain
modification or change in the quality of the nutrient medium. These aspects point to
the need of a fed-batch fermentation control strategy, which is model independent,
identifies the optimal state on-line, incorporate a negative feedback control in the
nutrients feeding system and contemplates saturation kinetic model, variable yield
model, variations in feed substrate conceﬁtration and product ihhibited fermentation.
[Agrawal el all, 1994}

An adaptive control strategy for optimal control of the yeast production is proposed

and developed in the dissertation.

9.1  Problems solved in the dissertation

The problems in the dissertation to develop methods, algorithms and programmes for
building of a two-layer system for real time optimal control of the Biostat® C pilot

plant with the following subsystems:

2> Data acquisition and real time implementation,

Modelling and simulation,

.9
> Model parameter estimation,
> Process optimisation,

9

PID controller parameter tuning,
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" LabVIEW™ is used as driver software and serial communication protocol is used

between the host computer and the Biostai® C.

9.L.1 Data acquiéition and real time implementation
The developed real time control system consists of two main parts:
- > - Hardware part. |

PC with standard RS-232 serial interface connected to the Biostat® C bio-

controller through the RS-232 / RS422 Converter. The integration of the

whole system is achieved.
> Software part consisting of the following sub-programes, programs for:

o Data acquisition through serial communication and dialog between the
computer and bio-controller. Acquiriﬁg of data for the physiochérrﬁcal
variables, control loops parameters, set points and initial condition is
achieved through commands from the bio-controller protocol and
special functions of the driving software.

o Programs for creating and saving data to the database using Microsoft -
access. _

o Programs for connections -of the programs solving the problems for
simulation, parameter estimation, optimal control and PID parameter
setﬁng according to the two-layer control strategy.

The developed software system for data acquisition and real time control
implementation is based on LabVIEW. LabVIEW is a widely used technology for
building industrial control systems. The software connects in a simple way all parts of
the adaptive control approach in one whole. The system is user friendly with help
facility to allow easy of operation for the operator. The communicatioh between the
computer and the bio-controller is quick and simple. It allows exchange of
* information for all process variables and change of the bio controller parameters using

the computer.

9.1.2 Modeling and simulation
-> The fed-batch fermentation process for production of yeast is described as
an object of control with input, state space, output and disturbance

variables.



-2 Model of the fed-batch procéss based on incorporation of the
physiochemical variables into the mass balance equation is developed.
-2 The programs in Matlab / Simulink and LabVIEW are developed ti
simulate the model. Simulation can be done with real data from the
procéss, or with selected input data (Deshpande and Chen, 1993).
The developed model is semi-theoretical in the sense that mass balance equations are
theoretical mathematical model, but coefficient cannot be calculated mathématically.
These coefficients are iﬁt;oduced analytically to present the kinetic parameters and in
this way to represent the influence of the physiochemical variables over the biological
variables. The latter is achieved by representing the kinetic parameters of biological
model through quadratic functions of physiological variables. Parameters estimation
is used to determine the coefﬁcienté of these functions. The utilization of
Matlab/Simulink and LabVIEW packages made the development much easier when it
comes to testing of the prototype. The results received on both packages were the
same, proving the operation of the algorithm and also the consistence was tested.
The results from simulation are used later for model parameter estimation and process

optimisation.

9.1.3 Model parameter estimation
- The problem for parameter estimation is formulated.
=2 Method to solve the problem for parameter estimation is developed on the
basis numerical procedures. ,
> Algorithm and programs in Matlab and LabVIEW are developed and
implemented as a part of the common control strategy.
The problem for parameter estimation is solved by gradient method. The solution is
simple but it uses a very big number of parameters (28). The recursive least squares
techniques for parameter estimation is selected, as it is suitable for operation in a
noisy practical environment, also it has minimum storage requirements and does not
need computational time for matrix inversion.
The use of Matlab and LabVIEW simulation and realisation software packages made
it easy to implement the algorithm in real time. The comparison is made on the results
received from the two packages. The comparison proves that the implementation of

the algorithm is operational by receiving same results on both simulation tools.
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9.14 Process optimization _
- The problem for maximum production of the biomass is formulated.
> Method and algorithm to solve the optimal control problem is developed
| on the basis of augmented functional of Lagrange and decomposition in
time domain. |
> Program in Matlab is developed to solve the problem for optimal control is
developed. | .
The deveioped two-layer control structure allows adaptive control through the process
of repetitive model parameter estimation and process optimisation. The
decomposition method used to solve the problem for optimisation (optimal control)
allows the overall problem to be decomposed and simplified (.Morari et af, 1980).
The complexity of calculation is reduced by usihg the optimal trajectories of the |
phySiocher_nical variables, as changing the set point of the local PID controllers allows

the time varying nature of the process to be counted out.

915 PID cbntro]ler parameter tuning
> Program for representing the optimal trajectories of the physiochemical
variables as a sequence of constant for some period of time set points is
developed. .
- The auto tuning PID program from LabVIEW is incorporated in the two-
layer control strategy. _
The fact that PID controllers are popular and well used controllers industrially does
not mean that they control the plant at their optimal operation (Dorf, 1998). The main
draw back in PID controllers is the fact that the set points are set once during the
duration of the procéss, and are not changed during the variation in the process, even
though the major parameter variables that affect the process do change. The latter
result in the former. The methods, algorithms and brograms developed in the

dissertation solve the problem highlighted above using the adaptive control technique.
9.2  Benefits of the two-layer control strategy

Benefits of process optimization and adaptive control come from improved plant and
business performance. In general terms, the revenues come from improved yields of

valuable products, reduced energy consumption, and higher processing rates either
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through increased capacity of existing equipment or longer stream factors.
Optimization may also influence reduction in a number of other operating costs
- including maintenance, equipment wear and staff utilization.

The engineering benefits come from improved process troubleshooting and assistance
in making quicker and more accurate decisions. This ultimately relates to improved
process operations. There is also an interaction with process design of new units. The
knowledge that comes from computer optimization can have a bearing on equipment

sizing and upon assumed capacity factors.

9.3 Future developments of methods and. applicability

The future developments can be decomposed in the foliowing way:
> Testing of the two-layer control system on the working plant.
Testing of the optimisation program for different experiments.

Testing of the developed application on the bigger scale fermentor.

v Loy

Connection of estimation and optimal control problem solution in order to
realise different operator strategies
> Application of the developed methods and programmes for different fed-batch

processes.

9.4  Application of developed strategy, methods, algorithm and programs
Waster water purification plants.

Beer industry.

Food industry.

Mining industry for extraction of metal ions.

Sugar and pharmaceutical industry.

Control purposes in education.

N N T N N A 2

As an application plant for different control strategies (Dube, 2002).

9.5 Publications in connection with the dissertation

~ Mkondweni, N-S., R.Tzoneva. Program for monitoring and control of a fed-batch
fermentation process for the production of yeast. Proc. of the Imternational

Conference AFRICON 02, 2002.



Mkondweni, N.S., R.Tzoneva. Program for contro! of ion exchange wastewater
purification pilot plant using LabVIEW™. Proc. of the 3 rd International.
- Conference on Control Theory and Application (ICCTA’01), Pretoria South
Africé, December 12-14, CDROM, ISBN: 981-04-4794-9, 2001, p114-128.

Mkondweni, N.S., Susan T.L. Harrison and R. Tzoneva. DAQ system for
monitoring and data logging for fed-batch fermentation process for propagation of

yeast. Cape Biotech 2002 Programme, PP23

Mkondweni N.S. and Tzoneva R, Development of a mathematical model of the
fed-batch fermentation process for the production of yeast. Journal of engineering.

Design and Technology, 2003. (Submitted)
Mkondweni N.S. and Tzoneva R, Integrating LabVIEW capabilities for

monitoring and supervisory control with a B-Braun Biotech unit functions for

fermentation processing and direct control. JEE joumal, 2003. (Accepted).
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oe

*-k******************************************************1‘?****************{

*F ok Kk

AP ¥

Parameter estimator
*************************************************************************{

o

"ok ok ok Rk

global par
Model variables;
% forming the vector of parameters
par=[al a2 a3 a4 a5 a6 a7 bl b2 b3 b4 b5 bs b7.
cl c2 c3 c4 ¢5 c6 ¢7 dl dZ2 d3 d4 d5 de d?},
$introducing the vectors of the measured data for the blomass, substrate anv¢
d product '
xbar=0.12*exp(0.11*[0:50])-0.1*[0:50];
sbar=42*exp (~0.1*[0:501};
pbar=0.001*%exp(0.15*%(0:5G])-0.01*{0:50];
ybar={[{xbar;sbar;pbar]; :
% solution of the model equaticns with the initial values of the parameters
j = 1; %initial value of the number of iteration
while j<=M
3 7 _
tspan = {01 2 3456 789 10 11 12 13 14 15 16 17 18 19
20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37
38 39 40 41 42 43 44 45 46 47 48 49 50);
it,y]l=odelbs ('guadratic model’, tspan, y0):
yt=y'
% calculation of the value of the criterion
eps=ybar-yt
J=0;
for i = 1:K+1
J =J+sum(eps(:,1i).%*eps{:,1));
end; '
% calculation of the deviation value of the vector of the parameter
for i=1:r
par(i)=par (i)+delta;
$calculation of the values of y with par
[t,y]=0delSs('quadratic_model', tspan,yl);
yt=y';
% calculation of the deviated value of the criterion
eps=ybar-yt;
dJ=0;
for k=1:K+1
dJ=dJ+sum(eps(:,k).*eps(:,k) ),
end;
%calculation of the gradient of the criteriocn
dddp = (dJ-J)/delta;
% forming the vector of the criterion gradlents for all values of the pav

ameters par
dJdpv (1) =dJdp;
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% calculation of the old value of parameters

par (i)=par(i)-delta;

end; - .

% calculation of the gradient for the fastest descent method

%calculation of the weighted sum

dddpv;

sl=dJdpv*dJdpv"';

s=sqrt(sl):

% calculation of the direction of the gradient

dp=-alfa*dJdpv/s;

% calculation of the improved estimate of the parameters

par=par+dp; ' ;

% check for achieving of the optimal solution

$calculation of the norm

dnorm=norm (dp} ;

% check termination

if dnorm<=epsilon .
[t,y]l=odel5s{'quadratic model', tspan,y0);

break

else j=j+1, alfa=alfa/2.

end

end

par

figure (1)

plot {xbar)

hold on

plot (sbar)

hold on

plot {pbar)

Xlabel('Time")

Ylabel ("xbar(t),sbar,pbar’')

title('Measured x,s, and p')

hold off

figure(2)

plot(t,y(:,1))

hold on

plot(t,y(:,2))

hold on

plot(t,y(:,3))

Xlabel ('"Time')
Ylabel('x(t),s{t) & p{t) '}
title('Model x,s and p')

figure (3)

plot {sbar, 'b")
nold con
ploti{y(:,2),'r+:")
Xlabel ('Time")
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Ylabel ("s(t)")
title('Substrate’)
hold off

figure (4)

‘plot (pbar, 'b-")
held on .
plot(y{:,3),'c+: ")
Xlabel ("Time')
Ylabel ('p(t)')
title('Product')
hold off

figure (5)

plot (xbar, 'b-"')

hold on

plot(y(:,1},'r+:"}

Xlabel ('Time")

Ylabel ('x(t) bar,x(t)")

title('Measured riomass and Model biomass')
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$Create function

function ydet=bioreactorfc(t,y)

global par '

Model variables;

ydot (1) =(par(l)+par(2)*pH+par(3)* (pH*pH) +tpar(4) *T+par(5) * (T*T) +par(6) *DO2+v
par(7)*(DO2*D02) ) * ({1-{y {3} /pl))"n) *y(1l)*y(2)/(par(8)+par(9) *pH+par(10) * (pHv
*pH) +par (11) *T+par (12) * (T*T) +par (13) *DO2+par (14) * (DO2*D02) +y (2) ) - (kd*y (1)) ;
ydot (2) =(par{l)+par(2)*pH+par(3)*(pH*pH}+par(4)*T+par (5} * (T*T) +par(6) *DO2+¢
par{7)*(DO2*D02) ) * ((1-(y(3)/pl))"n)*y(1)*y(2)/{{par(8)par(9) *pHE+par(10) * (p«
H*pH)+par(11)*T+par(12)*(T*T)+par(13)*D02+par(14)*(D02*D02))+y(2))/—(par(lS(
}+par (16) *pH+par(17) * (pH*pH) +par (18} *T+par (19) * (T*T) tpar(20) *D02+par{21) * (D«
02*D02) ) -m*y (1) ;

ydot {3) ={(par(l)+par(2)*pH+par(3)* (pH*pH)+par(4) *T+par(5)*(T*T)+par{ec) *D02+«¢
par (7)*(DO2*D02) ) * ((1-(y{3) /pl)) "n)*y (1) *y(2)/ {(par(8)+par (9) *pB+par (10) * (p«
H*pH) +par{11l) *T+par (12) * (T*T) +par (13) *D0O2+par (14) * (DO2*D02) ) +y (2) ) * (par (22) ¢
+par (23) *pH+par (24) * (pH*pH) +par (25) *T+par (26) * {T*T) +par (27) *DO2+par (28) * (DOW
2*D02) ) ;

ydot=[ydot (1) ydot (2} ydot(3}]';
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oaQaq

3%3%%%%%%% Part of the optimisation program %%%33%3%3%33%%%%%%%%%%
% Global parameter's declaration%

M1 = 500;
M2 = 180; 2 Max number of iteration second and first level

% Steps of the gradient procedures
alx = 0.01;
als = 0.01;
alp = 0.001%;
alv = ¢.005;

@

for conjugate variables

adx = 0.01;

ads = 0.05;

adp = 0.005; ,

adv = 0.01; % for interconnections in time
ax = (0.001;

as = 0.001;

ap = 0.0001;

av = 0.01; % for state variables
aF = 0.01;

aT = 0.01;

apH = 0.005;

aD0o2 = 0.005; % for control wvariables

% Values of the errors for termination of the calculations
epsl = 0.00%;

epsx = 0.01;
epss = 0.01;
epsp = 0.01;
epsv = (0.01; % for control variables

epsF = 0.01;

epsT = 0.01;

epspH = 0.01;

epsDO2 = (G.01; & for control variables

% Initial trajectories of the.conjugate variables
K = 58;
for k = 0:K-1

I1x{k)=0.01

1s({k)=0.005

Ip(k)=0.002

1v({k)=0.003

end



i:\Source code\Matlab Simulations\Cptimization\optimize.m
Tebruary 18, 2003 -

Page 2
11:36:56 aM

t# Initial values of state wvariables

k0 = ;
36 = ;
20 = ;
v0 = ;
yO = [x0 sO pC w0}';

3 Initial trajectories of control variables
for k = 0:K-1 '

ik} = 2;
T(k) = 16;
pH{k) = 4;
DO2 (k) = 37;

end

% Model co-efficients
al = 0.0004;

a2 = 0.006;
a3 = 0.00%;
ad = 0.005; .
a5 = 0.0005;
a6 = 0.001;
al = 0.0002;
bl = 5.2;

b2 = 1.03;

B3 = 0.1;

bd = 0.7;

b5 = 0.01;

be = 0.02;

b7 = 0.01;

cl = 0.00001;
c2 = 0.00001;
c3 = 0.00001;
cd4 = (0.00001;
cS = 0.00010;
c6 = 0.00010;

c7 = 0.00012;

dl = 0.00040;

d2 = 0.006;
d3 = 0.001;
d4 = 0.005;
d5 = 0.0005;
46 = 0.001;

d7 = 0.0002;
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par = [al a2 a3 a4 a5 a6 a7 bl b2 b3 b4 b5 bé b7 cl c2 ¢3 c4 ¢c5 c6 cb dl d2v
d3 d4 d5 d6 d7]:

k= 0.09;

pl = 50;

m = 0.001i1;
n = 0.52;
si = Q;

% Constraints of state and control variables
for k = 0: K-1
Tmin (k)
pHmin (k)=
DOZ2min (k)=
Fmin(k)=
Tmax (k)=
pHmax (k)=
DO2max (k) =
Fmax (k)=
end % for control variables

for k =
Vmin
vmax
pmin
pmax
smin
smax
Xmin
Xmax
end % for state variables

ool ;F
FJ

B T T N s |
AER RN AR A A R
]

L L S e L.

% Calculaticn of the initial trajectories of state wvariables
Come back

[t, yl=odelds{'quadratic model', tspan, y0);
x=y({:,1);
sy(., )
p=y{:,3)
v=y(:,4)

LT R TR T

% Calculation of the initial trajectories of the interconnections in time d¢
ocmain

for k = (0:K

x(k)=x (k+1)

as(k)— (k+1)

dp(ki=s(k+1):

sv(k)=v(k+1}

-
r
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fs(k)y=££ (k) *Ks (k) *x (k) / ((Ks(k)+s(k))" ));
fp{k) =dt*mmax (k) *Ypx (k) *{(1-p(k) /pl} " (n-1)) *x(k) *s (k) /(pl* (Ks (k) +s(k)));

fv (k) =dt*f (k) /(v (k)"2)

£1(k)=Ff (k) *x (k) *s (k) /(Ks (k) +s(k));
£2 (k) fl(k)/(Ks(k)+s(k};

[e)

% Calculation of the gradients for state and control variables

cex({k)=lx(k)mx*elx{k);
ees(k)=1ls(k)-ms*els({k);
eep (k) lp(k) -mp*elp{k}-;
eevi{k)=1lv(k)-mv*elv (k)

ex(k)=(1+fx (k) -dt*kd-dt*F (k) /V(k} ) *eex (k) +(£fx (k) /Yxs-dt*m) *ees (k) +dt*Ex (k) *«

Ypx*eep (p); .
es(k)=Ffs (k) *eex (k) +(1-fs (k) /Yxs-dt*F(k) /V{k)) *ees (k) +¥px*fs (k) *eep (k)
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0000000000600 0000000000000¢C0000200000000030003200000
A R R R R R R A R k- N N
[+] : Q
% Coefficients for Simulink simulation %
00 8000020000208 0000200000000C00000029002000400000c00C0C
5 Eh 6000 0CG P Po00hbAaBAO0000DBOD00Gc0VIoO0 0000000000 BBGBA
TT = 32;
t = l:l:TT:
F=0;
r
si= 0;
H= 4.8;
pn = 2.07
T = 16;
r
o = 37;
r

pH = pH*ones(1,TT);
T*ones(1,TT};
O = O*ones(1,TT);

3
i

¥ = F*cnes{l,TT):
al = 0.0004;

a2z = 4.006;

a3 = 0.001;

ad = 0.005;

a5 = 0.00065;

as = 0.001;

al = 0.0002;

bl = 5.2;
b2 = 1.03;
b3 = 0.1;
b4 = 0.7;
b5 = 0.01;
be = 0.02;
b7 = 0.01;

cl = 0.00001;
c2 = 0.00001;
c3 = 0.00001;
cd = 0.00001%;
c5 = 0.00010;
c6 = 0.00010;
c? = 0.00012;

dl = 0.0004¢G;

d2 = 0.006;
d3 = 0.001;
dd = (0.005;
d5 = 0.0005;

de = 0.001;
d7 = 0.0002;
tl=t';
DE1=pH';
T1=T"';
01=0';
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FE=F";

k = 0.09;

pl = 50;

m = 0.0011;
n = 0.52;
sim('quadratic_model real')
rpiot (X)

hold on
plot{s)
‘hold on
plot(p)

hcld off
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