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Abstract

METHODS FOR PROVIDING RURAL TELEMEDICINE WITH
QUALITY VIDEO TRANSMISSION

By
P Malindi

Doctor of Technology (D. Tech): Electrical Engineering, Cape Peninsula
University of Technology

Telemedicine has been identified as a tool to distribute medical expertise to medically
underserved rural community. However, due to the underdeveloped or non-existent
telecommunication infrastructure, which is needed as the platform for telemedicine, the
full benefits of telemedicine are yet to be realized in most parts of South Africa and
Africa as a whole.

This study aims to explore ways on how to provide IP-based ICT system that can be used
as a communication platform for telemedicine in rural areas. In order to emulate the on-
site face-to-face consultation experience, the rural telemedicine system must be able to
provide quality video transmission. Quality video is also important in order for the
physician at the distant end to be able to make correct diagnosis. Hence the main focus of
this study is on ways of providing quality video over IP-based multiservice network.

A conceptual model of a rural area network that can be used for rural telemedicine has
been developed, and different access technologies that can be used for rural areas are
presented. Techniques for compesating IP best effort datagram delivery are provided.
Factors that can affect the quality of video transmission on an IP-based packet network
are identified, and a holistic approach to mitigate them is proposed. That includes
adopting coding techniques that will provide coding efficiency, high quality video that is
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consistent at high and low bit rates, resilience to transmission errors, scalability, and
network friendliness, which will result in perceived quality improvement, high-
compression efficiency, and possibility of transportation over different networks.
Secondly, it also includes mechanisms to compensate for packet networks idiosyncrasy,
especially IP best-effort debilities, in order to meet the latency and jitter requirements of
real-time video traffic.

For video coding, H.264 is proposed as it meets most of the encoding requirements listed
above, and for prioritising and protecting video traffic from IP network’s best-effort
debilities 2 combination of differential services (DiffServ) and multi-protocol label
switching (MPLS) have been adopted, where DiffServ is used for traffic classification
and MPLS is used for traffic engineering and fast-rerouting in the event of route failure.
To verify and validate the proposed solutions, modelling and simulation has been used,
where the Network Simulator (NS-2.93) has been used to simulate network functions,
and PSNR, VQM score and double stimulus impairment scale (DSIS) have been used for
evaluating video quality.
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Busrtiness

Communication
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network

Convergence

Converged
networking

CSIR
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ICT

GLOSSARY

Asynchronous Transfer Mode. A dedicated-connection
switching technology that organises digital data into 53-byte
cell units and transmits them over a physical medium using
digital signal technology.

Having a more or less variable bit within a stream

Sharing or exchange of information.

A set of nodes which are interconnected to permit the
exchange of information.

In information techmology, convergence is a term for the
combining of personal computers, telecommunication, and
television into a user experience that is accessible to everyone,
A type of networking where voice, video and multimedia
traffic are converted to packets allowing them to be integrated
with data traffic on a common shared IP transport architecture.

Council for Scientific and Industrial Research. The body that
was formed to foster industrial and scientific development so
as to contribute to the improvement of the quality of life of the
people of South Aftica.

One or more rows of macroblocks in ITU-T video coding
standards (H.261 and H.263)

Information and communications technology (or
technologies). An wumbrella term that includes any
communication device or application, encompassing: radio,

television, cellular phones, computer and network hardware
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IEEE802.11b
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ISDN

ISP

Jitter

Latency

PABX

POTS

PSTN

RANET

and software, satellite systems.

Institute of Electrical and Electronics Engineers standard for
wireless LAN with data rates up to 11 Mbps.

Internet Protocol. TCP/IP’s primary network protocol, which
provides addressing and routing information.

Integrated Services Digital Network. A communication

network that can transmit voice and data.

Internet service provider. A company that provides its clients
with connectivity to Internet and other related services such as
Web site building and virtual hosting.

International Telecommunications Union (formerly known as
the CCITT). An international organisation within the United
Nations System where governments and the private sector co-
ordinate global telecom networks and services.

The variation in the time between packets arriving, which is
caused by network congestion, timing drift, or route changes.
Local Area Network. A collection of computers and other
networked devices that fits within a scope of a single physical
network.

The expression of how much time it takes for a packet of data
to get from one designated point to another.

Private automatic branch exchange. An automatic telephone
switching system within a private enterprise.

Plain old telephone service. A voice-oriented communication
network, which is designed to offer telephone services.

Public switched telephone network. The world's collection of
interconnected voice-oriented public telephone networks, both
commercial and government-owned. It is also referred to as
the Plain Old Telepbone Service (POTS).

Rural Area Network. A multi-service packet-based
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Remote area
Rural area

Simplex
Telecommunication

Telemedicine

Traffic engineering

VQM

Wired

Wireless

Abbreviations

ABR
AF
AT
BA
Be

communication network, which can be used to provide an
array of services to rural areas.

An area that is situated far away from the main city.

An area that is outside towns and cities, which is
underdeveloped, underserved, and sometimes sparsely
populated.

A term used for transmission of signals in one direction only.
Communication over a distance.

The use of telecommunications and computer technologies
with medical expertise to facilitate remote health care
delivery.

Network function that controls the network response to traffic
demands and other stimuli, such as network failures.

Video Quality Metric, which is an overall measure of video
impairment '

A term indicating that a network connection depends on
access to a [copper or fiber] cable to carry the data
transmissions from one networked device to another.

A term indicating that a network connection depends on
transmission at some kind of electromagnetic frequency
through the atmosphere to camry the data transmissions from

one networked device to another.
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Assured Forwarding
Asynchronous Transfer Mode
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committed Burst
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CHAPTER1

1. NATURE AND THE SCOPE OF THE STUDY

This introductory chapter creates the context for this work and designs the research
design and literature study.

1.1 BACKGROUND TO THE RESEARCH PROBLEM

About 70 to 80 percent of the population in Africa lives in remote areas (McClelland and
Berendt, 1998). Most of these remote areas are rural and are baving medical care service
that is very poor. This is primary due to the fact that most physicians are reluctant to
work in rural areas. So people in rural areas have to travel long distances in order to get

medical care services.

The advent of telemedicine, which is the use of telecommunication to provide medical
information and services (Perednia and Allen, 1995), more than fifty years ago has
brought some hope to most of the medically under-served areas throughout the world. For
Afyica, which is regarded as the ‘Dark Continent’, the benefits of telemedicine are still
yet to be realized. This is manly due to the lack of telecommunication infrastructure that
is required as the platform for telemedicine in rural areas.

Providing rural telemedicine systern with improved video quality can improve healthcare
access and information service while reducing the isolation of healthcare providers and
residents in rural areas. Rural telemedicine can also reduce the time and allay the costs of
rural patient transportation significantly. Rural patients in health clinic - who need special
medical care can be able to have face-to-face consultation with a specialists that are
situated in a hospital 50 kilometers away, using telecomnmunication system which allows

interactive commrmication, including real-time full motion picture,



1.2 RESEARCH TOPIC

The title of this study is:

“METHODS FOR PROVIDING RURAL TELEMEDICINE WITH GUALITY VIDEQ
TRANSMISSION”

As it has already been mentioned in the background section, telemedicine needs
telecommunication infrastructure to be in place before it can be implemented. This
telecommunication infrastructure needs to be able to provide quality video transmission
so that correct diagnosis can be made and the on-site face-to-face consultation experience

can be emulated.

However, the advanced telecommunication infrastructure is usually unavailable or very
expensive in rural areas. According to the Federal Communications Commission (FCC)

#E

telecommunication and health care advisory committee “... ir. most cases the
telecommunication bandwidth that is available to urban health care providers and

business is not available in rural areas.” (FCC, 1997).

South Africa has a telecommunication infrastructure that resembles the mixture of first
world and the third world. While in the big cities we are talking about scientific marvel of
advanced modemn telecommunication technologies with capacities that can support an
array of telecommunication services, a number of rural communities lack rudimentary
telecommunication services. Owing to historical reasons there is an imbalance in quality
of telecommunication infrastructure between urban areas and rural areas. It is therefore
not surprising to find that in some rural areas the infrastructure is nonexistent. This
uneven distribution of modern telecommunications infrastructure has resulted in rural and
remote areas having to settle for underdeveloped, unreliable, or non-existent

telecommunication services.,
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Though in other parts of the world telemedicine has proved to be a cost effective solution
for providing health care to medically under-served areas, the poor quality and lack of
telecommumication infrastructure remains one of the major obstacles for introduction of
telemedicine in most parts of South Africa and Africa as a whole. Even though in other
places telemedicine is being used, the services offered are limited due to the lack of
sufficient bandwidth, especially for quality video transmission.

From the preceding text it can be said that the main barmiers to providing rural

telemedicine are to a greatest extent technological, hence technological solutions are also

required.
The research statement is: Providing rural telemedicine with quality video transmission.

Hypothesis:
IP-based multiservice rural area networks can provide the platform needed for rural

telemedicine.

1.3 RESEARCH OBJECTIVES

The primary objective of this study is to investigate the methods for providing rural
telemedicine with improved quality video transmission that can be used for most
applications in telemedicine between the area hospital and referring clinics, in remote and
rural areas, where the telecommunication infrastructure is either underdeveloped or
nonexistent. In the process of realizing the primary objective, several secondary
objectives are also identified. These are as follows:

e Development of a conceptual model of a heterogeneous rural area network
(RANET) that will support a combination of audio, video, and data in both real-
time and store-and-forward applications, which is required for rural telemedicine.



e [Investigation of different methods that can be employed to ensure the
improvement of quality of video transmission within the bandwidth confines of
the rural telemedicine system.

e Development of algorithms and programs to model and simulate the network
functions so as to validate the proposed system.

1.4 OUTLINE OF THE LITERATURE STUDY

In its report, the ITU-D Focus Group 7 have identified the information and
communication technologies (ICTs) as a necessity to support rural economic
development, health, distance. education, emergency support, and disaster relief. This was
followed by the design of specialized rural applications of ICTs, and the deployment of
ICTs in rural areas in sectors such as business, education, agriculture, security, and health

(ITU-D, 2001).

The use of ICT to deliver healthcare services over a distance is referred to as
telemedicine or telehealth (Androuchko, 2003). Telemedicine is used to distribute or
export the medical services and skills to medically underserved areas such as remote an&
rural areas so that there can be equitable access to quality healthcare services irrespective
of the location. The services offered by telemedicine include the transfer of basic patient
information, transfer of images such as radiographs, computer tomography (CT) scans,
magnetic resonance imaging (MRI) pictures, ultrasound, pathology images, video images
of endoscopes or other procedures, patient interviews and examinations, consultations
with medical specialists and health care education services (Rao, 2001). The main driver
of most telemedicine projects is the reduction of professional isolation among doctors and
other healthcare staff located in remote and rural areas (Androuchko, 2003; Rao, 2001).

Acording to Rao (2001) the telemedicine must be able to provide high quality audio and
video services sc that internal and external examinations can be carried out and correct
diagnosis can be made. In order to meet these quality requirements of audio and video
telemedicine applications most developed countries have adopted ISDN and ATM as



commumnication platforms for telemedicine. However, due to the fact that both ISDN and
ATM services are expensive and are not available to the mral community, especially in
the developing countries such as South Africa, ISDN based systems are commonly used
in urban areas and most of the rural systems are IP-based.

Though IP has emerged as a de facto standard for data communication and new
telemedicine systems, its default and traditional datatagram best effort delivery services
make it not suitable for real time interactive traffic such as voice and video applications,
which are sensitve to delays, delay variations and losses (Riley and Richardson, 1997,
pp.91-99; Tobagi, 2005). So if IP-based networks are to be able to offer quality of
service, IP’s best effort delivery services need to be compensated with quality of service
mechanisms.

So, in simplistic terms, the study aims to answer the question: How to provide a rural
telemedicine with quality video transmission in rural areas where the telecommunication
infrastructure s either non-existent or underdeveloped using IP-based setworks?

The literature study follows a logical approach.

The starting point will be to investigate the requirements of a rural telemedicine system
that incorporates video fransmission.

The strategic review begins with investigating about the present rural telemedicine in
South Africa and in the other parts of the world.

And progress through to the development of a model of a rural telemedicine and of an IP-
based multiservice rural area network to support it.

The study continues by describing the different access technologies that can be
implemented in rural environment for these rural area networks, which are used as
platforms for telemedicine. )

Mechanisms of providing quality of service using IP are explored in order to find the
suitable ones.

Factors that affect the quality of video that is transmitted over packet networks will be
identified.



Methods of mitigating some of the problems that degrade the quality of video when
transmitted over packet networks will be discussed. These will include coding techniques
for compression efficiency and error resilience, and also the prioritization and protection
of video traffic.

The literature study will enable the analysis and the development of a video traffic model
that can be used for simulation of video traffic.

The literature study concludes with the review of techmiques used for video quality

measurements.

15 THE SCOPE, ASSUMPTIONS AND LIMITATION OF THE
STUDY '

During the preliminary study it has become evident that the utilization of the convergent
information and commmmication technologies (ICT) can be a solution to rural
telemedicine. The ICT system with improved quality video transmission can help to
provide the telecommunication platform that is required for telemedicine for medically
under-served rural communities where the telecommunication infrastructure is either

underdeveloped or nonexistent.

For this study it has been assumed that the clinic-to-hospital ratio in remote and rural
areas is five-to-one and all the referring clinics are distributed evenly around the local
hospitals, and are within a radius of 50 kilometers from the area hospital.

Though part of this study is to provide rural telemedicine, the emphasis of this study will

be on improving the quality of video transmission within the rural telemedicine system
that is based on TP network.

1.6 RESEARCH METHODOLOGY

Since the object of this study does not belong to empiria but is within the information
segment of the computer science and engineering discipline, the research that is most



relevant is of an engineering rather than a scientific orientation, and is concerned with
technology, including artefacts, techniques and combination of both of them (Clarke,
2000).

Non-empirical and engineering research techniques are going to be uted throughout this
research. These will include review of exiting literature (or ‘meta-analysis®), simulation,
construction, and destruction. These different research methods will be used during the
different phases of the research on the project. The phases of the research will include:

e The study of different network architectures in order fo develop a conceptual

model of a Tural telemedicine.

e Study of different access technologies in order to determine the one with a
potential to support an array of services for healthcare in rural areas.

e Having developed the conceptual model and identified the potential access
network technology, different methods for ensuring quality of service over IP,
networks are going to be investigated.

e After investigating mechanisms for making IP suitable for interactive traffic, the
focus of the study will shift to quality video transmission using IP. This part of the
study will lock at the challenges and possible solutions to quality video
transmission over IP.

o Lastly, Modeling and Simulation is going to be done using network simulators,
Matlab and other software packages to verify and validate the proposed system.

The literature study will provide background and msights to the research statement and
permit an in-depth analysis. The literature study will involve:



e A study of the relevant journals, books, electronic publication, websites, and all
other forms of published material;

¢ The examination of papers presented at conferences;

e Personal commumications with local and international experis in the field of
telemedicine and video. )

e The use of keyword searches in the full text academic research databases, of
Emerald, EBSCO Host and ScienceDirect; and

s The application of web searches such as Yahoo and Google.

The core field of study will include: telemedicine, rural telemedicine, mural

communications, IP—bast multiservice networks, video communication, IP video,

quality video, quality of service, network simulators, perceived video quality

measurement.

Further fields of study may be revealed by cross-references or citations. These will be

followed up and studied for further relevance.

1.7 LAYOUT OF THE DISSERTATION

This thesis discusses methods of providing rural telemedicine with quality video
transmission. In order to achieve the objective of this study the following chapters and
content of this dissertation are structured as follows:

Chapter Two: Concepts.
Definitions and concepts used in this study are explained.

Chapter Three: Literature review
This chapter is about reviewing ways of providing

Chapter Four: Quality of Service in IP-based Multiservice Network
This chapter is about mechanisms that can be used to provide quality of service using IP-
based multiservice rural area networks.



Chapter Five: Digital video and quality video transmission

This chapter introduces digital video, its transmission using packet network, how it is
affected by the network, and solutions to mitigate some of the effects of the transmission
system in order to render quality to the end user. 7

Chapter Six: Modeling and Simulation

This chapter is about performance evaluation in order to validating the proposed system.
It is where the modeling and simulation of the network functions are going to be
performed. This will include mathematical models and simulation.

Chapter Seven: Conclusion
This chapter will conclude this thesis, by showing that the goals of this research have
been met, and also points to possible further research.

1.8 SUMMARY

This chapter introduces the background and context of the study. It covered the

following:

e The discussion of the primary research objective
* Secondary objectives

e Research Methodology

s The outline of the dissertation

The chapter concluded with the introduction of the next chapter, which is about the
definition and the explanation of the jargon, technical terminology that is used in this
document so as to prevent misunderstanding.



CHAPTER 2

2. CONCEPTS

2.1 INTRODUCTION

In order to prevent the misunderstanding, a definitive understanding of terms used by the
researcher and quoted in the context of this document is required. This chapter presents
the definitions and explanation of concepts used in order to help differentiate between
jargon and scientific meaning. However, not all the terms are covered here some are

included under glossary in pages xvi through xxii.

2.2 TELEMEDICINE

Telemedicine has been defined as the use of telecommunication to provide medical
information and services (Perednia and Allen, 1995). According to Tom Nesbitt, medical
director for the UC- telemedicine program (USA), telemedicine can be seen as the way to
distribute the medical expertise out to remote and rural health professionals who need
consults to help them manage their patients (Anderson, 2000). According to Dean (2003,
p.16), telemedicine brings patients and healthcare professionals together by exchanging

voice, video, and data over distances when they cannot meet face-to-face.

Rapid development in computer technology and easiness to purchase has led to more
amenability to computer-based telemedicine technology and the growing use of
telemedicine, The use of ICT gave a new meaning to telemedicine and the way it is
defined. Today definition of telemedicine is “the use of electronic information and
communication technologies to provide and support health care when distance separates
the participants” (Institute of Medicine (USA), 1996; Kienzle, Moses and McGowan,
2000; McGowan and Kienzle, 2000).

10



23 TELEHEALTH

Telehealth, often used interchangeable with telemedicine, refers to the use of information
and communication technology (ICT) to deliver health services, expertise and
information over distance. It includes internet or web-based e-healta and video-based
applications, and can be delivered real-time or through store-and-forward mode.
Telehealth is unique in having the capability to cross-geographical, temporal, political,
social and cultural barriers within the health sector.

2.4 PERIPHERAL DEVICES

Attachments to telemedicine systems that augment their communications or medical
capabilities. Examples include: electronic stethoscopes, blood pressure monitors, oxygen
saturation monitors, oto-/ophthalmoscope, dermascopes, graphic stands, cameras,

scanners, etc.

2.5 REAL-TIME AND NEAR REAL-TIME

Real-time sends and receives data, video, or audio simultaneously without more than a
fraction of a second delay. Near real-time refers to applications that are transmitted

within few seconds.
2.6 STORE-AND-FORWARD .

Captured audio clips, video clips, still images, or data that are transmitted or received at a
later time. Sore-and-forward enables dissynchronous communication, with an advantage
of not needing concurrent participant involved. For example, e-mail is a store-and

forward system.
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23 RURAL AREA

According to ITU-D Focus Group 7 (2001) the rural area is an area, usually remote,
which exhibits one or more of the following characteristics:

e Scarcity or absence of public facilities such as reliable electricity supply, water,
access roads and regular transport;

Difficult topographical conditions, e.g. lakes, rivers, hills, mountains or deserts;
Low level of economic activity mainly based on agriculture, fishing, handcrafts,
etc.

Low per capita income; .

Underdeveloped social infrastructures such as health, education, etc.;
Underdeveloped telecommunications infrastructure

Low population density

Severe climatic conditions

2.4 RURAL AREA NETWORK

Rural area network (RANET) is a multi-service packet-based communication network,
which can be used to provide an array of services to rural areas. Unlike other
communication networks, RANET is designed for sparsely populated areas where nodes
are geographically distributed over a radius of about 50 kilometers. The RANET concept
and system architecture is almost similar to that of next generation networks (NGN).

25 QUALITY

From Wikipedia (the free encyclopedia) the definition of quality depends on the context
in which it is used. For example, technically, quality refers to a specific characteristic of
an object; practically, quality refers to the achievement or excellence of an object;
artistically, quality refers to the essence of an object, whereas metsphysically, quality

refers to excellence.
Philosophy tends to see quality as related either to subjective feelings or to objective

facts. Hence when it comes to its assessment both subjective and objective techniques are
used.
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2.6 QUALITY OF SERVICE

Quality of service (QoS) refers to the ability of a network element to have some level of
assurance that its traffic and service requirements can be satisfied. Enabling QoS requires
the cooperation of all network layers, as well as every network element from end to end,
for example, an application, host, and router must be able to meet the required QoS (Ma
and Shi, 2000). According to ITU-T recommendation E.800, QoS can be defined as the
collective effect of service performances, which determine the degree of satisfaction of a
user of the service (Afullo, 2004).

2.7 VIDEO QUALITY AND QUALITY VIDEO

Video quality is a characteristic of video passed through a video processing system. It
refers to the quality of video after being passed through the system, which can either be

an encoder alone or encoder and transmission system.

2.8 CONVERGED NETWORK

A Converged network is an IP-based network that leverages a common infrastructure for
voice, data, and video applications. It can also be defined as an IP network that has been
enhanced with reliability and quality of service features to make it to meet the

requirements of real-time, mission-critical business and communication applications.
2.9 MULTISERVICE NETWORK

A multiservice network is a packet network that can accommodate various applications

such as data, streaming video, voice over IP (VoIP), interactive video, and others.
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2.10 INSUMMARY

This chapter introduced concepts referred to later in the dissertation. Some key
definitions were discussed. The chapter concluded with the introduction of the next
chapter, which is about literature review.,
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CHAPTER 3

3. LITERATURE REVIEW

3.1 INTRODUCTION

In this chapter literature study is done in order to conceptualize rural telemedicine, and
rural area networks. A conceptual model of a rural area network that can be used as a
communication platform for rural telemedicine is developed, and different access
technologies that can be used for rural telemedicine are also reviewed in order to find one
that is suitable for rural areas, which are characterized by mountainous terrain, rivers and

trees.

32 TELEMEDICINE

The concept of telemedicine has been around for more than 40 years now. In 1959 the
University of Nebraska School of Medicine began experimenting with a closed-circuit
television link to provide psychiatric and other health services between the Nebraska
Psychiatric Institute and Norfolk State Hospital (Benshoter, 1967; Preston, 1993). From
then until the mid-1970s a number of rural and urban projects were developed that relied
on satcllites or dedicated video comnections to supply services (Maxmen, 1978).
However, in the late 1970s, the high cost of these systems, as well as problems with
getting providers to integrate the technology into their practice patterns, forced almost all
of these systems out of business (Bashur, 1997),

Telemedicine was revived in the 1980s, by the United States of America’s military and
correctional institutions (Brecht, 1997; Edwards, 1997). Many of taese systems were
designed to meet specific needs in environments where transporting patients to specialty
providers would be both difficult and costly. Because of these challenges and the
institutional missions of these organizations, even very expensive systems were relatively
easy to justify (Kirby, Hardesty and Nickelson, 1998).
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The 1990s witnessed the reemergence of telemedicine and its use world wide (Kirby,
Hardesty and Nickelson, 1998; McGowan and Kienzle, 2000). This reemergence can be
attributed to the developments in information and communication technology (ICT).
Rapid development in computer technology and easiness to purchase has led to more
amenability to computer-based telemedicine technology and the growing use of
telemedicine. The use of ICT gave a new meaning to telemedicine and the way it is
defined. Today definition of telemedicine is “the use of electronic information and
communication technologies to provide and support health care when distance separates
the participants” (Institute of Medicine (USA), 1996; Kienzle, Moses and McGowan,
2000; McGowan and Kienzle, 2000).

Early telemedicine systems, with the exception of University of Nebraska School of
Medicine’s case, involve mainly a simple telephone call from one health professional to
another for advice and consultation. However, today telemedicine may be as simple as
two health professionals discussing a case over the telephone, or as scphisticated as using
a satellite technology to broadcast a consultation between providers at facilities in two
countries using videoconferencing equipment (Brown, 2000). Whether simple or
sophisticated, telemedicine needs telecommunication infrastructure to be in place to
facilitate the linkage between the centers where the two health professionals are located.
There are many telecommunication options available for telemedicine which include
satellite, wireless, plain old telephone service (POTS), integrated service digital networks
(ISDN), and asynchronous transfer mode (ATM), the choice depends on the program’s
current and projected needs, finances and developments in technology.

There are two modes used in most of the today’s telemedicine applications. The first one
is called store-and-forward or asynchronous mode and is used for non-emergent
situations, where the diagnosis or consultation may be made within the next 24 — 48
hours. The appli-ation of store-and-forward includes teleradiology (the sending of x-rays,
CT scans, or MRY)), telepathology and dermatology.

16



The second mode is the interactive (real time) consultation or synchronous mode, which
may involve two-way telephone conversation or two-way interactive videoconferencing

that provides face-to-face consultation.

A key feature of telemedicine, which distinguish it from an ordinary telecommumication
system, is the use of peripheral devices that include electronic versions of standard
examination tools as well as other sense extending implements like cameras, document
stands, dermascopes, and microscopes. These peripheral devices enable the clinician to
better approximate an on-site physical examinations.

3.2.1 Rationale for Telemedicine

The reasoning behind telemedicine can be summarized as follows:

e Providing access to healthcare

¢ Enhancing the efficiency of the way the health is provided

Bringing health care closer to people thereby shortening the time to treatment

o Enhancing professional collaboration between health providers and

Cost savings

3.2.2 Telemedicine Applications

Telemedicine has already been defined as the use of information and communication
technology to deliver medical services and information from one location to another. This
includes applications in areas such as pathology and radiology, as well as consultations in
specialties such as neurology, dermatology, cardiology, and general medicine.
Telemedicine is also used for Continued Medical Education (CME), administration,
research and development. Table 3.1 shows a summary of telemedicine application

categories.
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Table 3.1 A Summary of Telemedicine Application Categories

e [nitial urgent evaluation of patients, triage decisions, and pre-transfer arrangements.

e Medical and surgical follow-up and medication checks.

¢ Supervision and consultation for primary care encounters in sites where a physician is
not available.

* Routine consultation and second opinions based on history, physical exam findings,
and available test data,

¢ Transmission of diagnostic images.

s Extended diagnostic work-ups or shori-term management of self-limited conditions.

e Management of chronic diseases and conditions requiring a specialist not available
locally.

e Transmission of medical data.

¢ Public health, preventive medicine, and patient education.

SOURCE: Grigsby et al.,, “Analysis of Expansion of Access to Care Through
Telemedicine, Repori 4, Study Summary and Recommendations for Further Research,”
Center for Health Policy Research, Denver, CO, December 1994, p.43

3.23 Raral Telemedicine

Most of the remote areas are rural and sparsely populated. The rural areas, which most of
the time are underdeveloped, under-served and poor, constitute the greater part of South
Africa and Africa as a whole. Most of the health professionals or healthcare providers in
rural areas feel isolated from mentors, colleagues, and the information resources
necessary to support them personally and professionally. Equipment may be less up to
date and facilities less than adequate. These conditions have made it difficult attracting
and retaining health professionals in rural areas resulting in geographic and socio-
economic isolation that have disenfranchised millions of people from the health care

services they require.
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Telemedicine is a tool that may help address the problem of [healthcare] provider
distribution by improving communication capabilities and providing convenient access
to up-to-date information, consultations, and other forms of support (McCarthy, 1995).
Telemedicine is a solution for improving primary health care in rural areas. Dealing with
patients at primary health care level relieves much of the strain on the infrastructure of
secondary and tertiary institutions (MAS technology, 1998).

Telemedicine can be used to electronically transport the highest levels of medical care
into most remote and rural, thus enabling rural people to access high quality medical

expertise without leaving their communities.

3.2.4 Models for rural telemedicine

There are two possible models that can be used to provide rural telemedicine: local and

open systems. These models are shown in Figure 3.1 and Figure 3.2, respectively.

Figure 3.1 Local Rural Telemedicine System

The local system, which is a network that is constituted by the local hospital and referring
clinics surrounding it and there is no direct link with other secondary and tertiary medical
institutions. This model, though simple, tends to confine the clinicians to the limited
expertise in their area. A system that is based on this model was launched beginning of
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December 2001 in a deep-rural mountainous Qumbu district of the Eastern Cape. This
project, which is a joint venture between CSIR and Tsilitwa community, uses ICT to link
the Tsilitwa clinic to Sulenkama community hospital, which is about 29 kilometers away
from the clinic. It is an autonomous system that is based on IEEE 802.11b wireless LAN,
and it provides wireless connection between the clinic, school, police station using an IP-
based PABX and a simplex wireless video link between the clinic and the hospital. The
telephone and the video links between the clinic and the hospital enables the physician at
the hospital to see what is happening to the patient at the clinic so that he can advise the
nurse, diagnose and formulate a treatment plan for the patient (CSIR, 2001).
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Figure 3.2 Open Rural Telemedicine System

The open system, on the other side, has direct links with other secindary and tertiary
medical institutions to enable direct consultation between clinician and physician or
specialist in any other medical institution, be it locally, or in the big city. The advantage
of this model is that the rural health professional has a broader spectrum of expertise to
his/her disposal to enable consults with physician or specialist in any other site.

There is presently a project that is based on open system model in South Africa and is
called Healthlink. It is 2 project of the health system trust funded by the Henry J. Kaiser
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family foundation (USA). The main aim of the project was to develop a low-cost, off-line
electronic communication network for use in South African health services systems. The
project was piloted in three provinces: Eastern Cape, Free State and Northern provinces
in 1994, but it has been extended to include five more provinces to nizike a total of eight
provinces, out of nine, in South Africa. This network consists of 430 points connected to
10 Healthlink nodes operating in Pietermaritzburg, East London, Queenstown, Port
Elizabeth, Umtata, Pietersburg, Bloemfontein, Mmabatho, Upington and Medical
University of South Africa (MEDUNSA) in Pretoria. These nodes are connected to a
central node in Durban, which has an access to internet via commercial ISP. The
community hospitals and some few clinics are connected to one of the nodes. For
example, fifty-three sites are now connected through the node in Umtata general hospital.
The system enables the medical student when on training in rural hospitals to

communicate with supervisors at University of Transkei (Banach, 1998).
3.3 RURAL AREA NETWORKS FOR RURAL TELEMEDICINE

The essence of telecommunication is breaking down the barriers like distance and time so
that people can communicate even though they are not together. If the communication
involves provision of healthcare at a distance, then it is no longer just a simple

communication but it is referred to telemedicine.

So telemedicine can be defined as medicine practiced when the patient is at a site that is
at some distance from the doctor or medical expert. The practice of telemedicine makes
use of telecommunications and information technology (ICT), including digital video
communications, to provide this healthcare at a distance (Riley and Richardson, 1997,

p.9).
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3.3.1 The Evolution of Telemedicine Systems

Except for the University of Nebraska case most of the early telemedicine systems were
predominantly based on the use of telephone and fax machine as a telecommunications
platform (Pattichis, Kyriacou, Voskarides, Istepanian and Schizas, 2002), where it was a
physician at the hospital on one end and a nurse or any other health professional at a
clinic on the other side, or physicians on both ends consulting each other during patient
diagnosis.

The drawback of these first telemedicine systems was their inability to enable the distant
physician to see the patient being examined. This was mainly due to their narrow
bandwidth, which could not support the transmission of real-time video traffic, which is
needed to provide the physician at the distant hospital with the ability to carry out remote

examination of the patient with the aid of the clinician.

The rapid advances in telecommunication led to the development of integrated service
digital network (ISDN) that can provide an array of services including video traffic to
enable videoconferencing that can be used to provide face-to-face consultation between a
patient at the clinic and a physician in hospital several kilometers away. However, the
lack of ISDN connections and the high cost of services offered by ISDN technology have
made the services of ISDN to be inaccessible to the most nwal communities in
developing countries, thus making videoconferencing to be out of reach to rural

communities to enable face-to-face consultation using telemedicine.

As it has already been highlighted in chapter one that most of the rural areas have either
underdeveloped or nonexistent telecommunication infrastructure, those which are lucky
enough to have communication networks can only use them for voice applicaﬁons, since
data transfer over the telephone line is confined by the lack of bandwidth, flexibility, and
quality of the transmission equipment. Using these pre-existing networks for new
applications may lead to characteristic shortcomings, because these networks were not
tailored to the needs of services that are provided by telemedicine.
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3.3.2 Communication Networks for Rural Areas

Communication networks can be broadly defined as an arrangement of hardware and
software that allow users to exchange information (Walrand, 1998, p.2). The information
exchanged may be voice, sounds, graphics, pictures, video, text, or data, among users.
Traditionally, there are two most common types of commumication networks: the
telephone network for voice transmission, and a computer network for data transmission
between the computers and/or peripherals. However, the advancement in communication
and information technologies has resulted in new communication networks merging the
capabilities of both telephone networks and of computer networks into one network, thus
enabling the simultaneous exchange of both voice and data over the same network. This
has also paved way for development of hi gh-spéed networks that are able to transmit high
quality, full-motion video.

A communication network consists of a set of nodes that are interconnected to permit the
exchange of information. These nodes can be classified as either terminal nodes, or as
communication nodes. The terminal node has terminal entities such as phone sets,
computers, printers, file servers, or video monitors, whereas the communication node has
communication devices such as switches, routers, or repeaters. The terminal nodes
generate or use information transmitted over the network while the communication nodes
transport the information but do not generate or use the information (Walrand, 1998,
pp-2-3). The nodes can be few meters to many kilometers apart. To link the nodes a
communication channel is used, which may be a transmission line, an optical fiber, a
radio link, or a light wave in free space.

For rural areas the nodes can be a considerable distance apart; for example, a network
that can enable the clinics and the local hospital to exchange information can have nodes
that are 50 kilometers or more from one another. So the communication network that is
designed for rural areas must be able to support nodes that are geographical distributed by
distances of about 50 kilometers or more. Another challenge of rural communication
networks is the terrain over which it has to be deployed. Most rural areas are
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characterized by mountainous terrain, forests and many rivers (ITU, 1996), which can
make the use of other types of transmission media, such as transmission line and optical
fiber, to be very difficult, if not impossible.

3.3.3 Rural Area Network (RANET)

The tural area network (RANET) is a multi-service packet-based communication
network, which can be used to provide an array of services to rural areas. The system is
autonomous and is tailored for providing the performance that is required by different
applications that can be used.

3.3.4 Conceptual model

The RANET system architecture is designed to deliver integrated services to both wired
and fixed-wireless networks. It is an open-system architecture for converged networking
as shown in Figure 3.3, and it consists of the following four elements:

o Services and Applications network

e Core network

¢ Broadband access networks

e User terminals

The architecture assures that these functional elements are seamlessly interconnected and
facilitates connecting additional networks, such as Internet, and traditional telephone
service networks, to the core network. The architecture also enables, inter alia, the

following set of services:
o Packet services: As a data transport, it must provide carriage for video, voice and data

application with an appropriate quality of service for each. It must support the
existing IP applications and new value-added services.
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Real-time communication: These are interactive real-time voice and video
communication.

Multicasting services: This allows for efficient delivery of a given information stream
to multiple recipients at the same time, which is important for continued medical
education (CME).

Network management: These are supervisory functions, such as monitoring, and
maintenance, to keep the network operating efficiently and effectively.

Unified messaging: This involves the integration of voice, fax, and e-mail messages
on a single IP-based message repository.

Figure 3.3 Conceptual RANET Model
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Functional Components

The architecture defines the following four service planes that contain specific functional

components:

Services and application plane

This is where all the capabilities of the network will reside. It consists of servers where
all components that everyone needs to access the network reside. These end user servers
will host a variety of services and applications that are available to users based on their

profiles.

The core network plane

The core network plane links the users with feature servers and internetworking gateways
to external networks such as Internet, public switched telephone network (PSTN) and
other networks. Its infrastructure consists of gateways, multi-protocol routers and
multilayer switches, which are used as the building blocks for the network. These also
provide connection between PSTN, Internet, and the core network. The infrastructure is
there to also ensure that the quality of service and the bandwidth required to support
converged applications such as voice and video are met. It also provides the interface into

network management, security and signaling functions.

The core network is built around an IP-packet based core to support the multiple needs of
users, and to reduce the cost of network operation. It is designed to be independent of
access technology. The Intemet protocol (IP) provides data interoperability and emerging
support for quality of service (QoS), and it works with other protocols to ensure reliable
transmission of packets.
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Broadband access plane

The access plane is the portion of the network that lies between the end user and the core
network. Basically, it performs three functions: provision of interface to the core
network, distribution of data, and provision of broadband access over cable {optical or
transmission line), or air interface to the users. The broadband access technology may

include the following;:

(a) Copper line based systems, such as Digital subscriber line (xDSL) and EtherLoop,
allow broadband signals to be carried over the already existing copper lines. They
have data rates that are function of line length and wire gauge, that is, the longer the
line the lower the rate and the thicker the wire the higher the rate.

(b) Cable modems may also be used to provide two-way broadband connections over

coaxial cables.

(c) Fiber may also be installed in the place of copper to offer the bandwidth required for

video communication.

(d) Hybrid fiber-coax can be used as an altemative for providing broadband connection
since fiber connections can be costly. This can be done by using fiber for short
distances like from the core network to a central location and then do the conversion
from optical to electrical with delivery of high data-rate electrical signal via standard

coaxial cable.

(e) Power Line Communication can be used for providing broadband connections over

the existing power distribution cables.
() Fixed wireless provides another alternative way of broadband connection, where you

have a transceiver at both ends to link the remote node to the core network. Most
rural areas are characterized by mountainous terrain, forests and many rivers (ITU,
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1996), which can make the use of other types of transmission media, such as
transmission line and optical fiber, to be very difficult, if not impossible. Hence,

wireless can te the most viable access technology for most RANETS.

User terminals plane

The user terminal plane is attached to the access plane and it will consist of telemedicine

workstations for the users.

34 POSSIBLE NETWORKING MEDIA AND ACCESS
TECHNOLOGIES FOR RURAL NETWORKING

In the previous saction a conceptual model of a rural area network has been introduced.
This section will discuss different technologies that can be used to connect different
nodes of the network to enable the end users to access the services that are offered by the
rural area network. These connections can be classified as network media and access
technologies. Networking media is used to link the nodes within the network and the
access technology is used to link the user terminals to the core (or backbone) network.
These communication links or media can be wired, wireless, or hybrid of the two. The
signals propagate through the media as electromagnetic waves, which may be guided by a
transmission line, an optical fiber, or the waves may propagate in free space as radio

waves or as optical waves

A wired link uses cable to carry the data transmissions from one networked device to
another, whereas a wireless link depends on transmission at some kind of electromagnetic
frequency through the atmosphere to carry the data transmissions from one networked
device to another. Whether wired or wireless, each link is characterized by its bit rate, bit

error rate, and distance.
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3.4.1 Wired Links

Wired links need the communicating devices to be physically connected. There are two
types of wired media: transmission lines and optical fiber.

3.4.1.1 Transmission lines

A transmission line is a metallic conductor (copper, galvanized steel, or copper-covered-

steel) that can come in the form of open wire, twisted pair and coaxial cable.
Open wires

Open wires consist of two overhead conductors, which are not insulated. To prevent them
from touching and shorting the conductors are placed about 20 cm apart.

They were the first, and for economical reasons in many developing countries, still are
the main transmission medium in the access network and somefimes also used in
distribution network, especially in rural areas. The relative modest investment for open
wire line defers costs due to:

e The high vulnerability to damage by vandalism, theft, and natural calamities;

e Transmission quality, which is very much dependent upon whether conditions;

e The limited transmission capacity

o Significant crosstalk, radiation loss at high frequencies, and noise pick-up due to lack
of shielding.

The above characteristics of the open wire make it impossible for it to be used for system
with applications that need quality transmission and broad bandwidth.
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Twisted pair (or cable)

Twisted pair (or cable) consists of a pair (or pairs) of insulated conductors that are
twisted together. The information is transmitted as a difference voltage between the two
conductors, thus resulting in a current that flows in opposite direction in each wire. Since
these currents are equal and in close proximity, their magnetic fields cancel each other,
and also cancel any magnetic interference caused by outside noise source. This makes the
twisted pair to be self~shielding thus making it less prone to electromagnetic interference
(EMI) and radio frequency interference (RFI) than open wires. The twists also minimize
crosstalk between the pairs, and balance the mutual capacitance of the cable pair.

The twisted pair (or cable) can be divided into two groups: unshielded twisted pair (UTP)
and shielded twisted pair (STP). The inclusion of the shielding in STP improves the
cable’s immunity to radiation loss at high frequencies, and noise-pickup. Unlike open
wire that can be used external only, twisted pair (or cable) can be used both internal and
external. When used external, the cable can be installed underground or overhead as an
aerial cable. The conductors are relatively thin in diameter compared to open wire, which
limits the transmission of unamplified transmission distance to be less than that of an
open wire. In order to further extend the maximum distance a repeater is used. For
example, in E1/T1 links (1.54/2.05 Mbps) regenerating repeaters, which are placed
roughly every 1 to 3.5 km, are used for pairs of 1.2 mm diameter to cover a length up to
80 km (Huurdeman, 1997, p.144).

At higher frequencies or higher transmission rates, the power in the twisted pair or cable
is lost due to skin effect and radiation loss. The radiated power has a potential to disturb
the operation of the signal in the nearby pairs, resulting in crosstalk, which degrades the
quality or halting the operation of the other pair altogether.
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Digital subscriber line (xDSL) systems

To increase the capacity of each twisted pair, digital subscriber line (xDSL) systems can
be used. This allows high-speed data, video, and multimedia to be transmitted on
standard twisted copper pairs over the limited distance (Huurdeman, 1997, p.138). The
digital subscriber line systems have data rates that are function of line length and wire
gauge; that is, the longer the line the lower the rate and the thicker the wire the higher the
rate. There are six popular forms of xDSL, namely:

®

(i)

(1ii)

(iv)

Asymmetric Digital Subscriber Line (ADSL), which operates at distances up
to 6 km and provides downstream data rates of 1.544 to 8.448 Mbps and
upstream data rates of 16 — 640 kbps over a single twisted pair of copper
wires. This transmission of data in an asymmetric manner makes ADSL to be
suitable for applications such as video-on-demand and video broadcast, which
require high data rates for downstream and low data rates for upstream;
High-data-rate Digital Subscriber Line (HDSL) is a high-bit-rate digital
subscriber line, which operates at distances up to 3.4 km and provides data
rates of 2 Mbps in both directions over two twisted pairs of copper wires. It
can be used to provide T1/E1 services without the need for repeater for up to
3.4 km. There is an advanced version of HDSL, which is called HDSL2.
Unlike HDSL, which needs two twisted pairs of copper wire, HDSL2 uses one
twisted pair of copper wire to offer the same T1/E1 service for distances up to
3.4 km;

Symmetric Digital Subscriber Line (SDSL), which operate§ at distances up to
4.3 km and provides data rates of 2 Mbps in both directions over a single
twisted pair of copper wires. The transmission of data in 2 symmetric manner
makes SDSL and HDSL to be suitable for applications such as
videoconferencing, which require identical downstream and upstream
transmissions;

Very High Speed Digital Subscriber Line (VDSL), which operates at
distances up to few hundred meters, supporting both symmetrical and

31



™

(vi)

asymmetrical data transmission for data rates up to about 52 Mbps over a
twisted pair of copper wires up to a distance of 1.4 km;

Rate-adaptive Digital Subscriber Line (RADSL) is a variation of ADSL,
which uses a single twisted pair to support 0.6 to 7 Mbps and upstream rates
of 128 to 1000 kbps. Its bit rate can be adjusted to suite the bandwidth
requirements of the application and to accommodate the link length and link
conditions or line quality. Like ASDL, this transmission of data in an
asymmetric manner makes RADSL to be suitable for applications such as
video-on-demand and video broadcast, which require high data rates for
downstream and low data rates for upstream up to a distance of 5.5 km;
Multirate Digital Subscriber Line (MDSL) is a variation of SDSL, which
adapts its transmission rate to the line length and line quality, like RADSL. It
can operate from 272kbps up to 232 Mbps. Like HDSL and SDSL the
transmission of data in a symmetric manner makes MDSL to be suitable for
applications such as videoconferencing, which require identical downstream
and upstream transmissions up to a distance of 4.3 km;

The xDSL have the same basic configuration as shown in Figure 3.4 below. At the

user end is an xDSL-based modem or a router and at the network side there are
xDSL-based modems or multiplexer called DSL access multiplexer (DSLAM), which
receiver traffic from multiple users and passes it to the respective networks.

. X xDSL
Twisted pair —e
Core network Access [] xDSLs xDSL —°

— \

Figure 3.4 xDSL Network Architecture

xDSL ‘
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EtherLoop

EtherLoop, also called next generation DSL or second generation DSL, is an access
technology that uses Ethernet over twisted pair to allow the simultaneous voice and high
speed data communications. It is a blending of DSL and Ethernet technologies; that is, it
combines features of Digital Subscriber Line with features of Ethemet to provide both
voice and high-speed data transmission (including Internet connection) over any ordinary
phone line. EtherLoop uses a combination of QPSK and QAM digital modulation
techniques to enable high transmission rates of up to 10 Mbps up to a distance of 6.4 km.

Like Ethernet and unlike DSL, EtherLoop transmits data packets in bursts using half-
duplex communication model of Ethernet. This half-duplex and bust packet delivery
capability of the EtherLoop technology makes EtherLoop to be less susceptible, than
~ DSL, to certain kinds of interference from adjacent lines and devices such as bridge taps,
loading coils, as well as wire gauge changes. EtherLoop can be deployed using the
existing phone lines without special conditioning or replacement. Unlike Ethemnet and
like DSL, transmission is point-to-point, which means that connection speed is not
decreased while multiple users are sharing the same path. Because transmission is point-
to-point, at any given time one device can be designated as the server and the other the
client. The server decides when the client can transmit, so collisions (which are a problem
with Ethernet) can be avoided.

EtherLoop has a built-in intelligence to ensure that the signal quality is always
maintained. This is accomplished by using the idle time between bursts to monitor
performance, diagnose its environment, and using continuous rate adaptation techniques
to change the internal frequency of the attached modem in order to reduce crosstalk and
to avoid interfersnce. Hence the transmission rate is adaptive, according to loop and
traffic conditions.

EtherLoop may have an end-user plug-and play Ethemnet device called EtherlLoop modem
(ELMo) on both ends or EtherLoop modem multiplexer on the core network end, which
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concentrate signals by multiplexing several loop circuits at the core network access node

to concentrate modems into one single modem as shown in the Figure 3.5.

ELMo

Core Access ELMo
Network Node MUX

a8

Figure 3.5 Ethernet Loop Architecture

Coaxial cable

At high frequencies attenuation in the above-mention types of transmission lines reaches

prohibitive values mainly due to skin effect in the conductors, so the coaxial cable is
used. The coaxial cable (or coax) consists of a center conductor surrounded by a
concentric outer conductor, both made out of copper, with a dielectric material between
them. The outer conductor acts as a shield to reduce radiation loss at high frequencies. It
also protects the inner conductor, which is used as a carrier wire, from electromagnetic
interference and radio frequency interference. The coaxial cable can be used, with
repeaters, to provide long distance transmission of both analog and digital broadband
signals (Huurdeman, 1997, p.146).

3.4.1.2 Optical fiber

Optical fiber (or fiber optic) refers to the medium and the technology associated with the
transmission of information as light pulses along a glass or plastic fiber. Optical fiber
carries much more information over long distances than conventional copper wire and is
in general not subject to electromagnetic interference, crosstalk and radiation loss at high
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frequencies. The large bit rate and long distances are possible because of the small
dispersion and low attenuation in the fiber.

One of the reasons why optical fiber makes such a good transmission medium is because
the different indexes of refraction for the cladding and the core help to contain the optic
signal within the core, thus producing a waveguide for the light. The diameter of the core
is either 8.5 microns or 50 (or 62.5) microns. The fiber with 8.5 microns diameter is
called single-mode fiber and the one with 50 or 62.5 microns is called a multimode fiber.
Single-mode carries more data than multi-mode and has less attenuation than multi-mode
fiber.

However, a major impediment to fiber is its cost of installation (Drewes, Hasholzner, and
Hammerschmidt, 1997; Huurdeman, 1997, p.198; Goldman and Rawles, 2000, p.132;
Dean, 2003, p.366), including the costs of right-of-way facilities, civil engineering, and
its vulnerability to route damage over long service times.

3.4.1.3 Hybrid fiber-coaxial (HFC) and FTTx

Fiber connections are costly, and to minimize the costs an optical fiber can be used for
short distances and then a transmission line can be used for the remaining part of the link.
The type of the transmission line used can be either coaxial cable or a twisted pair of
copper wire, thus giving two optical fiber/transmission line access technologies: hybrid
fiber-coax (HFC) and FTTx.

3.4.1.4 Hybrid fiber-coax (HFC)

Hybrid fiber-coax can be used as an alternative for providing broadband connection since
fiber connections can be costly. This can be done by using fiber for short distances, like
from the core network to a central location and then do the conversion from optical to
electrical with delivery of high data-rate electrical signal via standard coaxial cable. HFC
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combines high — bandwidth, low-loss fiber optic with low cost coaxial cables to provide
more channels with better quality to the customers (Li and Liao, 1997). Figure 3.6 shows
the HFC network architecture, where fiber trunks are used from head end to fiber nodes,
which perform optoelectronic conversion, then the coaxial drops are used to cover the

remaining distance to the end-user terminals.

Coax
Fiber /

Backbone Fiber
Network Node S
Figure 3.6 HFC Architecture

FITx

FTTx is an abbreviation of fiber-to-the x, which is another hybrid of optical fiber and
transmission line, but instead of using coax like in HFC, a twisted pair of copper wire is
used. The “x” is used to describe the specific application of service or the location to
which the optical fiber is deployed to in regards to the user’s premises, which can be a

business, home, or cabinet. Some of the FTTx access networks are listed below:

(i)  Fiber-to-the-Cabinet (FTTCab): Fiber is used from the central point to the
cabinet ar.d then a conversion from optic to electrical is done to enable the signal
to be transmitted over a twisted pair for the remaining part of the link or over
xDSL if the distance is little bit longer.

(ii)  Fiber-to-the-Curb (FTTC): Fiber is used from the central point to a point close to
the user but not fully to the user’s premises. Then conversion from optic to
electrical is done to enable the signal to be transmitted over a twisted pair or a
xDSL for the rematning part of the link.
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(i)  Fiber-to-the-Business (FTTB): Fiber is used from the central point to a specific
location within the business and then a conversion from optic to electrical is done
to cnable the signal to be transmitted over a twisted pair for the remaining part of
the link within the business.

(iv)  Fiber-to-the-Home (FTTH): Fiber is used from the central point to a specific
location within the home and then a conversion from optic to electrical is done to
enable the signal to be transmitted over a twisted pair for the remaining part of the
link within the home of the user.

(v)  Fiber-to-the-Building (FTTb): Fiber is used from the central point to a specific
Iocation within the building and then a conversion from optic to electrical is done
to enahle the signal to be transmitted over a twisted pair for the remaining part of
the link within the building.

Unlike the first two, the latter three FTTx access networks: FTTB, FTTH, and FTTb, can
also come completely comprising of fiber only and no copper.

3.4.1.5 Power Line Communication (PLC)

The wire-line (or wired) technologies described so far are solely designed for
communication. Power line communication (PLC), on the other hand, is wire-line method
of commumication using the existing electric power transmission and electricity
distribution lines.

Power lines were not designed for communication purposes as a result their properties as
commmunication channels present a lot of challenges. Firstly, power lines are not shielded
as a result they suffer radiation loss at high frequencies and they are more susceptibie to
noise, especially the RF interference. The radiated power can result in radio noise (or
interference) in the radio frequency spectrum, especially in the ranges from very low
frequency (VLF) to high frequency (HF) of the frequency spectrum, and the RF pickup
can affect the quality of the channel on the power line. Secondly, impedance mismatches
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can result in reflections of the data being transmitted causing symbol error. Lastly, signal
attenuation can occur due to the physical topology of the network, varying termination

impedances, loads on the power lines, and the characteristics of the power line itself.

To meet some of the challenges listed above some techniques must be implemented at
physical layer to provide reliable communication over power lines. These techniques
must include modulation, and coding combined with retransmission strategies.
Orthogonal frequency division multiplexing (OFDM) may be used to carry signals at
high rates with few errors and forward error correction (FEC) may be used to redundantly
encode the data to compensate for PLC’s harsh channel characteristics. OFDM
modulation spreads the signal over a very wide bandwidth, thus reducing the amount on
power injected at a single frequency. This power spread decreases the transmitted power
spectral density, which in tum reduces substantially the potential of .interference to the

radio users.

Power lines

Figure 3.7 PLC Architecture

3.4.2 Wireless Links

To avoid the cost and inconvenience of setting up wired links or cabling, wireless links
can be used to enable access into the network. In wireless links access to the network
services and applications is no longer gained by conventional wired media but by
wireless radio links. Wireless systems and technology can be classified as terrestrial or
satellite (or extra-terrestrial) based, and as mobile or fixed.
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3.4.2.1 Satellite links

Satellite communication use earth-orbiting satellites to relay information from the
transmitting earth station to another station or stations. Satellite is commonly used for
access to remote locations, trans-ocean and intercontinental communication. Satellite is
capable of providing communication links to both fixed and mobile stations. However,
the cost of satellite services makes the satellite not to be economically viable (Rampall
and Mneney, 1997). Another disadvantage of satellite is propagation delay, which is due
to the large distance between earth station and satellite. The approximation propagation
delay equals 275 ms and two-way delay is 550 ms, which is not good for quality real-

Hime communication.

3.4.2.2 Terrestrial radio

The bringing of broadband wireless communications information and the provision of
wireless networking includes methods such as point-to-point, point-to-multipoint and
multipoint-to multipoint. The literature reveals that there are many wireless systems in
several bands, which are competing for broadband access. However, when it comes to

range others fall short. Some of the broadband wireless technologies are discussed below:

3.4.2.3 Wireless local area networks (WLAN)

Wireless local area networks (WLAN) eliminate the need for wiring, thus enabling the
nodes to move. They are cellular packet networks, which were originally devised to
replicate in a wireless fashion the structures of the wired local area network (LAN) and to
support mobility. There are two major standards of wireless LANs: IEEE802.11, being
defined by the Institute of Electrical and Electronics Engineers (IEEE), and High-
Performance Radio LAN (HiperLan), being standardized by the European
Telecommmmications Standards Institute (ETSI).
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IEEES§02.11 WLAN

The IEEE802.11 wireless LAN specification was ratified in 1997. It specifies the features
of the medium access control (MAC) and of physical layer. During its inception,
IEEE802.11 provided for 1 Mbps and 2 Mbps, using spread spectrum technology:
frequency hopping spread spectrum (FHSS) and direct sequence spread spectrum
(DSSS), or infrared at 2.4 GHz ISM band. To increase the throughput of IEEE802.11 to a
higher rate of up to 11 Mbps, IEEE ratified the 802.11b standard, using direct sequence
spread spectrum at 2.4 GHz ISM band. This was followed by the ratification of 802.11a,
using orthogonal frequency division multiplexing (OFDM) at 5 GHz unlicensed national
information infrastructure (UNII) band to offer data rates of 54 Mbps. Another IEEE
wireless standard is 802.11g, which uses orthogonal frequency division multiplexing
(OFDM) at 2.4 GHz ISM band to support data rates of up to 55Mbps. IEEE802.11g is
backward compatible with 802.11b.

Broadband Radio Access Network (BRAN)

In Europe, the ETSI workgroup Broadband Radio Access Network (BRAN) have
standardized the broadband radio L.ANs. They started by ratifying HiperLan 1 in 1997,
which specifies an IEEE802.11-like radio LAN operating at 5GHz license-exempt band
with data rate of up to 19 Mbps. The Hiperl.an 1 was followed by HiperLan 2,
HiperAccess, and HiperLink, which support access to IP, and ATM core networks.

Like Ethermet and 802.11, HiperLAN 1 uses a carrier sense multiple access protocol to
give wireless LAN access to end-user devices. CSMA regulates traffic on the LAN by
having devices listen for other transmissions and transmit data only when no other device
is transmitting. HiperLAN 1 also provides quality-of-service (QoS) support for the
varying needs of data, video, voice, and images.

HiperLan 2, like 802.11a, operates at 5 GHz license-exempt band, using OFDM. It offers
high-speed wireless connectivity of up to 54 Mbps and seamless connectivity with



corporate LAN, 3G cellular systems, mobility and QoS for future applications such as
multimedia, voice over Intemet protocol (VoIP) and real-time video.

Network Structure

Wireless LAN standards are meant to accommodate one or both of the two different types
of network structures: infrastructure-based networks and ad hoc networks.

Infrastructure mode has at least one access point connected to the wired network to serve
wireless end (or client) stations as illustrated in Figure 3.8. The access point uses a point
control protocol, which grants every station a chunk of airtime in an orderly, sequential
manner, much like a token ring. At the end of each contention free period, a configurable
length- of time is ieft open to allow stations to authenticate to the network or transmit high
priority data out of turn. The infrastructure is sometimes referred to as client/sever
network configuration and the access point is referred to as Basic Service Set (BSS) or
simply base station.

Backbone
network

Figure 3.8 Infrastructure Network
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In ad hoc mode, shown in Figure 3.9, several stations communicate with each other
without the intervention of the access point. This mode is also referred to as peer-to-peer
mode or independent basic service set (IBSS). Ad hoc network uses s‘pokesman election
algorithm (SEA) to elect one machine as the base station (master) of the network with
others being slaves. Another algorithm in ad hoc network uses a broadcast and flooding
method to all the other nodes to establish who’s who.

Figare 3.9 Ad hoc Network

3.4.2.4 Wireless personal area networks (WPAN)

Wireless Personal Area Networks (WPAN) are short range wireless networks, which are
standardized by IEEE 802.15 Working Group for WPAN. WPAN can be used to
exchange information in the range from couple of centimeter to a couple of meters. The
standard caters for low data rates of about 200 kbps or less, medium data rates, and
higher data rates of 20 Mbps or greater. It includes Bluetooth, Spike, IrDA, and HomeRF
technologies (Cordeiro, Gossain, Ashok, and Agrawal, 2003). Table 3.2 gives a summary
of some of the WPAN technologies.
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Table 3.2 Wireless Personal Area Network (WPAN) as standardized by IEEE802.15

TECHNOLOGY- | DATA RATE FREQUENCY RANGE
Bluetooth 721 kbps 2.4 GHz (ISM) 10mto 100m
DA 16 Mbps 2.4 GHz (ISM) 300cmto 1.2 m
HomeRF 1.6 to 10 Mbps 2.4 GHz (ISM) 50m

Though all the technologies are using wireless, not all of them are using radio waves, for
example, IrDa transmit data via infrared light waves, instead of radio waves, while
Bluetooth, and HomeRF are using radio waves to transmit data.

3.4.2.5 Fixed broadband wireless systems

Fixed Broadband Wircless Systems are wireless links that have data rates that are
typically in excess of 2 Mbps, which can be used to provide the wireless connection
between the users and backbone network, thus enabling the users to have radio access to
broadband services like video applications. Fixed wireless loop has an advantage that it
can maintain a much high signal-to-interference ratio than mobile wireless station and
therefore will be robust to fading, traffic, multipath interference, etc. (Cox, Haskell,
Lecun, Shanraray, and Rabiner, 1998).

High-Performance Radio Link (HiperLink)

HiperLink is an ETSI-BRAN’s high-speed radio links for static interconnections. It can
provide data rates up to 155 Mbps in the 17 GHz band for distance up to 150 meters.
HiperLink is used most of the time to provide a high-rate interconnection between
HiperAccess ang HiperLan 2 networks (Chevillat and Schott, 2003).

High-Performance Radio Access (HiperAccess)

HiperAccess is an ETSI-BRAN’s fixed broadband point-to-multipoint wireless system. It
is optimized for the 26 GHz, and 40.5 to 43.5 GHz band, and has a typical data rate of 25
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Mbps and can cover a range of up to 5 kilometers. HiperAccess provides remote access to
an IP or ATM backbone network. HiperAccess is depicted in Figure 3.10.

Fixed

HiperLANs HiperLAN

Figure 3.10 ETSI Broadband Radio Access

Local Multipoint Distribution System (LMDS)

Local Multipoint Distribution System (LMDS) is a fixed broadband radio technology that
is defined by the IEEE 802.16 standard, which is used to deliver voice, data, Internet
access, and video services at carrier frequencies equal or higher than 24 GHz (typically
within specified bands in the 24 GHz to 40 GHz range). It provides asymmetrical two-
way transmission operation at up to 1.5 Gbps downstream and 200 Mbps upstream. It is a
line-of-sight, point-to-multipoint microwave system, which propagates communication
signals with relatively short RF range of up to 5 kilometers to multiple end-users. It is
based on the concept of cell and base station. The base station, which is attached to the
core network, transmits signals in a point-to-multipoint method to the end- , and the
return paths from end-user to the base station is accomplished by point-to-point links.



Multipoint Multichannel Distribution System (MMDS)

The Multipoint Multichannel Distribution System, which is also known as microwave
multipoint distribution service, or wireless cable, is a fixed broadband radio technology,
which is based on the concept of cell and base station. It is in the process of being
standardized by IEEE 802.16 Working Group. MMDS was originally used as a one-way
system for distribution of analog video programs. However, in the late nineties the
MMDS has been upgraded to have a return channel to make it a two-way, full duplex
broadband radio system that has the bandwidth to cater for digital video and Internet
accesses. The frequency band varies according to the local regulations, for example, US
uses the 2.1GHz, 2.5 — 2.7 GHz and the 27.5 — 28.4 GHz bands, whereas in some
European countries the 40.5 — 42.5 GHz band has been adopted. The MMDS has a long
reach of up to 50 kilometers from the base station and a throughput of 128 kbps to 10
Mbps, which makes it a match for rural applications (Dean, 2003, p.436).

3.4.2.6 Medinm Choice

For rural area network (RANET) the nodes can be a considerable distance apart; for
example, a network that can enable the clinics and the local hospital to exchange
information can have nodes that are 50 kilometers or more from one another. So RANET
must be able to support nodes that are geographical distributed by distances of about 50
kilometers or more. The other challenge of RANET is the terrain over which it has to be
deployed. Most rural areas are characterized by mountainous terrain, forests and many
rivers (ITU, 1996), which can make the use of other types of transmission media, such as
transmission line and optical fiber, to be very difficult, if not impossible.

The choice of the medium is determined by the required transmission speed, security
needs, as well as the physical characteristics of the environment in which the medium is
to be deployed (Dean, 2003, p.365). Additionally, to the factors referred to by Goldman
and Rawles, distance and cost of connection can also have a big influence on choosing
the network media.
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The first two types of media, transmission lines and optical fiber, need the
commmunicating devices to be physically connected. Though physical connection is
sufficient for many applications, especially for short distances, for rural scenario, the
deployment of wired links can be impractical due to vast distances to subscribers, copper
theft, high labor and maintenance costs (Rampall and Mneney, 1997).

For rural areas, which are characterized by mountainous terrain and many rivers, radio
transmission sofutions are the best (ITU, 1996), and wired links such as twisted pair,
coax, optical fiber, and hybrid fiber-coax can only be used for short distances. Wireless
LANs can also be used for short distances, especially in cases where it is either
impractical or expensive to used wired links.

For nodes that fa!l beyond the footprint of DSL, wireless LAN, LMDS, or HiperAccess,
MMDS can be implemented in a super-cell scenario to provide broadband links of up to
50 kilometers. And to avoid the effects of heavy rain and fog, which are common in
mountainous topography, the low frequency bands (2.1GHz and 2.5 to 2.69 GHz) can be
used, and to mitigate the multipath distortion due to forests and mountains, which
characterize the rural areas, OFDM must be used.

Another possibility for rural networks can be the hybrid of wired and wircless media.
Where a [fiber or copper] cable can be used for a short distance, iike from the core
network to a central location, and then change to wireless. Figure 3.11 shows a hybrid of
wired-wireless system, where a wired technology like transmission line or fiber optic is
used as a feeder from the core network to a line termination (LT) unit, then wircless

technology takes over to cover the remaining part.

Alternatively, since the government has embarked on the program of electrifying rural
areas, resulting in a presence of a vast infrastructure being deployed for power
distribution, this penetration of the service in rural areas can be exploited to provide
broadband access to remote and rural areas. Where power lines have been used, the
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WPAN can be used to provide the last 50 m connections, so as to avoid the signal
attenuation, which is common in the buildings due to physical topology of the house
wiring, varying network impedances, loads on the power lines, and the characteristics of
the power line itse!(f;.

To cut out the civil engineering costs in optical fiber, fiber optic cable can be attached to
existing power lines to offer the last mile connectivity (Emberg, 1999).
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Figure 3.11 Hybrid Wired-Wireless System

3.5 IN SUMMARY

This chapter covered the concept of telemedicine, rural telemedicine and rura! area
networks that can be used as a communication platform for rural telemedicine. The
chapter also provides a review of access technologies ﬁat can be used in rural area
networks in order to provide rural telemedicine. To conclude the chapter, the next chapter
is introduced, which is about the mechanism that can be used in order to provide quality
of service in the proposed multiservice IP-based rural area networks.
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CHAPTER 4

4. TP-BASED MULTISERVICE NETWORK AND
QUALITY OF SERVICE

4.1 INTRODUCTION

This chapter imntroduces the concept of IP-based multiservice networks, and it also
highlights the advantages of using IP over ATM. The chapter also discusses some
mechanisms that can be used to compensate for IP’s best effort debilities so as to make it
suitable for real time traffic such as voice and video applications, which are having

stringent network requirements.
4.2 MULTISERVICE NETWORK

Rural area networks that are used as telecommunication platforms for rural telemedicine
must be able to support an array of services like voice, data and video applications.
Traditionally, disparate networks are used to provide these services, for example; within
one enterprise there will be a separate network for data, voice and video applications.
These have been deployed autonomously and operated in isolation, and in many instances
video is not even considered at all because of its prohibitive costs.

Convergence is derived by the coming together of voice, data, and video contents and by
the integration of data and voice networks. This is accomplished by the merging of
packet switching technology with telephony signaling and call-processing intelligence,
allowing carriers to consolidate typically separate voice and data overlay networks and
provide new multiservice network, which is capable of providing differentiated integrated
comnmumnication services. Instead of having distinct and separate network over different
media being implemented for data, voice, and video services within one enterprise, these
multiservice networks are capable of providing voice, data and video communications
leveraging a common packet-based platform. These multiservice netwofks are referred to
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as converged networks and they are utilizing Intemet Protocol (IP) as the ubiquitous
transport to carry traffic from dissimilar applications and networks on a single unified
communication infrastructure.

The choice of IP over ATM is that IP has proven to be extremely powerful because it was
designed to provide internetworking capabilities over a variety of underlying network
technologies and is also ubiquitous (Leon-Garcia and Widjaja, 2004, p.705). However, IP
is designed to provide best effort service to every user regardless of its requirements. This
best effort service often makes congestion to be common in the IP-based networks
resulting in serious degradation for applications that need a minimum bandwidth to
operate satisfactory and those that require real-time response. The ATM, on the other
hand, was designed at the outset to provide end-to-end quality of service to support
integrated traffic, which includes real-time traffic. So for IP to meet all the requirements
of converged networking such as scalability, reliability, and support for quality of
service, which is essential for real time traffic, it needs to be enhanced.

Rationale for Convergence utilizing IP

o Leveraging a single infrastructure for all kinds of traffic. .

¢ More efficient than the use of disparate facilities for each application transport.

o Lowered network operation, administration, and management costs,

¢ Easy to add ard deploy new functionalities and technologies.

o IP routers are now as fast as ATM switches or even faster

e Communication is possible in both real-time and non-real-time.

e Enhanced communication capabilities brought about by unified messaging, video
conferencing, video streaming, IP-telephony, etc.

¢ Lowered overall bandwidth requirements and improved bandwidth efficiency

» Ability to provide intemetworking across any layer 2 technology
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43 1P AND REAL-T]I\/IE APPLICATIONS

The default and traditional datagram delivery service used in IP-based networks is called
best-effort service. This type of service delivers the packets as fast as possible, using, in
most cases, first-in-first-out (FIFO) scheduling mechanism, which delivers the datagram
to the output port in the same order as they came from the input port without giving
preference to any type of traffic. For slightly loaded network this service can be
sufficient, but if the network is congested quening losses and quening delays can make
the network not to be suitable for real-time fraffic.

Another problem with IP network is the link-state routing protocols that are used to
distribute IP fouting information throughout a single autonomous system (AS) in an IP
network; that is, Interior Gateway Protocols (IGPs). These IGPs like Intermediate
System-Intermediate System (IS-IS) protocol, and Open Shortest Path First (OSPF)
protocol create a shortest path matrix for each router and then forward traffic along this
shortest path. Unlike ATM’s PNNI, IP routing protocols do not have a Connection
Admission Control (CAC) mechanism to balance network traffic along multiple paths.
The result is under-utilization of certain links, creation of hot spots in the network and
congestion along the shortest path route (Sayeed, 2000). Congestion can cause long
queues, which will result in transit delays and packet losses.

Real-time traffic can be divided into two categories: that which is tolerant to variation in
delay (or jitter) and that, which is not. For an example, a unidirectional video streaming
can tolerate jitter if at the destination the received data is first buffered and then played
back at some offset delay (RFC1633, 1994). However, for applications that involve
interactive real-time communication, jitter and end-to-end delays (or latency) can degrade
the quality of the received signal. In addition to minimum delay requirements, real-time
traffic also needs enough bandwidth from the network.
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44 QUALITY OF SERVICE (QOS)

Quality of service (QoS) refers to the ability of a network element to have some level of
assurance that its traffic and service requirements can be satisfied. Enabling QoS requires
the cooperation of all network layers, as well as every network element from end to end,
for example, an 5pplication, host, and router must be able to meet the required QoS (Ma
and Shi, 2000). According to ITU-T Recommendation E.800, QoS can be defined as the
collective effect of service performances, which determine the degree of satisfaction of a
user of the service (Afullo, 2004).

Parameters such as bandwidth, delays (both latency and jitter) and packet loss rate
characterize the nature of packet delivery or quality of service (QoS) that can be provided
by the network (RFC2216). Different applications have varying needs for latency, delay
variation (jitter), bandwidth, packet loss, and availability. These parameters form the
basis of QoS. If the network meets all the delay and the bandwidth requirements for a
certain application, the network is said to be able to provide a quality of service for that
application. However, if the requirements are not met the network is said to be not able to
provide the quality of service required by that application.

From the explanation of the best-effort nature of packet delivery offered by traditional IP
networks, it can be said that in its original form IP does not guarantee that the user will be
able to get a service whose quality is sufficiently predictable. That is, there is no
guarantee that tke application can operate in acceptable way over duration of time
determined by the user. Another shortfall of traditional IP networks is that they always
use the shortest paths to forward traffic to its destination. This may cause congestion on
some links while leaving other links underutilized.

In order to manage all the various applications that can be accommodated in a
multiservice network such as streaming video, voice over IP, interactive video, and
others, a converged network should be designed to provide the requisite QoS to
applications in addition to best-effort service. This is necessary so that the different
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network performance requirements of different applications can be met. In addition these
converged IP networks need to include traffic engineering to control the paths of the
packets.

To facilitate true end-to-end QoS on an IP-network, the Internet Engineering Task Force
(IETF) has defined two models: Integrated Services (IntServ) and Differentiated Services
(DiffServ). IntServ follows the signaled-QoS model, where the end-hosts signal their
QoS need to the network and the network reserves the resources for each flow. DiffServ,
on the other hand, works on the provisioned-QoS model where the traffic is divided into
different classes and network elements are set up to service these multiple classes of
traffic, with varying QoS requirements. Integrated service was the first quality of service
model to be defined, however, it was found that it did not scale to large networks, which
led to the definition of differentiated service model (Sayeed, 2000).

Traffic engineering can help to ease congestion at a network level by creating alternate
paths for traffic to be routed between the same ingress-egress pair. For traffic engineering
to work in IP environment, either routing metrics must be manipulated so that traffic has
multiple paths or some form of connection orientation mechanism must be introduced to
create equal bandwidth paths between the same ingress-egress router pair. While the
former is unscalable to large networks, the latter, if engineered well, can scale to very
large networks and achieve better results. IETF proposes multi-protocol label switching
(MPLS) as a means to provide the connection orientation mechanism to IP traffic without
sacrificing bandwidth overheads like ATM (Sayeed, 2000). MPLS can be used to provide
connections with label switched paths (LSPs) in a connectionless TP networks (Xiao,
Irpan, Hannan, Tsay, and Ni, 1999). During the creation of these virtual connections
(LSPs), some QoS requirements can be introduced in order to make these LSPs QoS
compliant.
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4.5 PROVIDING QOS IN MULTISERVICE IP-BASED NETWORKS

Real-time traffic such as audio and video needs a network that has a low latency, low
jitter and low packet loss rate in order to ensure quality communication. Traditional IP
networks are designed to provide a best-effort service, which at times of congestion has
variable queuing delays and packet losses that can produce very low quality video and
audio (Riley and Richardson, 1997, pp.91-99). To make IP networks to be suitable for
real-time traffic, enhancement of the packet delivery method is necessary in order to
provide real-time audio and video traffic with a guaranteed QoS, in the form of
bandwidth, packet loss, and end-to-end delay guarantees.

In this chapter, the two IETF defined service models for providing QoS in IP-based
networks, IntServ and DiffServ, will be introduced. The strength and the shortcomings of
each model will be discussed, and then the best model will be proposed, which will
consist of either the one or the combination of the two QoS models.

4.5.1 Integrated Services Model

As a first step towards providing quality of service in IP-based ;:g:tworks, the IETF
developed the iniegrated services (IntServ) model. In IntServ model resources such as
bandwidth and buffers are reserved, using the reservation scheme called Resource
Reservation Protccol (RSVP), for a given data flow to ensure that the application receives
the requested quahty of service. The IntServ model provides three classes of services
(CoS): guaranteed services, controlled load services, and the traditional best-effort

services.

Guaranteed service is designed to provide a firmly bounded end-to-end delay and
bandwidth with no-loss guarantees, which is essential for applications that have stringent
real-time delivery requirements. Controlled load services is a class of service that is
designed to provide approximately the same quality of service under heavy loads as it
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does under light loads, and it is intended for applications that can tolerate a certain

amount of loss or delay.

The IntServ model consists of four components: the packet classifier, the packet
scheduler, the admission control, and the reservation setup protocol as shown in Figure
4.1. Packet classifier identifies flows that are to receive a certain level of service. Packet
schedulers handle the forwarding of different packet flows in a manner that ensures that
the QoS commitments are met. The Admission control determines whether the router has
necessary resources to accept the new flow. The resource reservation protocol (RSVP) is
used as a signaling protocol for application to reserve appropriate resources along the
path traversed by a new flow requesting a QoS service.
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Figure 4.1 Router model in Integrated Service IP

The signaling process is shown in Figure 4.2. To startup a RSVP session, the host (or
sender) sends a RSVP path message to the receiver specifying the characteristics of the
traffic. Upon receiving this path message the receiver responds with an appropriate
reservation-request (RESV) message informing each router of the requested QoS, and if
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the flow is found admissible, each router in turn adjust its packet classifier and packet
scheduler to handle the given packet flow. The same RESV massage is used to notify the
sender that the requested network performance requirement has been allocated so that it
can start sending packets. However, if one of the routers does not have the resources to
support the new flow, the request is rejected and the router in question will send an error
message o the receiver, and the signaling process will terminate (Ibe, 2002, pp.224 -225;
Aidarous and Plevyak, 2003, pp.96-110; Leon-Garcia and Widjaja, 2004, pp.706-716).

Router Receiver

Figure 4.2 RSVP Signaling process

IntServ model, however, has some shortcomings, which are as follows:

¢ Every node along a packet's path, including the end systems like servers and PCs,
need to be fully aware of RSVP and be capable of signaling the required QoS.

» Reservations in each device along the path are "soft," which means they need to
be refreshed periodically, thereby adding to the traffic on the network and
increasing the chance that the reservation may time out if refresh packets are lost.
Though some mechanisms alleviate this problem, it adds to the complexity of the
RSVP solution. )

¢ Maintaining soft-states in each router, combined with admission control at each
hop adds to the complexity of each network node along the path, along with
increased memory requirements, to support large number of reservations.

¢ Since state information for each reservation needs to be maintained at every router
along the path, scalability with hundreds of thousands of flows through a network

core becomes an issue.
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4.5.2 Differentiated Services

Due to scalability and complexity issues associated with IntServ model and RSVP, IETF
introduced another service model called the differentiated services (DiffServ) model,
which is intended to be simpler and more scalable. DiffServ is a coarse-grained approach
that provides QoS to aggregated traffic and it allows all types of digitally represented
information such as conventional data, voice, video, text, graphics, etc. to be transported
on a single and unique IP network infrastructure, while their QoS requirements are being
supported (Aidarous and Plevyak, 2003, p.111; Leon-Garcia and Widjaja, 2004, p.717).

DiffServ is generally deployed at the network edge by access devices and propagated
through the backbone network by DiffServ-capable routers (Ibe, 2002, p.225). This
enable the traffic entering the network to be categorized into different classes, called class
of service (CoS), and applying QoS parameters to those classes.

To accomplish this, packets are first divided into classes by marking the packets
according to their required QoS in the IP header field at network boundaries (RFC 2474).

Packets that have the same marking or DSCP are assigned for the same DiffServ class
and will receive a similar predefined service or processing in network core nodes.

Once packets are marked and classified at the edge of the network, specific forwarding
treatments, formally called Per-Hop Behaviors (PHBs), are applied on each network
element, providing the packet the appropriate delay-bound, jitter-bound, bandwidth, etc.
among competing traffic streams.

4.5.2.1 DiffServ architectare

The basic DiffServ network or domain consists of a set of network rodes, typically
routers, which are working together to provide predefined services to packet streams that
are classified into classes. According to RFC 2475, there are two types of nodes in
DiffServ domain: boundary and interior node. Boundary nodes connect the DiffServ

domain cloud to other domains. Interior nodes are connected to other nodes {interior and
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boundary) within the same DiffServ domain. Boundary nodes can be either ingress or
egress nodes, depending on the packet flow direction. Where the ingress node is the one
at the entry of the DiffServ domain, while egress is the one at the outer edge of the
DiffServ domain. Figure 4.3 illustrates at typical DiffServ network.

DiffServ Domain A

Interior nodes
(Core routers)

Figure 4.3 Basic DiffServ Network Architecture

Both the boundary and interior network nodes are used to implement the functional
elements that compose the DiffServ architecture.

Boundary Nodes

Boundary nodes in a DiffServ domain act both as an ingress and as an egress node for
different directions of traffic.

Ingress routers are responsible for packet classification, stream monitoring, marking, and
conditioning. This is done to the ingress traffic to ensure that packets, which transit the
domain, are appropriately marked to select a PHB from one of the PHB groups supported

within the domain.
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Egress node performs traffic conditioning functions on traffic forwarded to a directly
connected peering domain, depending on the details of the TCA between the two

domains.

Interior Nodes

Internal nodes are core routers, which are mainly used for the optimized IP processing for
the marked packets. They perform the task of packet forwarding processing by
identifying the correspondent packet behavior and scheduling it accordingly. According
to RFC 2475, the interior nodes may also perform limited traffic conditioning functions
such as DSCP remarking.

4.52.2 Traffic marking

Both Ipv4 and Ipv6 headers have 8-bit fields called Type of Service (ToS) and Traffic
Class bytes, respectively. DiffServ model redefines these 8-bit IPv4 ToS$ Octet and IPv6
Traffic Class Octet fields as Differentiated Services (DS) fields, and replaces them with a
6-bit bit-pattern called the Differentiated Services Code Point (DSCP) and a two-bit
currently unused {CU) field (RFC 2474). The DSCP replaces the six most significant bits
of the octet while CU replaces the two least significant bits of the octet (RFC 3260), as
shown in Figure 4.4. This marking can be either done by the host or by the edge routers
of the DS domain.

Differentiated Services Code Point Currently Unused

Figure 4.4 Differentiated Services (DS) field
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The DS field supersedes the Ipv4 ToS or Ipv6 Traffic Class octst definitions and. is used
to specify how the packet forwarding must be treated (RFC 2474), while the DSCP is
used to select the per-hop behavior at each node, and all classification and QoS revolves
around the DSCP in the DiffServ model. With DSCP up to 2° or 64 different aggregates
or classes can be supported in any given node (Cisco Systems, 2001). Packets from
multiple applications or sources could have the same DSCP value, and the collection of
packets that have the same DSCP value in them, and crossing in a particular direction is
called a behavior aggregate (BA).

4.5.2.3 Traffic Classification and Conditioning

Packet classification involves the identification of traffic that may receive a differentiated
service. Packets are selected in a traffic stream based on content of some portion of their
header using packet classifier. There are two types of classifiers: behavior aggregate
(BA), and the multi-field (MF) classifier. The BA classifier classifies packets based on
the DSCP only, whereas the MF classifier selects packets based on the value of a
combination of one or more header fields, such as source address, destination address, DS
field, protocol ID, source port and destination port numbers.

Once packet classification is done, packets are fed to a traffic conditioner, which
performs metering, shaping, policing and/or remarking fo ensure that the traffic entering
the DS domain conforms to the rules for services specified in Traffic Conditioning
Agreement (TCA) in accordance with the domains service provisioning policy. Figure
4.5 shows the block diagram of typical ingress router functionalities.
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Figure 4.5 DiffServ Packet classifier and Traffic Conditioner

Meters

Traffic meters checks compliance to traffic parameters; that is, they measure the temporal
properties of the stream of packets selected by a classifier against a traffic profile
specified in a TCA and passes the results to the marker and shaper/dropper to trigger
action for in/out-of-profile packet.

Markers -

Packet markers write/rewrite the DSCP values; that is, they set the DSCP in packets
based on defined rules. The rewrite or remark is done to ensure conformance and only
done when necessary.

Shapers

Shapers delay some or all the packets in a stream in order to bring them into compliance
with a traffic profile.

Dropper

Droppers perform the policing of the packet streams; that is, they discard some or all the
packets in a stream that are not in compliance with a traffic profile.



4.5.2.4 Per-Hop Behaviors (PHBs)

Per-Hop Behaviors (PHBs) refers to specific forwarding treatments of traffic aggregates
or packets in a DiffServ network. This includes packet scheduling, queuing, policing or
shaping behavior of a2 node on any given packet belonging to a BA. To date there are four
standard PHBs that have been defined: the assured forwarding (AF) PHB, expedited
forwarding (EF) PHB, class-selector PHB, and default PHB (Cisco, 2001).

Assured Forwarding (AF) PHB

Assured Forwarding Per-Hop Behavior (AF PHB) is designed to give a reliable service
even in times of congestion. That is, there is a high probability of traffic being delivered
to the destination as long as the aggregate traffic does not exceed the traffic profile.
However, AF PHB service does not define any specific restriction on bandwidth or delay
for packets.

AF PHB is designed to give different forwarding assurances. For example, traffic may be
divided into gold, silver, and bronze, with each having its own drop preference. AF PHB
defines four priority classes, and within each class, it is possible io specify 3 drop
precedence values. Table 4.1 illustrates the DSCP values for each class and the drop
precedence, whexe bits 0, 1, and 2 are used to define the class; bits 3 and 4 specify the
drop precedence; and bit 5 is always 0 (RFC 2597).

Table 4.1 Assured Forwarding Codepoint Values

Drop Precedence Class 1 Class Class 3 Class 4
Low Drop 001010 010010 011010 100010
Medium Drop 001100 010100 011100 100100
High Drop 001110 010110 011110 100110

Drop precedence is intended for deciding on packet priority during congestion; that is,
once the network becomes congested, the packet with high drop precedence will be
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dropped first before the one with medium drop precedence, before the one with low drop
precedence.

Expedited Forwarding (EF) PHB

Expedited Forwarding Per-Hop Behavior (EF PHB) is designed for traffic that is required
to be guaranteed enough resources to ensure that it receives its minimum guaranteed rate
(Tbe, 2002, p.227), as a result it provides a low-loss, low-latency, low-jitter, assured-
bandwidth, end-to-end service through DS domains. The end-to-end service received by
using EF PHB is often called a “premium service” and is equivalent to a *“virtual leased
line”, which is essentially equivalent to CBR service in ATM (Leon-Garcia and Widjaja,
2004, p.719). This type of service is designed for real-time traffic from applications such

as voice over IP and interactive video.

In order to ensure premium service, which is characterized by very low latency and
assured bandwidth, the aggregate arrival rate of packets with EF PHB at every router
should be less than the aggregate allowed departure rate. EF PHB is assigned the DSCP
101110 (Cisco, 2001; Aidarous and Plevyak, 2003, p.119; Leon-Garcia and Widjaja,
2004, p.719; RFC 2474), as shown in Table 4.2.

Table 4.2 Expedited Forwarding PHB format

0 1 2 3 4 S 6 7
1 0 1 1 1 0 Currently Unused
Class-Selector PHB

Class-Selector PHBs are designed to preserve backward compatibility with the IP-
Precedence scheme defined in [RFC1812]; that is, they retain almost the same forwarding
behavior as nodes that implement IP-Precedence based classification and forwarding.
They ensure that DS-compliant nodes can co-exist with IP-Precedence aware nodes, with
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the exception of the DTR or type of service bits of the Ipv4 ToS Octet, as defined in
[RFC791] and [RFC1349)] (Cisco, 2001; RFC2474; RFC3260). Class-Selector PHBs are
having DSCP values of the form xxx000, where x is either O or 1.

Default PHB

The standard best-effort treatment that nodes (routers) perform when forwarding traffic is
known as the default Per-Hop Behavior (DE PHB). DE PHB is assigned the DSCP
000000 (Cisco, 2001; Ibe, 2002, p.228; Aidarous and Plevyak, 2003, p.119; Accellent,
2003; Leon-Garcia and Widjaja, 2004, p.719; RFC 2474), as shown in Table 4.3 below.

Table 4.3 Default PHB format
0 1 2 3 4 5 6 7
0 0 0 0 0 0 Currently Unused

4.5.2.5 Providing QoS using DiffServ

For true QoS using DiffServ model, the entire path that is traveled by the packet must be
DiffServ enabled. There must be service level agreement (SLA) between the service
provider and the customer to specify a traffic conditioning agreement (TCA), which
defines classification nules as well as metering, marking, shaping and policing rules. For
assured service, SLAs are usually static; that is, customers can start transmission without
signaling their service providers, however, for premium service, the SLAs can be either
static or dynamic. Dynamic SLAs allow customers to request by signaling their service

provider for premium service on demand without subscribing to it.

Once SLA is in place, the incoming packets need to be classified, and from these
classification results, traffic profiles and corresponding policing, marking and shaping
can be performed on the traffic based on the SLA. For customers with assured service,
policing should be implemented with a2 token bucket, so that some kind of burst is
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allowed. For customers with premium service, policing should be implemented with a
leaky bucket so as to avoid the introduction of burst. When the packet arrives and there
are tokens in the bucket the packet is considered to be in profile or conformant and the
DSCP of the packet is set 101000 for assured service or 111000 for preminm service.
However, if a packet arrives and there is no token in the bucket, the packet is considered
as out-of-profile or non-conformant, and the DSCP of the packet is set 100000 for
assured service. For premium service, the non-conformant packets may be dropped
immediately or may be transmitted, depending on the SLA, and if they are transmitted,
their DSCPs are also set to 111000.

All assured service packets that are not dropped are put into the same queue, cafled
assured queue (AQ) to avoid out-of-order delivery. Similarly, all premium service
packets that are not dropped are put into the same queue, called premium queue (PQ).

Once a packet is marked its treatment is determined by its DSCP. For assured and best-
effort traffic, the random early detection (RED) algorithm is first applied to determine
whether to drop a particular packet or to queue it. RED is a buffer management scheme,
which avoids queue overflow at the router by dropping packets randomly based on their
DSCPs. By defsult, RED only deals with in-packets, however, RED with in and out
(RIO) maintainstwo RED algorithms, one for in-packets and another for out-packets,
thus resulting in a more advanced buffer management scheme than simply RED. The RIO
has two thresixolds for each queue, when the average queue length is below the first
threshold, no packets are dropped, when the average queue is between the two thresholds
only the out-of-profile packets are randomly dropped. However, when the average queue
length exceeds the second threshold, all the out-of-profile packets are dropped, and some
of the in-profile may be randomly dropped, in order to avoid network congestion. If
assured service is replaced by gold, silver and bronze services for more service classes,
the handling of the packets will be exactly the same as assured service, with the exception
that instead of having one AQ there will be three queues: gold queue (GQ) for gold
packets, silver queue (SQ) for silver packets and bronze queue (BQ) for bronze packets,
and there will be decrease in service quality from gold to bronze service (Xiao and Ni,
1999).



For premium service, which most of the time is using UDP, neither RED nor RIO is
applied, so all the packets are put into the premium queue. Thus in premium service, no
in-profile packet is dropped, so to ensure that the PQ does not overflow, the output rate of
the PQ is configured to be significantly higher than the input rate. This will cause PQ to
always be short or empty most of the time, thus resulting in very low delay or jitter being
experienced by premium packets.

4.5.2.6 Traffic scheduling

The traffic from the three services needs to be scheduled so that the bandwidth-hungry
applications of ‘he premium service do not starve the assured and best-effort traffic.
Weight fair quening (WFQ), or a variant of it, can be used to schedule the traffic from the
default queue (DQ) of the best-effort service, PQ of the premium service, and AQ of the
assured service (Xiao and Ni, 1999; Accellent, 2003).

Basically, there are two methods that can be used to allocate and control bandwidth
within a DiffServ domain. One approach is to have users individually decide which
service to use. Another approach is to have an agent for each dq_main to control the
resources. This égent or resource controller, which can be a host, a router or a software
process on the ekit router, is called a bandwidth broker, and it manages the traffic for all
hosts within that domain. To accomplish this, the bandwidth broker tracks the current
allocation of the traffic to various services and handles new request for service according
to organizational policies and the current state of traffic allocation (Xiao and Ni, 1999;
Leon-Garcia and Widjaja, 2004, p.721).

Besides service allocation, bandwidth brokers are responsible for setting up of packet
classifiers and meters in the boundary or edge routers. The bandwidth broker is also
responsible for maintaining bilateral agreements with bandwidth brokers in the
neighboring domains so that they can also do resource atlocation in their own domains to
cater for flows that request service to a destination in a different domain. This bilateral
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agreement is a yiable means of reaching agreement on the exchange of DiffServ traffic
across multiple DiffServ domains.

4.6 TRAFFIC ENGINEERING

Uneven network traffic distribution can cause high utilization or congestion in some part
of a network, even when total capacity of the network is greater than total demand (Xaio,
Telkamp, Fineberg, Chen and Ni, 2002). Uneven distribution may be due to the fact that
packets tend to follow the shortest path of route, thus resulting in the shortest path being
highly utilized and congested, while a longer path remains under-utilized. This uneven
traffic distribution in the core network can result in QoS problems such as packet loss,
latency, and jitter increase as the average load on a router rises, even when the network
utilization is Iow. The IntServ and DiffServ QoS schemes, discussed above, do not
eliminate traffic congestion, but provides differentiated performance degradation for
different traffic during netweork congestion. Additional to congestion, another problem
that can be encountered is route failure, which can result in packet loss and quality of
service degradation if not attended to quickly.

Traffic engineexing (TE) is the process of controlling how traffic "ﬂows through one’s
network as to optimize resource utilization and network performance (Xiao, Hannan,
Bailey and Ni, 2800); that is, the traffic flows are moved from a congested shortest path
to a less congested non-shortest path that would not normaily be used between a given
source-destination pair (Ibe, 2002, p.234). Thus, traffic engineering forms the integral
part of providing QoS in IP networks. According to [RFC3272], traffic engineering can
be either intra-domain (that is, traffic engineering within é given autonomous system) or
inter-domain (that is, originating in one domain and terminating in another).

In this study, the focus will be on aspects pertaining to intra-domain traffic engineering.
This will include network capacity management and traffic management; that is,
managing network resources such as bandwidth, and controlling routing and traffic in

order to minimize congestion and provide fast re-route in the event of route failures so
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that traffic orieated performances, such as latency, jitter, and packet loss, can be
improved. In order to facilitate efficient and reliable network operations while
simultaneously optimizing network resource utilization and traffic performance, the IETF
has introduced multi-protocol label switching (MPLS), constraint-based routing (CR) and
an enhanced link state IGP.

4.6.1 MPLS

MPLS is an IETF specified framework that provides for efficient designation, routing,
forwarding, and switching of traffic flows through the network (IEC). It approaches the
QoS by attempting to address the shortcomings of the IP routing, which include speed,
scalability, QoS management and traffic engineering. In traditional IP networks each
router makes an independent forwarding decision on each packet as it traverses the
network. This decision usually involves a complex manipulation of a large routing table
to determine the next hop of a packet. MPLS also uses IP addresses either Ipv4 or Ipv6,
to identify end points and intermediate switches and routers. This makes MPLS networks
IP-compatible and easily integrated with traditional TP networks. However, umlike
traditional 1P, MPLS flows are connection-oriented and packets are routed along pre-
configured Label Switched Paths (LSPs). MPLS aiso slightly modifies the IP packet
format to include a new Shim Label header, called the MPLS header, which contains a
label field. MPLS works by tagging each packet with an identifier to distinguish the
LSPs. This idenfifier is contained within the label field and it consists of fixed-length
value, called label, which is used as index into table, which specify the next hop, and new
label (RFC3031). When a packet is received, the MPLS router uses this label, instead of
the traditional IP destination address, to deliver the packet along the selected path or LSP,
and then looks up the LSP in its own forwarding table to determine the best link over
which to forward the packet, and the label to use on this next hop.

The 32-bit MPLS header sits between the layer 2 (data link layer) header and the layer 3
(network layer) header as shown in Figure 4.6.
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Layer 2 header Layer 3 header
(Link layer MPLS header | (Network layer Packet Data
header) header)
Label CoS or Exp S TTL
20 bits 3 bits 1 bit 8 bits

Figure 4.6 32-bit MPLS Packet Header

The MPLS headef contains four fields: a 20-bit label field, a 3-bit Class of Service (CoS)
or Experimental (EXP) field, a 1-bit Stack (S) field, and an 8-bit Time-to-Live (TTL)
field. The lIabel field carries the actual value of the MPLS label, which is the index into a
smaller table that specifies the next hop for the packet. CoS field is used to define
different packet scheduling schemes that can be applied to different packets in the
network, and each field permits up to eight different packets with ths same label. The
Stack field is used to indicate whether or not multiple headers are stacked; that is, it is set
to a value 1 whem the current label is the last in the stack; otherwise it is set to 0. The
TTL field provides the same functionality as the TTL field in a conventional [P packet;
that is, the time the packet is allowed to spend in the network (Ibe, 2002, p.230).

4.6.1.1 MPLS Architecture

The basic MPLS domain consists of a set of MPLS capable network nodes, typically
routers and switches (Aidarous and Plevyak, 2003, p.127), which are working together to
provide the ability to forward packets over arbitrary non-shortest paths, and emulate
high-speed tunnels between non-label-switched domains (Armitage, 2000). According to
RFC 3031, a MPLS node is a node that is aware of MPLS control protocofs, operate one
or more layer 3 protocols, and is capable of forwarding packets based on labels. A router,
which supports MPLS, is known as a Label Switched Router (LSR). These LSR can

68




either be at the Boundary or at the core of a MPLS domain. Boundary node, which is
called MPLS edge node, connects the MPLS domain cloud with a node, which is outside
of the domain, ¢ither because it is not running MPLS, or it is in a different domain.
Interior nodes are connected to other nodes (interior and boundary) within the same
MPLS domain.

However, LSR is usually reserved for MPLS core or backbone node, and the MPLS edge
-node or edge LSR is often referred to as or Label Edge Router (LER), instead of LSR.
LER can be either an ingress or egress node, depending on the packet flow direction.
Where the ingress is the one at the entry of the MPLS domain, while egress is the one at
the outer edge, or exit, of the MPLS domain. Figure 4.7 illustrates at typical MPLS
network. -

Both the boundary and interior network MPLS nodes are used to implement the
functional elements that compose the MPLS architecture, such as executing MPLS
signaling protocols, and performing routing and forwarding functions. The role of the
ingress LSR is to handle the traffic as it enters the MPLS domain, while the role of the
egress LSR is to handle the traffic that leaves the MPLS domain.

MPLS Domain A

(Core LSR)

Figure 4.7 Basic MPLS Network Architecture
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The ingress LER operates at the edge of the access network and MPLS network. Its basic
function is to assign FEC, and label to the incoming packets as they arrive. It also helps
in establishment of label switched paths (LSP) for packets within the MPLS domain.
The egress LER’s function is to strip labels, which have been allocated to packets and
used within the MPLS domain, from the packets that are leaving the MPLS domain.

Core LSRs are optimized for forwarding processing, and are used to efficiently forward

- labeled packets-in order to achieve the best possible performance. They also participate in
the establishment, of LSPs for packets within the MPLS domain, in conjunction with
other LSRs or LERs. As an MPLS-labeled packet arrives at a LSR, the label field inside
the MPLS header is used to determine the next hop of each packet by looking up the
forwarding table resided in each LSR. Before switching the packet to the next hop, LSR
can replace the incoming label by another label (i.e. label swap) or stack a new MPLS
header on top of the incoming MPLS header, depending on the forwarding table in each
LSR.

4.6.1.2  Forward equivalence class and labels

As stated earlier, the ingress LER labels packets before they enter the core network.
These labels are used to partition a group of packets into forward equivalence class (FEC)
as they are arriving at the MPLS domain edge. According to EL-Gendy et al., FEC refers
to a grotip of packets that meet the same forwarding behavior over the same path, and an
aggregation of flows with the same service class, or FEC, that can be put into a LSP is
called a traffic trunk. Packets that have been assigned to the same FEC will receive the
same transport treatment at any MPLS node inside the domain. Several criteria can be
used to define FECs, including source IP address, destination IP address, and port
address.
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4.6.13 Label Distribution Protocol

In the MPLS, the LSRs must agree on the meaning of labels used to forward traffic
between and through them. Label Distribution Protocol (LDP) is a protocol that defines a
set of procedures and messages by which one LSR informs another of the label bindings
it has made. Tha LSR uses this protocol to establish label switched paths through the
network by mapping network routing information directly to data-link layer switched
“paths (Aidarous and Plevyak, 2003, p.136). LSRs, which use LDP to exchange label-
mapping information is called LDP peers and they have an LDP session between them.
The LDP peers exchange the following categories of messages:

s Discovery messages — used to anmounce and maintain the presence of an LSR in a
nctwprk

e Session messages — Used to establish, maintain, and terminate LDP sessions
between LDP peers

e Advertisement messages — Used to create, change, and delete 1abel mappings for
FECs

. Notiﬁcéﬁén messages — Used to provide advisory information and signal error
information.

These LDP messages are required to be delivered reliable. Thus, except for discovery
messages, all other message types use TCP transport; discovery messages use UDP
transport. LDP supports two label distribution methods: downstream unsolicited
distribution and downstream on demand distribution. Downstream-unsolicited
distribution permits an LSR to advertise 1abel/FEC mappings to its peers when it is ready
to forward packets in the FEC, while the downstream on demand distribution permits an
LSR to provide 'abel/FEC mappings to a peer in response to a requesi from a peer for a
Iabel for the FEC (Ibe, 2002, p.223). On receipt of label bindings each LSR creates
entries in the Iabel information base (LIB), which is a table that represents Label-to-FEC

mapping.
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4,6.1.4 Label Switched Paths

Label Switched Path (LSP) is a path through the MPLS domain from the ingress LER to
the egress LER. Bach FEC need an LSP route or path through which it is going to
traverse the MPLS domain. These LSPs may have dedicated resources associated with
them and can either be explicitly determined or implicitly created. Once LSPs have been
established, packets received by MPLS nodes are mapped onto the paths according to the
" following:

o Traffic requirements
e Information carried in their IP headers, and/or
¢ Local routing information

4.6.1.5 MPLS Protocol Stack Architecture

According to IEC the core components that constitute MPLS architecture can be broken
down into the fol_owmg parts:

e Network Jayer (IP) routing protocols

» Edge of network layer forwarding

e Core network label-based switching

o Label semantics and granularity

e Signaling protocol for label distribution

¢ Traffic engineering

o Compatibility with various layer-2 forwarding paradigms

The following figure depicts the protocols that can be used for MPLS operations.
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Figure 4.8. Protocols used for MPLS operations

Next Hop Label Forwarding Entry (NHLFE): The NHLFE is used when forwarding a
labeled packet. It contains the outgoing interface (next hop), the data link encapsulation
used for the transmitted packets, the outgoing label and the operation (add, replace, or
remove) to perform on the label stack.

Incoming Label Map (ILM): The 1LLM is a mapping from incoming labels to NHLFEs. It
is used when forwarding packets that arrive as labeled packets.

FEC-10-NHLFE Map (FTN): The FIN is a mapping from FECs to NHLFEs. It is used
when forwarding packets that arrive unlabeled, but which are to be labeled before

forwarding.

4.6.2 Constraint-based Routing
According to RFC3212, constraint-based routing (CR) is a routing mechanism that

supports Traffic Engineering requirements. Label switching alone does not make MPLS
to satisfy the traffic engineering requirements. So in order to achieve true traffic
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engineering at the IP level, MPLS uses constraint-based routing to determine the paths
that a traffic flow will traverse and label-switch packets to their destinations using the
pre-determined paths or LSPs. These paths are conventionally referred to as constraint-
based routed Iabel switched paths (CR-LSP), and they are traffic-engineered and/or QoS-
enabled LSPs (Armitage, 2000). Like any other LSP, CR-LSP is a pafh through a MPLS
network. However, while other LSP are setup solely based on information in routing
tables or from a management system, the constraint-based route is calculated or
- determined at the edge of the network and include criteria such as required values for
bandwidth, hop count, delay, and policy instruments such as resource class attributes
(RFC3272). That is, CR-LSPs are established according to particular criteria or
constraints in order to meet specific traffic requirements. The intention is that this
functionality shall give desired special characteristics to the LSP in order to better
support the traffic sent over the LSP (RFC3212).

MPLS uses either constraint-based routed LDP (CR-LDP) or a Resource Reservation
Protocol enhanced to support MPLS traffic engineering (RSVP-TE) as the label
distribution protocol for traffic engineering signaling (Ibe, 2002, p.235). CR-LDP is an
extension of LDP that is designed to promote constraint-based routing of LSP, while
RSVP and extension of RSVP. Both CR-LDP and RSVP-TE enable ingress LER to:

= Trigger and control the establishment of CR-LSP between itself and a remote
(egress) LER,

o Strict or loose specify the route to be taken by the established CR-LSP, and

e Specify QoS parameters to be associated with this CR-LSP, leading to specific
queuing and scheduling behavior at every hop

The constraints that are used to establish theses CR-LSP in IP networks can be divided
into three categories: explicit, implicit, and mixed routing.
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4.6.2.1 Explicit routing

Explicit routing (ER) is a method of pre-selecting and specifying the exact path for traffic
to flow through fhe network. The explicit routing information contains a list of nodes or
group of nodes glong the constraint-based path or tunnel. The benefit of this method is
that the exact flow of the traffic through the network can be determined rather than
relying on current interior gateway protocols, such as Rouﬁné information Protocol
. (RIP), Intermediate System-Intermediate System (IS-IS) and Open Shortest Path First
(OSPF), which tend to send all the traffic across shortest common links while leaving
other links under-utilized. CR explicit paths can be strict or loose. Sﬁict paths specify an
exact physical path, including every physical node, while loose paths include hops that
have local ﬂexx;bi]ity. The ingress LER does constraint- based route computation in order
to aufomaﬁcally compute explicit routes used for traffic originating from that LER.
However, explicit routing tends to be static in nature.

4.6.2.2 Implicit routing

Implicit routing is a routing method that route traffic through the MPLS domain based on
the forwarding requirements of the traffic. Unlike the explicit routing, the implicit routing
process does not specify paths through the network, but it selects a path through the
network that is capable of satisfying the specific forwarding requirements of that
particular traffic and dedicates the resources along the selected path for that traffic.
Implicit routing offers a dynamic method to traffic engineering a network by calculating
the paths using automated process.

4.6.2.3 Mixed routing

Alternatively, a combination of both explicit and implicit routing can be used to establish
CR-LSP. For, example, the LSR that traffic should not flow through may be explicitly
specified, and then rely on the implicit routing to determine the best LSP that satisfies the
constraints (Yip, 2002).
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4.6.3 Enhanced Link State Interior Gateway Protocols

In order to calculate CR-LSPs, the routing protocol is required to distribute network
topology, and Q&S information through the network. An interior gateway protocol, such
as OSPF or IS-I8, is normally used. However, these routing protocols only distribute
network topology. So to cater for traffic engineering and establishment of LSPs with
guaranteed QoS tharacteristics (CR-LSPs) and backup LSPs that avoid any single point
" of faiture, Enhanced link state IGPs, which has the traffic engineering extensions to these
protocols are used. These extensions distribute QoS and Shared. Risk Link Groups
(SRLGs) information to enable the router calculator to determine routes through the
network with guaranteed QoS parameters and backup LSPs that transverse different links
from the primary path (Data Connection, 2004).

According to RFC3272, these enhanced link state IGPs are used to propagate link
attributes so that constraint-based routing can be able to recognize ‘reachability’ and
compute CR-LSPs. Unlike ordinary IGP, the enhanced link state IGP floods information
more frequently. This is done to track any changes in the link attributes, such as topology,
bandwidth and link affinity

4.6.4 Network Robustness and Resiliency

Links and/or routers failures cause route failures that can result in packet loss, which can
compromises the quality of service. So as part of traffic engineering the network must be
able to dynamically adapt to new conditions in order to keep network utilization
optimized and make network resilient. One possible solution for a fault-tolerant system is
to invest in redundancy, so that MPLS constraint-based routing can be able to establish a
‘protection” LSP* around the ‘working’ or operational LSP, which can be used as an
altemnative route’ in the event of any link/s or router/s along the working LSP fail.
Redirecting traffic onto these alternative paths during route failures can either be pre-
planned or done-automatically in the time of the failure condition. The first method, pre-
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planning, is usually referred to as protection while the second method is referred to as
restoration. Protection is proactive whereas restoration is reactive. The problem with
reactive method is the interruption time, while IGPs are still determining an alternative
optimal route, can be unacceptable to real-time traffic.

According to RFC3272, MPLS has four types of protection against route failure, which
can be categorized as link protection, node protection, path protection, and segment

- protection.

Link protection: It protects an LSP from a given link failure by disjointing the path of the
protection or backup LSP from the path of operational LSP at a particular link over which
protection is required. Then when the protected link fails, traffic on the working LSP is
switched over to the protection LSP at the head-end of the failed link.

Node protection: 1t protects an LSP from given node failure by disjointing the path of the
protection LSP at a particular node to be protected. The secondary path is also disjoint
from the primary path at all links associated with the node to be protected. When the
node fails, traffic on the working LSP is switched over to the protection LSP at upstream
LSR directly cormected to the failed node. )

Path protection: 1t protects an LSP from failure at any point along its routed path by
completely disjointing the path of the protection LSP from the working path; that is,
creating a backup LSP between the same ingress-egress LER pair. The advantage of path
protection is that it protects the working LSP from all possible link and node failures
within the core or backbone network.

Segment protection: This type of protection involves the partifioning of MPLS domain
into multiple protection domains whereby a failure in a protection domain is rectified
within that domain. In the case where an LSP transverses multiple protection domains, a
protection mechanism within a domain only needs to protect the segment of the LSP that

lies within the domain.



Alternatively, fast reroute can be used. Fast reroute is to temporarily repair the affected
path so that it can continue to carry traffic before a more optimal altemnative path is
computed. This is to avoid large amounts of data being buffered for a long time or being
dropped while IGPs are propagating information and re-corﬁputing alternative optimal
paths.

4.7 IN SUMMARY

In this chapter, the concept of converged networking using IP was reviewed. The
challenges of using IP for real time traffic were highlighted and possible solutions. As
part of the solution the two models that can be used for providing quality of service in IP-
based networks were presented. These two models are integrated services (IntServ) and
differentiated services (Diﬁ’Servj, where the IntServ provides per flow QoS while
DiffServ bmvides QoS to aggregated traffic. The advantage of providing QoS to
aggregate traffic instead of individual flows is that the amount of signaling required in the
network is minimized. This together with the moving of complex processing from the
core to the edge makes DiffServ to be more scalable than IntServ. DiffServ provides
differentiated services for different classes by using mechanisms that include packet
classification, policing, class-based quening and scheduling, and Random Early Detection
(RED).

To complement the two models and provide a holistic approach to provision of QoS in
converged IP based networks, traffic engineering using MPLS was also presented. Other
mechanisms that are used in collaboration with MPLS to provide traffic engineering were
also presented. These include constraint-based routing, LSP path signaling and enhanced
link state IGPs. MPLS together with constraint-based routing, LSP signaling, and
enhanced link state IGPs work together to provide traffic engineering, which ensures
network optimization and congestion avoidance. Lastly, this chapter also addresses the
question of network robustness and resiliency that is needed in order to avoid packet loss,
which can compromise QoS during link and/or router faiture. '
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To conclude the chapter, the next chapter is introduced, which is about digital video and
how it can be transmitted using IP-based multiservice network without compromising its

quality.

79



CHAPTER 5

5. QUALITY VIDEO TRANSMISSION USING IP-
BASED MULTISERVICE NETWORK

5.1 INTRODUCTION

In the previous chapter it was highlighted that with converged or multiservice networks it
is possible to transmit video together with voice and data within one network. This
chapter is about quality video transmission over IP-based network. Firstly, the author
introduces video applications using IP-based networks and their use in telemedicine.
Secondly, the concept of quality video is introduced. Thirdly, digitised video and its
transmaission is discussed. This chapter will also look at how the QoS and traffic
engineering mechanisms introduced in the previous chapter can be utilized to provide
soluttons for quality video transmission.

The application, which involves transmission of video over the IP-based network, is
called video over IP. This video over IP includes the following services:

e Video on demand (VoD). The VoD is an interactive service, which involves the
storage of digital information in large databases. This information includes
centrally stored films, programs, archival, and educational leaming video
material. The user can access the stored information and play back the video with
options te stop, start, fast-forward, or rewind (Siemon, 2005). °

e Video conferencing (VC). VC is a full duplex, real-time video and audio
commmmication, which enables people in different locations to have a face-to-face
like conversation. The VC consists of cameras on both endpoints to capture the
video, microphones for capturing sound, monitor or screen for displaying the
picture, and speakers for playing sound on both endpoints. VC can be one user to
one user (point-to-point), or ﬁlulﬁple-users participating in the same session
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(oultipoint). VC can also include an electronic whiteboard in the conference to
aliow” users to write notes on the same board and/or view each other’s

presentations and notes while speaking (Siemon, 2005).

e Video broadcast. Video broadcast over IP involves a simplex transmission of a
video file content. The broadcast video signal can either be replicated by the
server for each user (i.e. Unicast), or the server can send the same signal to

multiple users at the same time (i.e. Multicast) (Siemon, 2005).

All of the above video applications can be integrated into healthcare system to provide
services such as tele-consultation, tcle-examination, training, e-learning, continued
medical education (CME), etc. Video on demand can allow the health professional to
access computer-hased information relevant to the problem of the patient being attended.
Video coﬁferencing can be used for tele-consultation, and tele-examination. Video
broadcast can be used as means to distribute training, presentations, meeting minutes, and
it can also be ufilized for continual medical education.

5.2 QUALITY VIDEO TRANSMISSION

Video quality depends on four variants: coding, transmission, recording and display.
Each of these variants has some limitations, which makes it impossible to achieve ideal
quality transmission of a video signal. However, in most cases a compromise must be
reached between the ideal and the practical quality video transmission.

If we accept that 2 practical system provides video at a particular level of quality, then
this quality level should be ideally constant from frame to frame. Secondly, the quality of
the displayed video sequence should be independent of the visual content of the
sequence, or the current state and the utilisation of the network. Thirdly, the decoded
video sequence should not show any quality degradation due to errors or packet losses in

the communication system.
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5.3 DIGITISED VIDEO

Digitised‘video enables the storage, processiné and the transmission of video information
in a digital form. Digital video presentation has a number of advantages over traditional
analog video, which include compression to minimize its size, integration into computer .
applications and system to make it possible to create interactive applications, where the
user is no longer a passive observer but has the opportunity to interact with the video
information. Video over IP is one of these applications, which integrates video and
computer. It consists of four stages: capturing, digitising, streaming, and managing over
IP networks of video signals (Jesshope and Lin, 2001; Siemon, 2005). Digitised video has
an inherently high bandwidth; that is, it requires a very high data rate for transmission
(Riley and Richardson, 1997, p.15). To minimize the bandwidth requirements, the
digitised video data needs to be compressed by encoding it into a smailer number of bits
(Jesshope and L} 2001).

5.3.1 Video Contpression and Ceding

Digitised video clips or signals require too many bits to represent them, which means that
to store or transmit them a large amount of space or a large bandwidth is also required.
For example, a video signal of a small image can require a bit rate of 60 Mbps to transmit
while high definition television (HDTV) requires about 8000 Mbps (Walrand, 1998,
p-258), and most of the systems do not have such a capacity. Video compression and
video coding technology is utilized in video application o compresz the digitised video
signal so that. itd bandwidth consumption is reduced. Most compression algorithms
exploit the fact that there is a lot of redundancy within digital video information in order
to achicve a substantial reduction in bit rate. A still image, or a single frame within a
video sequence, contains a significant amount of spatial redundancy, which makes it
possible to represent or encode the information in a more compact form that eliminates
some form of redundancy. Similarly, a moving video sequence contains temporal
redundancy; that is, successive frames of video are usually similar, which makes it
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possible to achieve further compréssion by sending only the parts of the image that have
changed from the previous frame (Riley and Richardson, 1997, p.16).

There are various standards that are available for encoding video signals so as to make it
possible to store, transmit, and manipulate video signals. The main standards for still
image and videe coding include the Joint Photographic Experts Group (JPEG) for
compressing still images or individual frames of video, H.261 for motion video coding
for videoconferencing and video telephony applications at bit rates that are provided by
ISDN, H.263 for video coding and compression for very low bit rate applications (less
than 64 kbps), and ISO/TEC Motion Picture Experts Group (MPEG) standards for video
coding for entertainment, broadcast and integrated video communication. Table 5.1
shows some of the video compression algorithms or standards together with their bit rates
and their applications. The evolution of the video coding standards of both ITU-T and
1SO’s MPEG _is shown in the chart of Figure 5.1.

Table 6-1Table 5.1 Video compression algorithms or standards

Algorithm | Bit Rate Application
H261 px64 kbps
: ISDN Video Conferencing and Video telephony
H.263 <64kbps | Video Conferencing
MPEG 1 1.5 Mbps Direct Broadcast Satellite (DBS), Community Antenna
Television (CATV)
MPEG %/ 10 Mbps | DBS, CATV, HDTV, Digital Video Cassette (DVC),
H262 - and more and Digital Video Disc (DVD).
MPEG 4 54 kbps Integrated Video Communication or Multimedia
H.264/MPE | 32 kbps HDTV, Portable game console, mobile video services,
G- 4/AVC video on solid-state camcorders, instant video
messaging on cell phones, video conferencing

The Digital Imaging and Communication in Medicine (DICOM) committee has adopted
various JPEG variants, such as lossy and lossless JPEG, JPEG-LS, and JPEG 2000. Since
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most of the still images in telemedicine are medical images, which are having a
diagnostic use, medical image compression techniques have primarily focused on lossless
methods, where the signal can be reconstructed exactly from its uncompressed format
(Pattichis, Kyriacou, Voskarides, Pattichis, Istepanian and Schizas, 2002).

For digital video, the DICOM committee has adopted MPEG 2 for diagnosis video.
However, due to its high bandwidth requirements and frame synchronization problem,
MPEG 4 standard can be used for real-time diagnosis video and for non-diagnosis video
applications such as video conferencing, H.263 may be acceptable (Pattichis, Kyriacou,
Voskarides, Pattichis, Istepanian and Schizas, 2002).

H.264 can also be another possible candidate since it can be used for video conferencing,
video storage and video broadcast or streaming. The evolution of these video coding
standards is as follows:

H.261 &261 'H263+ H263+

H.262/MPE
G2

MPEG 1 MPEG 4

1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004

Figure 5.1 Evolution of the video coding standards of both ITU-T and ISO’s MPEG

Today’s MPEG and ITU’s H.26x video coding algorithms implement a hybrid block-
based motion estimation and compensation/discrete cosine transform (MC/DCT) coding
strategies. MC/DCT technology provides a significant compression gain compared to
pure INTRA frame DCT coding (JPEG) for video compression. The DCT is applied in
these standards strictly as block-based approach usually on blocks of sizes 8 x 8 pixels
(Cox et al., 1998; Girod and Firber, 1999; Sikora, 2005). The block diagram of a basic
hybrid MC/DCT encoder and decoder are depicted in Figure 5.2, and following that is the



summary of the some of these video coding standards, which are designed for low bit

rates.
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Figure 5.2. Block diagram of a basic hybrid MC/DCT encoder and decoder
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5.3.1.1 H.263

H.263 is a low ’Eit rate video coding standard for videoconferenciﬁg, which has been
adopted in several network transport standard such as ITU-T H.324 (PSTN), H.320
(ISDN), H.310 (BISDN), H.323 (packet-based networks), and 3GPP. It was developed by
ITU-T Video Ceding Experts Group (VCEG) as an evolutionary improvement based on
experience from H.261, MPEG 1 and MPEG 2 standards. Version 2 of the H.263
standard (H.263+) was introduced to provide additional features that improve video
quality, increase robustness and fimctionality of the target video system, and version 3 of
the H.263 standard (H.263++) was introduced to add more features such as enhanced
coding efficiency for low delay applications, enhanced error resilience for wireless video
communications and support for interlaced video sources (UB Video, 2002).

All versions of H.263 supports five resolutions or standardized picture formats: sub-QCIF
(SQCIF) (88x72), QCIF (176x144), CIF (352x288), 4CIF (704x576), and 16CIF
(1408x1152), where SQCIF is approximately half the resolution of QCIF, and 4CIF and
16 CIF are 4 and 16 times the resolution of CIF respectively. Each picture in the input
video sequence is divided into macro blocks, consisting of four luminance blocks of 8
pixels x § lines followed by one chrominance C,, block and one chrominance C,; block,
each consisting of 8 pixels x 8 lines. A group of blocks is defined as an integer number of

macro block rows, a number that is independent on picture resolution.

H.263 provides a compact representation of the information in the video frame by
removing spatial redundancies that exist within the frames, and also temporal
redundancies that exist between successive frames. Discrete Cosine T:ansform (DCT) is
used to remove s'patial redundancies, and motion estimation and compensation are used
to remove temporal redundancies. .

53.1.2MPEG 4

MPEG 4 is an ISO/IEC standard, which provides a broad framework for the joint
description, compression, storage, and transmission of natural and synthetic {computer
generated) audio-visual data. It defines improved compression algorithms for audio and
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video signals and efficient objecf—based representation of audio-video scenes (Liu, Wei,
and Zarki, 2001).

MPEG 4 absorbs many of the features of MPEG 1, MPEG 2, H.263 and other related
standards. Like H.263 it is designed for low bit rate, however, it adds advanced error
detection and correction services on top of H.263, which makes it robust to errors. In fact
it is designed to deliver DVD (MPEG 2) quality video at lower data rates and smaller file
sizes, and it scales to transport media at any data rate; that is, from media suitable for
delivery over dial-up modems to high-bandwidth networks. MPEG 4 allows the hybrid
coding of pixel-based images and video together with synthetic séenes. MPEG 4 Visual
supports the following formats and bit rates:

e Bit rates: typically between 5 kbps and more than 1 Gbps
o Formats: progressive as well as interlaced video
e Resolutions: typically from sub-QCIF to ‘Studio’ resolutions (4k x 4k pixels)

The basic coding structure used in MPEG 4 involves shape coding (for arbitrarily shaped
video objects) and motion compensation as well as DCT-based texture coding using
standard 8x8 DCT or shape adaptive DCT (Koenen, 2002)

53.13H.264

H.264 was developed by Joint Video Team (JVT), which is a joint venture between 1SO’s
MPEG and ITU-T’s VCEG. The official title of the H.264 standard is Advanced Video
Coding (AVC); however, it is widely known as by its old working title, H.26L, and by its
ITU document namber, H.264 or as ISO MPEG 4 Part 10, or just MPEG AVC.

The main objective of H.264 standard is to provide means fo achieve substantially higher
video quality as compared to what could be achieved using any of the existing video
coding standard. It has a number of advantages that distinguish it from existing standards,
while at the same time, sharing common features other existing standards. These
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advantages include up to 50% in bit rate saving compared to H.263 or MPEG 4, high
quality video that is consistent at high and low bit rates, error resilience, and network
friendliness that makes it possible to transport H.264 bit streams over different networks.
These advantages make H.264 an ideal standard for several video applications such as
video conferencing, storage and broadcast video.

The underlying approach is similar to that adopted in H.263 and MPEG 4; that is,
dividing each video frame into blocks of pixels and providing a compact representation
of the information in the video frame by removing spatial redundancies that exist within
the frames, and also temporal redundancies that exist between successive frames.

54 DIGITAL VIDEO COMMUNICATIONS SYSTEM AND
FACTORS AFFECTING QUALITY TRANSMISSION

Figure 5.3 shows a functional block diagram for a video communications system.

Video input ’ Video output
I Waveform Waveform
coder decoder
3 &
Entropy Entropy
coder decoder
1,
i .
h \ 4
Transport Channel Transport
l o g dec!m

Figure 5.3 A functional block diagram of a video communications system

In order to transmit video over packet networks, the input video must be compressed to
save bandwidth using the source encoder, channel coded, packetized and/or modulated;
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that is, converted into data units suitable for transmission using the transport coder. At the
receiver side, the inverse operations are performed in order to reconstréct and display the
video signal (Wang and Zhu, 1998).

Digital video trdnsmission has a number of demanding requirements such as high
transmission bandwidth, minimum delay, minimum jitter, and low error rate. For other
applications not all of these requirements are critical, however, for delivery of real-time
video, data transmission rate, transmission delay, transmission delay variations, bit errors,
and packet losses have all significant effects on the guality of the video transmission
(Wu, Hou and Zhang, 2001), '

As mentioned before in the previous chapter, these requirements are parameters that
determine the quality of service. The following discussion will consider the definition of
these parhmeters, the factors in a network that influence them, and the possibilities for
managing and coptrolling them.

5.4.1 Trausmission Bandwidth

Bandwidth represents the amount of capacity the network has to guarantee for the
application on an end-to-end basis; that is, it expresses the data rate that the network is
suppose to guarantec for the application (Aidarous and Plevyak, 2003, p.68). According
to Wu, Hou and Zhang a minimum bandwidth of 28 kbps is required in order to achieve
acceptable presentation quality for transmitted real-time video (W.L; Hou and Zhang,
2000; 2001). For networks that cover a wide area, bandwidth reqlﬁrements could be a
point of conc‘em due to the fact that such types of networks use routers, and during
periods of high demand, these routers may become a bottleneck, since the available
bandwidth for tli;lr interconnections may not be necessary dimensioned to guarantee the
flow of packets énm all applications simultancously at all times. In order to gnarantee the
minimum bandwidth required, the processing in the routers must be able to reserve a
certain bandwidth along the route for video traffic, and failure to provide this minimum
bandwidth for real-time video traffic can result in an impaired video quality.
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5.4.2 Delay

Delay (or Iatenqﬁ is the time that elapses from the instant a packet is transmitted at the
source until it is received at the destination (Ibe, 2002, p.159). This includes delays
introduced by network equipment (hubs, switches, and routers); delays introduced by
service providers (carriers), propagation delays in the communication medium (wireless,
transmission line, and optical fiber), and the network stack processing delay at the hosts
(Aidarous and Flevyak, 2003, p.69). The sum of all these delays is called end-to-end
delay, and for real-time video this end-to-end delay must be bounded (Wu, Hou, and
Zhang, 2000). )

5.4.3 Delay Variation (or Jitter)

Jitter is the variatfon in the interval times at the destination of all packets belonging to the
same data stream (Ibe, 2002, p.161; Aidarous and Plevyak, 2003, p.73). Factors that
influence variability of delay include variable processing time at intermediate equipment,
congestion, and sther factors related to network opération. Jitter may also cause packets
to be received out of order. To correct the problem of packets received out of order in
real-time applications, which most of the time are UDP-based, a high level protocol like
real-time protocol, or procedure must be used. Additional to controlling the jitter, another
mechanism to guarantee that packets will be received in a precise time windows for
applications needs to be implemented. This is accomplished by creating a buffer, called
jitter buffer, which will keep incoming packets for processing in such a way that the
receiver will always have an incoming packet for processing (Aidarous and Plevyak,
2003, p.73). This process is called dejitter buffering (Tbe, 2002, p.161). Figure 5.4 depicts
the effects of jitter in the transmission of packets through the network.
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Figure 5.4 Jitter effect on transmitted packets

5.4.4 Errors and Losses

Practical communication networks introduce errors and losses into transmitted data.
Errors are mostly-due to noise in the communication network, and bit error rate or bit
error ratio (BER) describes the mean rate at which bit errors occur. BER depends mostly
on the characteristics of the transmission or communication channel. For data, a BER of
about l()"s is generally considered to be acceptable for data, however, coded video data is
highly sensitive to transmission errors and requires a much lower probability of error than

10°® for acceptable video quality at the receiver (Riley and Richardson, 1997, p.108).

Packet loss occurs in networks mainly due to packet dropping. If a video packet is
delayed too long such that its time slot for decoding and display is past, it is treated as a
lost packet. Packet loss can also occur if the capacity of a node (especially the router)
within the netwnrk is exceeded due to congestion or limited resources (Riley and
Richardson, 1997, p.109; Aidarous and Plevyak, 2003, p.74). Loss of packet can
potentially make the presentation displeasing to human eyes, or, in some cases, make the
presentation impossible. This implies that, in order to achieve acceptable visual quality,
the packet loss is required to be kept low (Wu, Hou, and Zhang, 2000).

Compressed video is very sensitive to errors because of the use of predictive coding and
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variable length coding (VLC) by the source coder. Due to the use of spatio-temporal
prediction, a single erroneously recovered sample can lead to errors in the following
samples in the. s"hme and the following frames; that is, error propagation. Likewise,
because of the use of VLC, a single bit error can cause the decoder to lose
synchronization, so that even correctly received following bit become useless (Wang,
Wenger, Wen and Katsaggelos, 2000). To make sure that transmission errors and packet
losses do not spoil the quality of the transmitted video, mechanisms must be employed to
make the bit stream to be resilient to transmission errors, and to make sure that network

congestion that causes packet loss is under control.

5.5 APPROACHES FOR QUALITY VIDEO TRANSMISSION

The factors discussed above make the packet-based network to be an unpredictable
comnnmi;:ationéystem with parameters that are variable according to network usage. In
erder to overconfe the challenges posed by such a system, which exhibit wide variability,
and be able to provide quality video transmission, the following are suggested:

e Video encoding scheme that will produce a low bit rate without compromising
much on quality '

e Video delivery or distribution method that will utilize the bandwidth efficiently

s Error control and concealment

e Scalable coding to address heterogeneity both at network and receiver level

e Make the video source to be able to adapt to network conditions to address
bandwidt%_:’ fluctuations and congestion

e Prioritise;and protect video traffic

5.5.1 Video Encoding for Low Bit Rate

In section 5.4 various video encoding schemes were mentioned and out of these schemes
it was discussed that MPEG 4, H.263, and H.264 have an ability to produce low bit rates;



that is, they have minimum bandwidth requirements. It was also mentioned that, out of
the three standards, H.264 has better performance, since. H.264 has up to 50% in bit rate
saving compared to H.263 or MPEG 4, high quality video that is consistent at high and
low bit rates, error resilience, and network friendliness that makes it possible to transport
H.264 bit streams over different networks. According to Sikora (2005), H.264 is
presently the most advanced standard in terms of compression efficiency. These
advantages make‘H.264 an ideal standard for several video applications such as video
conferencing, storage and broadcast video.

5.5.2 Video Delivery or Distribution

To deliver or distribute video there are two methods that are commonly used: unicast and
multicast. The unicast delivery uses point-to-point transmission, where only one sender
and one receiver is involved. Figure 5.5 shows unicast video distribution to multiple

receivers using multiple point-to-point connections.

Receiver Receiver

Receiver Receiver

Figure 5.5 Unicast Video Distribution (1 sender to 5 receivers)

From Figure 5.5, it can be seen that, for unicast, five copies of the same video content
must be sent out to five different receivers; that is, there must be five point-to-point
connections carrying the same content. Since some of the flow has to traverse the same
links; for example, in Figure 5.5, all five copies of the same video content flow across
Link 1 and three copies flow across Link 2, there is more bandwidth that required for
Link 2, which is five times the bandwidth required for each video content.

Multicast delivery method, shown in Figure 5.6, on the other hand, uses point-to-
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multipoint transmission, where one sender and multiple receivers are involved. This

enables sharing some of the links that are common, thus removing replication.

Receiver Receiver

Link 1 r/ Link2 r/
L_\ ‘LX Receiver

Receiver Receiver

Figure 5.6 Multicast Video Distribution (1 sender to 5 receivers)

From Figure 5.6, it can be seen that there is only one copy of the video content traversing
any link, which means the bandwidth required at Link 1 and Link 2 to transmit this video
content has been reduced to one-fifth and one-third, respectively, compared to that
required f“or unicast in Figure 5.5. The sharing of links in multicast results in a substantial
bandwidth savings; that is, multicast can achieve high bandwidth efficiency. However,
the bandwidth efficiency of multicast is achieved at the cost of losing the flexibility of
each receiver being able to negotiate service parameters with the source, which is the
advantage of unicast (Wu, Hou, and Zhang, 2000; 2001).

This lack of flexibility can be compensated by ensuring that heterogeneity is minimised
both at network and receiver level. Removing network heterogeneity and receiver
heterogeneity will ensure that all the users have the same requirements and there would
be no need for individual receiver to individually negotiate service parameters with the
source. Network heterogeneity can be minimized or removed by making sure that the
network nodes such as routers and switches in the network can provide quality of service

support to guarantee bandwidth, delay, jitter, and packet loss for video applications.

5.5.3 Error Control and Concealment

One of the inherent problems with any communication channel is the introduction of
errors to the data being transmitted through it. According to Wang and Zhu (1998)
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transmission errors can be roughly classified into two categories: random bit errors and
ETasure errors. M@m bit errors are caused by the imperfections of physical channels,
which result in bit inversion, bit insertion, and bit deletion. Erasure errors, on the other
hand, can be caused by packet loss, or system failures for a short time (Wang and Zhu,
1998). These ermors of transmission channel can be effectively comrected by charmel
coding methods such as forward error correction (FEC) and automatic repeat request
(ARQ) or a mixture of them (Sullivan and Wiegand, 2005). Both FEC and ARQ channel
coding methods improves the reliability of the information being transferred by adding
additional bits to the transmitted data stream, which of course increases the amount of
data being sent (Bateman, 1999, pp.173-175). These two traditional methods do mot
provide the bounied delay which is required for real-time traffic as a result other types of
error-control mechanisms such as error resilience and error concealment have be
proposed in addition to ARQ and FEC schemes (Wu, Hou, and Zhang, 2000; Stankovié,
Hamzaoui and Xiong, 2003). Most of these schemes add an amount of redundancy at the
waveform-, entropy-, or transpori-coder level (of Figure 5.3), which is referred to as
concealment redundancy (Wang and Zhu, 1998). FEC, ARQ and error resilience are
performed at bothi the source and the receiver side, while error concealment is carried out
only at the receiver side. The location of each error control scheme is depicted in Figure
5.7.
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Figure 5.7 Architecture for Error Control Mechanisms

Figure 5.7 shows that ARQ, which is also referred to as retransmission, deals with error
control from transport perspective; error resilience and error concealment approach error
control from compression perspective; and FEC falls in both transport and compression
domains (Wu, Hou, and Zhang, 2000).

5.5.3.1 Automatic Repeat Request (ARQ) or Retransmission

Automatic repeat request, or retransmission, is the most elementary form of error
correction, which transmit additional bits to the data flow and use those bits at the
receiver to determine whether an error has occurred or not. In the event of the error being
detected, a request for repeat transmission is sent to the transmitter. However, the
feedback error control method used in ARQ is not suitable for real-time video



transmission, sinze extra delay introduced due to acknowledgment and the retransmission
of errored packets is usually unacceptable for video data that must be decoded and
presented in real time (Riley and Richardson, 1997, p.123; Tan and Zakhor, 1999; Wu,
Hou and Zhang.2000; Stankovié, Hamzaoui and Xiong, 2003; Sullivan and Wiegand,
2005).

5.5.3.2 Forward Error Correction (FEC)

Forward error correction has an ability to detect and correct errors without recourse to
retransmission (Bateman, 1999, p.173). Based on the redundant information to be added,
the existing FEC schemes can be classified into three categories: channel coding; source
coding-based FEC (SFEC), and joint source/channel coding. There are two main types or
categories of channel coding-based forward error correction schemes: block coding and
convolutional ccding (Riley and Richardson, 1997, p.132; Bateman, 1999, p.175). Both
types of these FEC schemes append additional redundant parity data to the original data
prior to transmission. If some of the traffic is lost in transit, an FEC scheme allows the
receiver to use the additional redundant parity data to detect and recover the lost data
without retransmissions (Riley and Richardson, 1997, p.132).

FEC has been successfully used in some applications like broadcasting to control the
error rate. This reduction in error rate comes at the expense of increased bandwidth.
Another shortcoraing of FEC is that it can be ineffective when bursty packet losses or
errors, which exceed the FEC codes recovery capability, occur (Wu, Hou and Zhang
2000; Kumar, X} Mandal and Pachanathan, 2006).

5.5.3.3 Error Rqsilience

Error resilient schemes deal with packet loss on the compression layer by considering the
semantic meaning of the compression layer and attempt to limit the scope of damage
caused by the packet loss on the compression layer. The standard error resilient schemes
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are resynchronizition, data partitioning, and data recovery (Arankalle, 2003; Wu, Hou
and Zhang 20003,

Resynchronization

According to Talluri (1998), if the received bitstream is having some errors, a video
decoder that is decoding that corrupted bitstream will lose synchronization with the
encoder; that is, it will be unable to identify the precise location in the image where the
current data belongs. This, if no remedial measures are taken, will cause the quality of the
decoded video to rapidly degrade and become totally unusable (Talluri, 1998).

In order to counter this, the encoder must introduce resynchronization markers in the
video Bitstream at various locations {e.g. beginning of the frame in MPEG -1/2,
H.261/263, or periadically in MPEG 4) so that when the decoder detects an error, it can
hunt for this resynchronization marker to regain synchronization with the encoder,
thereby preventing error propagation across different segments of the video bitstream,
which are separated by the markers. These markers are designed such that they can be
easily distinguished from all other codewords and a small perturbation of these
codewords (Talluri, 1998; Villasenor, Zhang, and Wen, 1999; Wang, Wenger, Wen and
Katsaggelos, 2000; Du, Maeder and Moody, 2003). This is shown in Figure 5.8, below.

Error
@

b
-

Decoding direction === Discarded or lost data

Figure 5.8(a) Decoding video bit stream without resynchronization markers
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" Discarded or lost data
Figure 5.8(b) Decoding video bit stream with resynchronization markers

Data Partitioning

Some bits in the éncoded video bitstream are more important than others within the same
bitstream. For example, DCT coefficients are less important than GOB headers, motion
vectors, aﬁd Macroblock information bits. Hence an error occurred in the received DCT
information has less impact on the decoded quality than bit errors received in group of
block (GOB) headers, motion vectors, and Macroblock information bits. Because of this
unequal data importance within the encoded video bitstream, it is possible to separate the
bitstream into two layers of importance to allow each to be protected according to its
level of importance; that is, unequal error protection (UEP). This technique, which
involves segmenting the bit stream into segments, is called data partitioning
(Katsaggelos, Ishtlaq, Kondi, Hong, Banham and Brailean, 1998). [i helps during the
decoding to prevent the errors occurring in one segment from affecting other segment.

Data Recovery éfsing Reversible Variable Length Coding (RVLC)

" One of the shortcomings of using resynchronization markers alone is that, after detecting
an error in a video bit stream and resynchronizing to the next resynchronization marker,
the video decoder discards all the data between the two resysnchronization markers. This
is due to the fact that the decoder cannot be certain of the exact location, between the two
resynchronization markers, where the error has occurred.



Reversible variable-length codes (RVLCs) alleviates this problem and enable the decoder
to better isolate the error location by enabling data recovery in the presence of errors.
Unlike ordinary YLCs, RVLCs are VLCs that are wrapped in an error correcting code;
that is, they are having the prefix property when decoding them in both the forward and
reverse directions. This enables RVLCs to be uniquely decoded in both forward and
reverse direction. So when a decoder detects an error while decoding a bit stream in a
forward direction, it jumps to the next resynchronization marker and decodes the bit
stream in the backward direction until it encounters an error, and based on the locations
of these two emrors, the decoder can recover some of the data between the two
consecutive resynchronization markers that would '::otherv\rise:= have been discarded
(Talluri, 1998). This is iltustrated in Figure 5.9 below.

Resync.
Error Marker
Decading divection rr———]p. M= Decoding direction
_{FomardDeooding) Discarded or lost data (Backward Decoding)
Figure 5.9 RVLC Decoding

According to Li, Kittitornkun, Hu, Park and Villasenor (2000), RVI;C can be used in
conjunction with data partitioning, where data partitioning is used to separate the less
important information bits from the most important information bits and RVLC is used in
coding the most important information bits so that the decoder is able to recover data
within the erronebus segments (Villasenor, Zhang, and Wen, 1999; Li, Kittitornkun, Hu,
Park and Villasenor, 2600). RVLC has been adopted in both MPEG~4 and H.263, in
conjunction with insertion of synchronized markers (Wang, Wenger, Wen and
Katsaggelos, 2000).
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5.5.3.4 Joint source-channel coding (JSCC)

Joint source-chaznel coding (JSCC) is a hybrid of error control schemes, which uses
source coding and channel coding. The goal of JSCCi is to achieve an optirnum
distribution of source and channel bits between source and channel coders in order to
minimize the effects of errors. For video applications, JSCC consists of three tasks:
finding an optimal bit allocation between source coding and channel coding for a given
channel loss characteristics; designing the source coding to achieve the target source rate;
and designing the channel coding to achieve the required robustness (Wu, Hou and Zhang
2000; Zhai, Eisenberg, Pappas, Berry and Katsaggelos, 2004).

In order to achiewe mininum distortion, JSCC uses a feedback mechanism by which the
source coder choases an optimurn quantizer to achieve target bit rate while the channel
coder adapts to the loss characteristics by using an appropriate number or redundant bits
(Arankalle, 2003). The architecture for ISCC is shown in Figure 5.10.

The receiver monitors the quality of service and infers the channel loss characteristics to
the transmitting side through the feedback control protocol. The joint source/channel
optimiser at the transmitter uses this feedback information to make an optimal rate
allocation between the source and chamnel coding. The allocated optimal rate is conveyed
to both the source and the channel coders. Once the source encoder receives the allocated
rate from the joint source/channel optimiser, it chooses an appropriate guantizer to
achieve the allocated rate. Similarly, when the channel encoder receives the allocated rate
from the joint scurce/charmel optimiser, it chooses a suitable channel code to match the
channel loss characteristics (Wu, Hon and Zhang 2000).

101



"

i :
H :
- Raw Source Source Error :
E Video _ Encoder {Com pression Decoder ™| Conceaiment i
: e ) :
] 4 . '
;* -------- ---z=34 Channel Encoder _____ngﬂl_l!_____ Channel Decoder |-----======== --E
] ]
1] ]
L} ]
: : |  Feedback ;
' ] - 1]
' Joint RTP Control 1
: Source/Channel e A RTP Layer ; '
; Optimiser Domain : —L :
i s QoS :
i ] & 3 ]
E v y E
: IP Layer IP Layer i
L

L 1

e R e
£ s D

Figure 5.10 Architecture for JSCC

5.5.3.5 Error Concealment

Error concealment is implemented at the receiver by the decoder, usually after data
recovery, in order to hide the effects of errors once they have occurred. It improves the
quality of the decoded sequence in the presence of errors when the error rate is not that
high. There are three types of concealment: temporal concealment, spatial concealment,
and motion-compensated concealment. Temporal concealment replaces a corrupted area
with a pixel values in the same location in the previous decoded frame, and it is only
effective if there is a little change from the previous frame. Spatial concealment replaces
the distorted block by a spatial interpolation between adjacent error-free blocks. It is used
for those situations where temporal concealment is not effective, for example, where
there is high motion or scene change. Motion-compensated concealment estimates the
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motion vectors '{.‘br the lost block rather than simple assuming no motion. (Riley and
Richardson, 1997, p.124).

5.5.4 Scalable Video Coding

Most of the communication systems are characterized by heterogeneity both at network
and receiver level. This network heterogeneity and receiver heterogeneity will make the
quality provided by the network to vary depending on the location of the receiver, the
type of the receiver, the particular route of the traffic through the network, and the current
traffic due to the other sources. Secondly, different video applications require different

video qualities.

In order to address for the above-mentioned issues, the source encoder must provide
coded video for a range of different visual qualities and a range of available network
qualities of service. This is possible through scalable or layered coding, where the video
is encoded as a range of layers that contain different components of video information
and at the receiver the decoder can choose to decode a particular subset of these layers in
order to scale the received video to a particular quality. This is illustrated in Figure 5.12,
where the video sequence is encoded at a low quality to form a base layer and the
difference between the coarse quality of the base layer and the full quality of the coded

sequence is encoded as one or more enhancement layers.

Base Layer . Base Layer Low-quality
Decoder i Sequence
Scalable
Encoder [~~71 |Enhancement
! Laver(s} . . .
M " & | Scalable High-quality
LTS Decoder ™ Seauence

Figure 5.11 Architecture of a scalable or layered coding system

The base layer sub-stream can be independently decoded to provide coarse visual quality,
and the other epﬁgncement layer(s) sub-stream can only be decoded together with the
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base sub-stream.-In order to get a quality that is better than the low-quality level, the base
layer must be decoded together with the enhancement layer(s). This layered coding
improves the flexibility of the video communication system to provide video at a range of
spatial and temporal resolutions or visual qualities to compehsate for heterogeneity (Riley
and Richardson, 1997, p. 158; Wu, Hou, and Zhang, 2001; Hua, Tantaoui, and
Tavanapong, 2004; Ohm, 2005). This is illustrated in Figure 5.12, where the raw video
sequence is layered coded into three layers: a base layer (BL), enhancement layer (EL) 1,
and enhancement layer (EL) 2.

£ ]
»

BL BL Decoder  {— o

§
3 EL1
3
[
2
2
8
1773 EL2

Figure 5.12 Layered video coding for different resoluﬁo_ns

Layered coding can also be used to improve the perfc;rmance in the presence of
transmission erTors (Riley and Richardson, 1997, p.158; Ohm, 2005). However, to serve
as an error resilient tool, layered coding must be paired with unequal error protection in
the transport system, so that the base layer is protected more strongly than the
enhancement layers (Wang, Wenger, Wen and Katsaggelos, 2000). Scalability can also
withstand bandwidth variations (Wu, Hou, and Zhang, 2001).

Basically, video scalability consists of signal-to-noise (SNR) scalability, spatial
scalability, and temporal scalability. Each video representation has different significance
and bandwidth requirements. For example, the base layer is more important than the
enhancement layers, however, the enhancement layer requires more transmission

bandwidth due ta its finer quality while the base layer needs less bandwidth due to its
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coarser quality. As a result, SNR, spatial and temporal scalability makes it possible to
transmit the sa:ﬁc video in different representation, or at different rates (that is,
bandwidth scalability) (Mrak, Sprijan, and Grgié, 2001; Wu, Hou, and Zhang, 2001).
Except for the three basic scalabilities mentioned above, there can be other scalabilities
that can be derived by their combinations, such as spatio-temporal scalability. Other
scalability mechanisms include frequency scalability and object-based scalability, and
fine-granular scalability. The difference between the three basic types of scalability
coding is discussed in the following text.

5.5.4.1 SNR Scalability

SNR scalability is defined as the representation of the same video in different SNR or
perceptual. quality. SNR scalability coding quantizes the DCT coefficient to different
levels of accuracy by using different quantization parameters, thus resulting in streams
with different quality levels (Wu, Hou, and Zhang, 2001). Figure 5.13 depicts an SNR-
scalable encoder and a decoder with two-level scalability.

Raw _ Base Layer voded
Video  L2CT Q VIC |7 sub-stream
] 10
Enhancement
Layer coded sub-
Q Vic stream
@
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Figure 5.13 SNR-scalable (2) encoder, (b) decoder

5.5.4.2 Spatial Sealability

Spatial séalability is defined as representing the same video in different spatial
resclutions or sizes. In spatial scalability spatially up-sampled pictures from a lower layer
are used as a prediction in a higher layer. For base layer, the raw video is first spatially
down sampled; that is, selecting few pixels from a couple of pixels and discarding them,
then DCT transformed, quantized, and VLC coded the non-discarded pixels. For
enhancement layers, the raw video is spatially down sampled, DCT transformed, and
quantized at the .base layer. The base—layer image is reconstructed by inverse
quantization and inverse DCT. The base layer image is spatially up-sampled (i.e. making
copies of each pi.xel and transmit together with the original pixels to the next stage) and
then subtracted from the original image to get the residual, which is then DCT
transformed, quantized by a quantization parameter that is smaller than that of the based
layer and coded by VLC. The use of the smaller quantization parameter makes the
enhancement layer to achieve finer quality than the base fayer (Wu, Hou, and Zhang,
2001).

5.5.4.2 Temporaf Scalability

Temporal scalability is defined as representing the same video in different temporal
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resolutions or frame rates. The process of temporal scalable encoding is almost the same
as that of spatial scalable coding. The only difference, however, is that in temporal
scalable codecs, temporal down-sampling and temporal up sampling are used instead of
spatial down sampling and spatial up sampling. That 'is, instead of selecting and
discarding pixels like in spatial down-sampling, the temporal down-sampling, used in
temporal scalability, uses frame skipping, where few frames are selected from a couple of
frames and the selected frames are discarded (Wu, Hou, and Zhang, 2001). For temporal
up-sampling, the codecs make copies of each frame and transmit them together with the
original frames to the next stage, while in spatial up-sampling it is the copy of pixels of
each pixels that are made and transmitted together with the original pixels to the
following stage. Figure 5.14 depicts a spatially/temporally-scalable encoder and a
decoder with two-level scalability.
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Figure 5.14 Spatially/temporally-scalable (a) encoder, (b) decoder
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5.5.5 Making Video Source Adapt to Network Conditions

Although TCP ensures reliable packet delivery, in general it is not suited for real time
traffic due to delays that are introduced by its retransmission, hence most of the
multimedia traffic, especially real-time traffic, is UDP traffic, which does not provide
error handling or congestion control {Arankalle, 2003; Wu, Hou and Zhang 2000). Since
it has already explained that network congestion can cause busty loss and excessive
delay, which can have devastating effects on video presentation quality, some
mechanisms for congestion control need to be implemented in order to reduce packet loss
and delay (Wu, Hou, and Zhang, 2000). One mechanism to minimize the effects of
network congestion is by making the source be able to adapt to the network parameters
(Katsaggelos, Eisenberg, Zhai, Berry, and Pappas, 2005). Wu, Hou, and Zhang proposed
three mechanisms for controlling congestion: rate control, rate-adaptive video encoding,
and rate shaping. The architecture of the congestion control scheme is depicted in Figure
5.15, where a quality of service (QoS) monitor is maintained at the receiver side of the
network to monitor the network congestion status based on the behaviour of the arriving
packets, e.g., packet loss and delay. Such information is used in the feedback control
protocol, which sends information back to the source. Based on this feedback information
the rate control module estimates the avaitable bandwidth and regulates the video output
rate of the video stream according to the estimated network bandwidth {(Wu, Hou, and
Zhang, 2000; Mrak, Sprljan, and Grgi¢, 2001).
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Figure 5.15 Architecture for congestion control
5.5.5.1 Rate Control

Rate control minimizes congestion and packet loss by making the source to send the
video stream at a rate dictated by the available network resources so that no packets will
be discarded due to the traffic exceeding the available bandwidth. There are three
categories of rate control schemes for real-time video: source-based, receiver-based and
hybrid rate control (Wu, Hou, and Zhang, 2000; Mrak, Sprljan, and Grgi¢, 2001).

In the source-based rate control the transmitter is responsible for matching the rate of the
video stream to available network bandwidth. A feedback is employed to convey the
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status of the network, and baséd on the information about the status of the network the
sender regulates the rate of the video stream. That is, the sender adapts the transmission
rae to the status of the network Source-based can be applied to both unicast and
multicast (Wu, Hou, and Zhang, 2000; Mrak, Sprljan, and Grgic, 2001).

In the receiver-based rate control i is the receivm: that regulates the receiving rate of
video. Receiver-based rate control is used in layered multicast video, where adding or
dropping channels (i.e. enhancement layers) accomplishes the regulation of receiving
rate. For example, when no congestion is detected, the receiver adds an enhancement
layer to increase the receiving rate, and when congestion is detected, the receiver drops a
layer, resulting in reduction of its receiving rate (Wu, Hou, and Zhang, 2000; Mrak,
Sprljan, and Grgi¢, 2001).

In hybrid rate control, both the sender and the receiver are involved. The receiver
regulates the receiving rate by adding or dropping channels or enhancement layers while
the sender adjusts the transmission rate of each layer based on information from the
receivers. Like receiver-based rate control, hybrid rate control is targeted at multicast
video (Wu, Hou, and Zhang, 2000; Mrak, Sprljan, and Grgi¢, 2001).

5.55.2 Rate-Adaptive Video Encoding

The objective of the rate-adaptive video encoding is to maximize the perceptual video
quality under a given encoding rate, which can be either fixed or dynamically changing
based on the network congestion status. This adaptation can be achieved by the alteration
of the encoder’s Quantization parameter and/or the alteration of the video frame rate.
Alteration of the frame rate is achieved by skipping a frame at the encoder so that the
time that was going to be used by the skipped frame can be used by coded bits of the
previous frame, thereby reducing the buffer level (Wu, Hou, and Zhang, 2000).
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5.5.5.3 Rate Shaping

According to Eleftheriadis and Batra, rate shaping can be defined as an operation, which,
given an input compressed video bit strearn and a set of rate constraints, produces another
compressed video bit stream that complies with these constraints (Eleftheriadis and Batra,
2003). Rate shaping plays an important role in transmitting compressed video on a
network with dynamic bandwidth. According to Wu, Hou, and Zhang (2000), rate
shaping is a technique used to adapt the rate of compressed video bit streams to the target
rate constraint. Figure 5.15 depicts a rate shaper as an interface, or bitstream filter,
between the video encoder and the network, through which the encoder’s output can be
matched to the avaifable bandwidth. Rate shaping can either be implemented at
compression domain or transport domain as illustrated in Figure 5.15.

One typic;:ll example of implementing rate shaping at compression domain is dynamic
rate shaping. The concept of dynamic rate shaping (DRS) was introduced in early 1995 as
a technique to adapt the rate of compressed video bit streams to dynamically varying bit
rate constraints. DRS bridges the gap between constant and variable bit rate video,
allowing a continuum of possibilities between the two. It provides bit stream filtering to
perfectly match the encoder’s output to the network’s quality of service characteristics
(Eleftheriadis and Batra, 2003). Figure 5.16 illustrates the dynamic rate shaping
operation, where B and B* are the bit rate of the encoded video bit stream before and
after transcoding, respectively, and By is the constraint rate of the network over which the
output bit stream is transmitted.

Coded video bit stream (y) Dynamic Rate Coded video bit stream (y*)
B (1) kbps —¥ Shaper > B*(t) kbps
Constraint
Br (1)

Figure 5.16. Dynamic rate shaping operation

The objective of a rate shaping algorithm is to minimize the conversion distortion; that is,
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where || . || denotes the squared error criterion, y is the bit stream before transcoding and
y* is the bit stream after transcoding. '

There are two ways to reduce the rate for motion-compensated block-based transform
coding technigues:

» Modifying the quantized transform coefficients by employing coarser
quantization (i.e. requantization)
o Fliminating transform coefficients, which is selective discarding of coefficients

Both schemes can be used to perform rate shaping; requantization, however, leads to
recording-like algorithms, which are not amenable to very fast implementation
(Eleftheriadis, and Anastassiou, 1995) that is required in real-time applications.
Eliminating transform coefficient scheme, which is also known as selective-transmission,
can be categorized into two: truncation, and arbitrary selection. In truncation case, a set
of DCT coefficients at the end of the block is eliminated. This approach is referred to as
constrained DRS (CDRS). In arbitrary selection case, DCT coefficients are arbifrary
sefected for elimination from bitstream. This approach is referred to as general or
unconstrained DRS (GDRS) (Eleftheriadis, and Anastassiou, 1995; Eleftheriadis and
Batra, 2003).

5.5.6 Prioritise and Protecting Video Traffic

In a multiservice network or converged network, video applications must battle for
bandwidth with other applications, causing latency, delay variations, packet loss, and
other problems that can jeopardize the quality of video over IP services. In order to
provide quality transmission to coded digital video the communication network is
required to monitor, control, and provide network resources so that the video traffic can
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be protected and controlled.

In the previous chapter, the best effort debilities of IP-based networks were highlighted,
and some mechanisms to make IP suitable for real-time applications were also discussed.
These mechanisms or technologies, which included IntServ, DiffServ, and MPLS, are
used to provide QoS to real-time traffic. All the three mechanisms are able to gnarantee
the appropriate QoS treatment to real-time traffic conceming its special delay, jitter,
packet loss and bandwidth requirements. However, it was also highlighted in the previous
chapter that IntServ suffers from scalability problems. Hence in this study the
combination of DiffServ and MPLS will be constdered for the core network. Where
DiffServ is used to divide traffic into a small number of classes with each class being
identified by a mark called DSCP, which is carried in the six-bit differentiated field of the
TP header; and MPLS is used for traffic engineering and for offering efficient IP QoS
services over diverse layer-two backbone networks (Patrikakis, Despotopoulos,
Rompotis, Boukouvalas, Pediaditis and Lambiris, 2003).

The reason for suggesting the adoption of a combination of DiffServ and MPLS, is that,
though MPLS offers traffic engineering and great savings in terms of switching speed, it
still lacks an effort to distinguish among the flows of different delay characteristics, and
drop precedence in order to provide real quality of service guarantees (Saad, Yang, Yu,
Makrakis, Groza, and Petru, 2001). Secondly, using DiffServ alone cannot guarantee QoS
since DiffServ does not influence a packet path, and therefore during a congestion or
failure, even high-priority packets would not get guaranteed bandwidth. Pairing MPLS
with DiffServ can compensate these downsides, so that DiffServ can be responsible for
classifying the traffic according to different flow characteristics, while MPLS is
responsible for providing a connection-oriented environment that enables traffic

engineering.
DiffServ defines Classes of Service (CoS), called aggregates, and QoS resource

management functions with node-based, or per-hop, operation. The CoS definitions
include a behaviour aggregate (BA) which has a specific requirements for scheduling and
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packet discarding, and an ordered aggregate (OA) which performs classification based on
scheduling requirements only, and may include several drop precedence values as
mentioned in the previous chapter. Thus, OA is a coarser classification than a BA and
may include several BAs. DiffServ offers per hop behaviour (PHB) to BA, which
includes scheduling and packet discarding, and PHB scheduling class (PSC) to OA,
which only concerns scheduling. The value of the DSCP field is used to specify a BA (or
class), which is used by DiffServ-comphant nodes for choosing the appropriate PHB (or a
queue servicing treatment). Fourteen PHBs have been defined: one for expedited
forwarding (EF), twelve for assured forwarding (AF), and one for Default (or Best Effort)
PHB. The twelve AF PHBs are divided into four PSCs, and each of the PSCs consists of
three sub-behaviours, which are related to different packet discarding treatment.

As discussed in the previous chapter, MPLS provides fast packet switching and an
opportunity for traffic engineering, resulting in better utilization of network resources
such as link capacity as well as the ability to adapt to node and link failures. To deploy
MPLS in an IP-based network, the MPLS Shim header is inserted between the link layer
and network layer headers as shown in Figure 4.6 (previous chapter). It was also
mentioned in chapter four that this Shim header contains four fields: Label field, CoS or
EXP field, S field, and TTL ficld. Label field is used for identifying the FEC, which is a
group of packets that are forwarded to the same next hop, specified by the Next Hop
Label Forwarding Entry (NHLFE). The CoS or EXP field is used to select the appropriate
PHB for the packet.

5.5.6.1 MPLS with DiffServ

According to Fineberg [2003], there are two conditions that are necessary for QoS:
guaranteed bandwidth, and class-related scheduling and packet discarding treatment.
DiffServ only safisfies the second condition, but not the first. In order to satisfy the first
condition we need to supplement DiffServ with MPLS. MPLS allows the implementation
of traffic engineering in networks to achieve bandwidth assurance, diverse routing, load
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balancing, path redundancy, and other services that lead to QoS (Fineberg, 2003). Thus,
the combination of DiffServ-based classification and per-hop behaviours with MPLS-
based traffic engineering will lead to true QoS in packet backbones.

However, there are two basic challenges when combining MPLS and DiffServ, which
need to be addressed in order to fully support DiffServ in an MPLS network. First, the
DiffServ’s DSCP is carried in the IP header, but the MPLS routers (LSRs) only examine
the label header. Second, the DSCP uses 6 bits to identify a PHB associated with a
packet, while MPLS’s CoS or EXP field has only 3 bits to specify the PHB for the packet
(Law and Raghavan, 2001; Minei, 2004). To overcome these challenges, RFC 3270
defines two types of LSPs for use in MPLS-DiffServ network: EXP-Inferred-PSC LSPs
(E-LSPs) and Label-Only-Inferred-PSC LSPs (L-LSPs). '

Mapping Between DiffServ IP Headers and MPLS Shim Headers

In E-LSP, a Iabel is used as the indication of the FEC destination, and the 3-bit CoS or
Exp field of the MPLS Shim header is used by the LSR to determine the PHB to be
applied to the packet, including both scheduling and the drop precedence (or priority). E-
LSP can carry packets with up to eight distinct PHB in a single LSP (Law and Raghavan,
2001; Le Faucheur et al., 2002; Fineberg, 2003; Minei, 2004). Figure 5.17 shows the
mapping between IP header with DiffServ and MPLS shim header for E-LSP

Other 5 fields of the IP header DSCP
PSC Drop

[ 3

4

Label (LSP = several OA) EXP

Figure 5.17. Mapping between IP header and MPLS shim header for E-LSP
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L-LSP is designed for networks that support more than eight PHBs, where the three bits
of the Exp field alone are not enough to carry all the necessary information for
distinguishing between the PHBs. The only other field in the MPLS shim header that can
be used for distinguishing between the PHBs is the label field itself, hence in an L-1LSP,
the label is used as an indication of both the FEC destination and its scheduling priority,
while the Exp field is used only for the indication of the drop precedence. Thus, in L-
LSP, the PHB is determined from both the label and Exp bits (Law and Raghavan, 2001;
Le Faucheur et al., 2002; Fineberg, 2003; Minei, 2004). Figure 5.18 shows the mapping
between IP header with DiffServ and MPLS shim header for L-LSP.

Other 5 fields of the IP header DSCP
PSC Drop

OA

BA

F A

Label (LSP = several OA) EXP

Figure 5.18. Mapping between IP header and MPLS shim header for L-LSP

The following table, Table 5.1, summarizes the differences between E-LSPs and L-LSPs.

Table 5.1 Differences between E-LSPs and L-LSPs.

E-LSP L-LSP

PHB is determined by the Exp bits PHB is determined by the label and Exp
: bits together

Can carry traffic with up to 8 distinct | A single PHB per LSP or several PHBs
PHBs in a single LSP with the same scheduling regimen and
different drop priorities

No signalling required to convey the PHB | The PHB information needs to be
mformation signalled when the LSP is established

Up to 8 PHBs can be supported in the | Any number of PHBs can be supported in
network when only E-LSPs are used. | the network

However, E-LSPs can be used in
conjunction with I-LSPs when more
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[PHBsgrerequired | 1

DiffServ-Aware MPLS Traffic Engincering (DS-TE)

MPLS traffic engineering (MPLS-TE) is used in networks to achieve performance
objectives such as bandwidth assurance, diverse routing, load balancing, path
redundancy, and other services that lead to QoS. If the LSRs in the MPLS network are
DiffServ-cnabled, it is possible to engineer the network with traffic engineering that is

_ applied on a per<class basis. This type of traffic engineering is referred to as DiffServ-
aware MPLS traffic engineering (DS-TE). The essential goal of DS-TE is to guarantee
network resources separately for each type of traffic in order to improve and optimise its
compliance with QoS requirements (Minei, 2004). This makes it possible to establish
separate LSPs for different classes, taking into consideration resources available to each
class. For example, a separate LSP can be established for each type of real-time or
premium traffic, and these LSPs can be given higher priority than other LSPs (Goode,
2002).

DS-TE enables the introduction of the concept of LSP priorities, where some LSPs are
marked as more important than others, and it also allows the more important LSPs to be
able to confiscate resources from the less important LSPs; that is, pre-empting the less
important LSPs. This is done to ensure that important LSP always establishes along the
optimal path regardless of the existing reservations, and when LSP needs to reroute in the
event of node or link failure, important LSPs have a better chance of finding an alterative
path. It is also done to ensure that when high-priority-bandwidth is not needed for real-
time traffic, it can be uvsed for lower priority class of traffic that is carried on less
important LSPs (Goode, 2002; Minei, 2004). Each LSP has two priorities associated with
it: a setup priority and a hold priority. The setup priority controls access to the resources
for an LSP at the time of LSP establishment, and the hold priority control access to the
resources for an LSP that is already established.

The fundamental requirement for DS-TE is to be able to enforce different limits on the
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percentage of a link’s bandwidth for different sets of aggregation of traffic flows of the
same class, which are placed inside an LSP; that is, DS-TE must enforce different
bandwidth constraints (BCs) to different sets of traffic trunks (TT). This implies keeping
track of how much bandwidth is available for each type of traffic at 2 given time on all
the routers throughout the MPLS network. To address this, Le Faucheur and Lai
introduced the concept of a class type (CT), which is the set of traffic trunks crossing a
link, that are governed by a specific set of bandwidth constraints. This CT is used for the
purpose of link bandwidth allocation, constraint based routing and admission control.
Onge a traffic trunk has been assigned to a CT it will remain an element of that same CT
on all links. Each CT may carry traffic from more than one class of service (RFC 3564,
2003).

According to RFC 3564, the DS-TE solution must support up to 8 CTs. Those 8 CTs are
referred to as CTc¢, 0 =c =MaxCT-1 = 7, that is, CT0 through CT7. The DS-TE solution
must enforce a different set of bandwidth constraint for each CT, and a DS-TE
implementation must support at least 2 CTs. LSPs that are traffic engineered to guarantee
bandwidth from a particular CT are referred to as DS-TE LSPs, and in current IETF
model, a DS-TE LSP can only carry traffic from on CT. By convention the best effort
traffic is mapped to CTO0.

5.5.6.2 Traffic Protection

Once the high-priority traffic has been classified and the important LSPs have been
established, the high-priority or premium traffic can be mapped on these important [.SP
to all it to utilize the resources available for the premium class. To make sure that this
premium traffic is less affected by route failures, the important LSP will have Fast
Reroute enabled so that when there is a route failure the premium traffic can be switched
to the protection LSP, which is established around the ‘working’ or operational LSP as an
alternative route in the event of any link/s or router/s along the working LSP fail. This
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traffic protection and fast rerouting is essential for applications that cannot tolerate packet
loss in order to make sure that premium traffic is less affected by route failures.

5.6 IN SUMMARY

This chapter was about quality video transmission using IP-based network; that is video
over IP. Firstly, the author introduces video applications using IP-based networks and
how they can be integrated into healthcare system to provide telemedicine services such
as teleconsultation, tele-diagnosis, training, CME, etc. These services include video
conferencing, video-on-demand and video broadcast. Secondly, the issue of quality video
is introduced. Thirdly, digitised video including compression and encoding for low bit
rates was introduced. Under video coding, three standards that can produce low bit rates
were discussed, and these include H.263, MPEG-4 and H.264. Fourthly, factors that are
affecting the quality of video transmission were discussed. These included transmission
bandwidth, latency, jitter, errors and losses. Lastly, approaches to ensure quality video
transmission were discussed. These approaches included video encoding scheme that will
produce a low bit rate without compromising much on quality in order to enable the
video transmission over small bandwidth; video delivery or distribution method that will
'utilise the bandwidth efficiently; error control and concealment to address losses and
errors introduced by the communication network; scalable coding to address
heterogeneity both at network and receiver level; making the video source to be able to
adapt to network conditions to address bandwidth fluctuations and congestion, and
prioritising and protecting video traffic using the QoS and traffic engineering
mechanisms introduced in the previous chapter to provide solutions for quality video
transmission.

To conclude the chapter, the next chapter is introduced, which is about modeling and
simulation in order to validate the proposed solutions to quality video transmission.
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CHAPTER 6

6. MODELLING AND SIMULATION

6.1 INTRODUCTION

When designing a new communication network, it is desirable to be able to predict its
level of performance before implementing it. This chapter briefly reviews some of the
methods used to predict performance. After reviewing the methods, implementation of
these methods will be done in order to evaluate and validate the proposed system.

These methods include modelling and simulations (Walrad, 1998, p.270), which are the
most commonly used by performance analysts to represent constraints and optimise
performméce. In this study the following are going to be used for performance analysis:

)] Mathematical analysis for analyzing mathematically the simplified models of
communication systems,

(i)  Matlab and Simulink for modelling and analyzing communication system

(ili) Network Simulator (ns) to simulate the networking environment

6.1.1 Models as Tools

In this study the term model wili be used for something which represents a system, or
part of the system, in the form which allows the making of prediction about the behaviour
of the complete or part of the system. That is, a model will be used as an abstraction and
approximation of the system, which is an attempt to distil from the mass details of the
system those aspects that are more essential to the system’s behaviour. The accuracy of
these predictions will depend on the detail invested in the model; that is, a very crude
model will suffice where only an approximate or relative measure of the behaviour of the
system is analysed, whereas a more detailed model is needed for crucial analysis. Thus,
the development of the mode)] and the representation of the system ranges from the very
abstract, in which the behaviour of the system can be captured by a single equation, to the
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6.1.2 Performance Evaluation

Performance evaluation is concerned with the description, analysis and optimisation of
the dynamic behaviour of a communication system. It involves the investigation of the
flow of data and control information within and between components of the system. The
aim is to understand the behaviour of the system and identify the aspects of the system,
which are sensitive from the performance perspective. Performance evaluation can be
used to evaluate the design and its alternatives, to determine the optimal value of a
parameter or parameters, to find a performance bottleneck, to characterise the load of the
system, to determine the number and the size of the components of the system, and to
predict the performance at future loads (Hillston, 2002). -

There are a variety of measures or indices to characterise the behaviour of the system,
however, in this study the emphasis is going to be on those that influence quality of
service of video transmission over IP. These include throughput (usually specified as
bandwidth), delay (latency), delay variations (jitter), loss, and reliability.

The modelling approach that is going to be used in this study is divide-and-conquer; that
is, each component of the system is going to be modelled separately, and then the
resulting model is the combiﬁaﬁon of these components. Since the main aim of modelling
is for performance, the elements that will be modelled arc those that affect the
performance of the system, which include the source models and the network elements.
The principles that will be used in modelling ini this study will be as follows:

e Use the big picture to find the most important parts of the system, and areas of
interest
e Break the system into smaller parts and construct small basic models
. Decide what results and performance is required
e Include in these small basic model only the detail that effects the results of
modelling _ _ -
e Integrate the small basic models into a more detailed model for credibility
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6.2 VIDEO COMMUNICATION SYSTEM

In chapter five it was mentioned that, in order to transmit video over packet networks, the
input video must be compressed to save bandwidth using the source encoder, channel
coded, packetized and/or modulated, and at the receiver side, the inverse operations are
performed in order to reconstruct and display the video signal (Wang and Zhu, 1998). A
functional block diagram for a video communications systemr was also shown in Figure
53.

According to Riley and Richardson (1997, p.198), the overall quality of communications
is influenced at a number of stages of the video communication system: encoding,
protocol processing, transmission, and decoding. This means that in order to fully model
the video communication system all these components of the communication systems
must be considered.

6.3 MODELLING TRAFFIC SOURCES

According to Ghanbari, Hughes, Sinclair and Eade (1997, p.240), packet networks are

- variable bit-rate (VBR) systems that offer bandwidth on demand; that is, the resources of
the network are engaged by the source only when ﬁackcts are to be transmitted. So to
estimate the performance of the network by analysis and/or simulation, it is therefore
necessary to specify both the statistics of the sources generating the information to be
tranémitted and the rules for assembling the information (Ghanbari, Hughes, Sinclair and
" Eade, 1997, p.240).

The goal of source traffic modelling is to find a traffic model, defined by a small set of
statistics, that can still capture the significant statistical information of the real modelled
traffic, so that an accurate queucing performance evaluation can be obtained if the model
. is used as input into a queveing system instead of the real traffic (Tatipamula and
Khasnabish, 1998, p.133). Source traffic modelling involves characterizing and building
mathematical models that mimic the source traffic characteristics. These traffic models
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can be used for performance analysis in simulation. In this section the characterizing and
modeiling of traffic sources that is foreseen to be on the network is going to be done.
Though all the three foreseen traffic sources (voice, data, and video) are going to be
covered, the emphasis placed on video type traffic and the others are going to be covered
briefly. Modelling video source depends on the coding technique used, and on the video
application itself. For example, it was mentioned in the previous chapter that H.264 will
generate low bit-rates than most of the existing coding techniques, and interactive video
application will be different from entertaining video programs, which include action
packed sports and movies. In this study the emphasis is going to be on H.264 (MPEG4
'AVC) video encoding standard.

6.3.1 Video Characterization

Video, like voice, is natural bursty but can be manipulated to give a constant output bit
rate. Due to its bandwidth requirements, video is first compressed by a video encoder
before it is transmitted in order to save bandwidth. The output of the video encoder will
change as the information content of the picture changes. For example, only the initial
scene’s full encoded information needs to be transmitted in fufl and thereafter only the
small updating changes are necessary to reproduce the succeeding frames. This results in
a bit-rate that varies widely. The variable bit rate (VBR) output from the video encoder is_
also a function of how quick the movements are occurring in the picture. For example,
sudden movements in the picture or scene changes will generate high bit rate than a slow
moving picture, a ‘talking head’ or a caption, while small changes in the picture or scene
will result in low bit rates (Murphy and Teahen, 1994; Ghanbari, Hughes,- Sinclair and
Eade, 1997, p.242).

Generally, there are three different methods to characterize encoded video for the purpose
of network performance evaluation: video bit stream, video traffic trace, and video traffic
model (Seeling, Reisslein and Kulapala, 2004). Each of these methods has its strengths
and weaknesses, as discussed below. )
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7 6.3.1.1 Video bit stream

The video bit stream is generated using a video encoder, and it contains the complete
video information. The traffic characterization such as frame size or number of bits per
frame can be obtained by measuring or by parsing the bit stream. The advantage of the
video bit stream is that it allows for network experiments where the quality of the
transmitted video, after suffering losses in the network, can be evaluated. The video bit
stream can be either compressed or uncompressed. However, uncompressed bit stream
are very large in size, hence the video bit streams that are transmitted through the
network are compressed in order to save bandwidth. The major problem with video bit
stream 1s that you need video encoders to generate them, which are usnally proprietary
and/or protected by copyright. This limits the access of other researchers to their
availability (Seeling, Reisslein and Kulapala, 2004).

63.1.2 Video traffic trace

Unlike video bit streams, which consists of the actual bits carrying the video information,
the video traffic traces only give the number of bits used for the encoding of the
individual video frames, hence are sometimes referred to as frame size traces (Reisslein,
Lassetter, Ratnam, Lotfallah, Fitzek and Panchanathan, 2002). Video traces can be used
as alternative to video bit streams, thus eliminating the copyright issues.

A general video trace structure gives some, or all, the following quantities:
e Frame number, n
e Cumulative display time 7,
e Frame type (I, P, or B)
e _Frame size X, ‘
e Luminance quality Q! (in dB)
* Hue quality 07 (in dB)
« Saturation quality Q7 (in dB)
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These quantities are given in ASCII format with one video frame per line, and the last
three quantities denote the quality in terms of the Peak Signal to Noise Ratio (PSNR) of
the colour components: luminance (¥) and two chrominance components hue (U) and
saturation (V) of the encoded video frame n in decibels. Table 6.1 shows an excerpt of a
H.264 trace file of ‘talking head” encoding.

Table 6.1 Excerpt of a H.264 trace file of ‘talking head’ encoding.

Frame

number | type offset time size
0 I 0x0000000000000178 | 00:00.0 | 3384
1 P 0x0000000000000¢b0 | 00:00.0 | 376

2 P 0x0000000000001028 | 00:00.1 188

3 P | 0x00000000000010e4 | 00:00.1 188

4 P 0x00000000000011a0 | 00:00.2| 188

5 P 0x0000000600000125¢ | 00:00.2 | 188

6 P 0x0000000000001318 | 00:00.2 | 188

7 P 0x00000000000013d4 | 00:00.3 | 188

8 P 0x0000000000001490 | 00:00.3 | 188

9 P 0x000000000000154¢ | 00:00.4 | 752

10 P 0x000000000000183¢c | 00:004{ 188

11 P 0x00000000000018£8 | 00:00.4 | 188

12 P 0x00000000000019b4 | 00:00.5| 376

6.3.1.3 Video traffic model

A traffic model is derived or developed from video traffic traces. This development is
based on the statistical properties of a set of video trace samples of the real video traffic.
For example, if the number of frames in a given trace is N, then the mean, coefficient of
variation and autocorrelation are as follows (Fitzek and Reissslein 2000; Reisslein,
Lassetter, Ratnam, Lotfallah, Fitzek and Panchanathan, 2002):

The sample mean X of a frame size trace is
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X= X (6.1)
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The sample variance S2 of the frame size trace is

I N4

sz =}V-—~Z(X,, -xf 62)

-1 n=0
Substituting Equation (6.1) for X, equation (6.2) becomes
\ 1 |, 1w 2
Sy=——| DX, —| ) X . 6.3
X N -1 Z.; n N (; * ) ( )

The coefficient of variation Co¥y

o, =§§- (64
The maximum frame size X, is h
m=os::xN-1X" ©9)
The autocorrelation coefficient ?x(k) for 1-;g k, k =0,1,2,...,N-1,is
=g 2 . _}Ef %) (66)

The goal of the video traffic model is to capture the essential properties of the real traffic
in an accurate, computationally efficient, and preferable mathematically tractable
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description that should also be parsimonious; that is, require only a small number of
parameters. The developed model is verified by comparing the traffic it generates with
the video traces, and if the model is deemed sufficiently accurate, it can be used for
mathematical analysis of networks, for model driven simulation and also for generating
so called virtual or synthetic video traces (Seeling, Reisslein and Kulapala, 2004).

6.3.1.4 Generation of Video Traffic for Performance Analysis

Two videos are captured: one is ‘talking head’, which is a person sitting in front of a
webcam, and another one is a movie called ‘“Mr. Bones” by Leon Schustler.

(a) Talking head
Figure 6.1 Captured Videos

‘Talking head’ is captured using a camera and the captured video frames are stored on a
disk as Common Intermediate Format (CIF) with 352 pels in the horizontal direction and
288 pels in the vertical direction (i.e. 352x288 pels) and as well as Quarter Common
Intermediate Format (QCIF) with 176 pels in the horizontal direction and 144 pels in the
vertical direction (i.e. 176x144 pels). “Mr. Bones’ is captured from a DVD player and the
captured video frames are also stored on the disk as Standard Image Format (also known
as Standard Interchange Format or Source Input Format) (SIF) with 384 pels in the
horizontal direction and 288 pels in the vertical direction (i.e. 384x288 pels). In all the
three frame formats, each video frame is divided into three components, which are the
luminance component (Y), and two chrominance components: hue (U) and intensity (or
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saturation) (V). This YUV information is grabbed at a certain rate, which is called the
frame rate.

One of the advantages of using YUV is that the chroma channels can have a lower
sampling rate than the Y channel without a dramatic degradation of the perceptual
quality. A notation called the A:B:C notation is used to describe how often U and V-are
sampled relative to Y, for example:

. 4:4:4 means no down-sampling of the chroma channels.

. 4:2:2 means 2:1 horizontal down-sampling, with no vertical down-sampling.
Every scan line contains four Y samples for every two U or V samples.

. 4:2:0 means 2:1 horizontal down-sampling, with 2:1 vertical down-sampling.

. 4:1:1 means 4:1 horizontal down-sampling, with no vertical down-sampling.

Every scan line contains four Y samples for every U or V sample.

In this study 4:2:2 sampling, as defined in ITU-R Recommendation BT.601, is used for
the “talking head’ video, and for ‘Mr. bones’ video, a 4:1:1 sampling is used. Figure 6.2
shows the sampling grids defined by these standards, where luma samples are represented

by a cross, and chroma samples are represented by a circle.

IR

XX XX
R
XX X X

Figure 6.2 YUV 4:2:2 sample positions
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The videos were captured as uncompressed YUV information using Asymetrix DVP
Capture 4.0 sofiware. However, due to its inefficiency (dropping of about 50 % of frames
while capturing), there was a change to other software packages: Ulead VideoStudio 8
_ software and Pure Motion Capture software, which proved to be more efficient than the
Asymetrix DVP capture software, becavse when they were used there was no dropping of
even a single frame during capturing. The Ulead VideoStudio is used for capturing the
‘talking head’ video from the webcam, whereas the Pure Motion Capture software
together with Brooktree Fusion Video card were used to capture ‘Mr. Bones” movie from
a DVD player. The resulting YUV information is grabbed at a frame rate of 25
frames/second and stored on the disk. For CIF the video runs for 180 seconds (3
minutes), for QCIF the video runs for 300 seconds (5 ﬁnutm), and for SIF the video runs 7

for 181 seconds (3 minutes and 1 second).

Both QCIF and CIF formats use 4:2:2 chrominance sampling and quantization into 16
bits. This means that each macro-pixel is two pixels encoded as four consecutive bytes.
This results in horizontal down-sampling of the chroma by a factor of two, thus
producing the following number of pels per frame '

No.of pels/frame for 4:2:2=(W x H )+ Z(;,;-x H) 6.7
ForCIF:r =352x288+2x3—;2-x288
= 202752 pels per frame
176

FOI‘QCIFZ =176X144+2x7x144

= 50688 pels per frame
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SIF format use 4:1:1 chrominance sampling and quantization into 16 bits. This will
produce the following number of pels per frame

W ] 6.8)

No.of pels/framefor4:1:1= (7 x H)+ 75

=384x288+2x3~§ix-2£ﬁ

=165888 pels per frame

These YUV frame sequences are used as inputs for the H.264 encoders: one with an
average rate of 64 kbps and another with an average rate of 660 kbps. However, after
decoding and replaying the videos it was found that the quality for decoded ‘“Mr. Bones’
(which was encoded at 64kbps) is very poor, hence the low bit rate was changed from 64
kbps to 150 kbps for “Mr. Bones’. For each encoded output, a corresponding trace file is
generated. From these trace files video traffic metrics are retrieved. These retrieved
metrics are then used for the statistical analysis of the recorded video signal. This whole
process is depicted in Figure 6.3.
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Figure 6.3 Video traffic generation

. 6.3.1.5 Encoding approach

The three YUV frame sequences are encoded into H.264 bit streams using MainConcept
H.264/AVC encoder v2 software at two target bit rates: 64 kbps (or 150 for ‘Mr Bones’)
(low) and 600 kbps (high). The video type is set to H.264 Baseline, stream type to
program video, video mode to NTSC for ‘talking head’ and to PAL for ‘Mr. Bones’,
video width to 176 for QCIF, 352 for CIF format (‘the talking head’) and 384 for ‘Mr.
Bones’, video height to 144 for QCIF, 288 for CIF format and “Mr. Bones’, frame rate to
25 fps, frame/field encoding to progressive, bit rate ﬁmde to variable bit rate, and
quantization is set to ‘best. For low bit rate, bit rate is set toA64 kbps (or 150 for ‘Mr
" Bones’), average bit rate to 64 kbps (or 150 for ‘Mr Bones’), and maximum bit rate to
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120 kbps (or 250 for ‘Mr. Bones’) and for high bit rate the bit rate is set to 600 kbps,
average bit rate to 600 kbps and maximum bit rate to 1200 kbps.

6.3.1.6 Extraction of the properties of uncompressed YUV information

The summary of the details of the properties of the captured videos are given in Table 6.2

below.

Table 6.3a Statistical properties of uncompressed videos

Talking head CIF format

Talking head QCIF format

Mr. Bones SIF format

File Size : 892.905 Mbytes

[Movie]
Valid : Yes [AVI]
Duration : 00:03:00

Movie complete : Yes

[Video] |

: Rc;solution: 3352x288
Codec : MS YUV 4:2:2
FPS:2500 -

Video Sample Size: 16 bits

File Size : 366.656 Mbytes

[Movie]
Valid ; Yes [AVI]
Duration : 00:05:00

Movie complete : Yes

[Video}]

Resolution : 176x144
Codec : MS YUV 4:2:2
FPS: éS.OO

Video Sample Size: 16 bits

File Size : 754.294 Mbytes

[Movie]
Valid : Yes [AVI]
Duration : 00:03:01

Movie complete : Yes

[Video]

Resolution : 384x288
Codec : BT YUV 4:1:1
FPS: 25.0b

Video Sample Size: 12 bits
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6.3.1.7 Extraction of the parameters of compressed video

The six encoded H.264 bit streams are analyzed using Elecard StreamEye tool, and the
summary of the statistical properties of the encoded video is given in Table 6.3.

Table 6.3a Statistical properties of ‘talking head’ compressed video

Encoded CIF | Encoded CIF | Encoded QCIF | Encoded QCIF
(600 kbps avg) | (64 kbpsavg) | (600 kbpsavg) | (64 kbps avg)
Video Stream Type | AVC/H264 | AVC/H264 AVC/H.264 AVC/H.264
| Resotution 352x288 352x288 176x144 176x144
Profile: Level Baseline:31 Baseline:31 Baseline:31 Baseline:él
AsI;ectRatio 12:11 12:11 12:11 12:11
Frames Count 4 501 4501 7502 7502
Max Frame Size 24 576 5264 - 11092 4324
Min Fran;e Size 0 188 188 188
File Size 13 740 036 4016 244 47567572 6717 428
_ 25.00 25.00 25.00 25.00
Frame Rate Declared
ﬁ 25.00 25.00 25.00
Real - 25.00
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Table 6.3b Statistical properties of ‘Mr. Bones’ compressed video

Encoded SIF | Encoded SIF

(600 kbps avg) | (150 kbps avg)
Video Stream Type AVC/H.264 AVC/H 264
Resolution 384x288 384x288
Profile; Level Baseline:31 Baseline:31
Aspect Ratio 1:1 1:1
Frames Count 4532 4532
Max Frame Size 43 008 14 336
Min Frame Size 0 1
File Size 13 824 004 3 433 652
Frame Rate Declared 25.00 25.00
Real 25.00 25.00

6.3.1.8 Statistical Analysis

Now that the videos has been captured and encoded, it is time to do statistical analysis of
~the captured uncompressed videos (YUV), encoded videos and their traces.
6.3.1.9 Statistical Analysis of YUV Information

With a frame rate of 25 frames/second, 16 bits quantization for QCIF and CIF, and 12
bits quantization for SIF, the bit rate of the YUV information is equal to
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No. of pels/framex No. of bits/pels x frame rate (6.9)

Therefore, for QCIF bit rate is
=50688x16x25
=20.275Mbps
For CIF the bit rate is
=202752x16x25
=81.101Mbps
For SIF the bit rate is
=165888x12x25
=49.766 Mbps

and the size of the captured video is equal to

No.of frames x size of 1 frame (6.10)
where total number of frames captured will be the product of the duration of the video
and the frame rate. That is,

No.of frames = duration of videox frame rate 6.11)

For CIF: Number of frames =180s5x%25 frames/s
= 4500 frames

" For QCIF: Number of frames = 300s x 25 frames/ s
= 7500 frames

For SIF: Number of frames =181sx25 frames/s

136



= 4525 frames

Re-arranging equation 6.10 and making size of the frame the subject of the formula, it is
possible to determine the size of the frame for each format as follows:

Size of uncompressed YUV information in bytes

size of the frame =
Total number of frames

For QCIF frame size is:
i 366.656Mbytes
7500
= 48.88Tkbytes

For CIF frame size is:

892.905Mbytes
4500

=198.423kbytes

For STF frame size is:

754.294Mbytes
4525

=166.695kbytes -

6.3.1.10 Statistical Analysis of H.264 and its Traces

After the YUV sequence is encoded the size of the QCIF video is reduced from 366.656
MB (YUV) to 6.717 MB (for 64 kbps average bit rate) and 47.567 MB (for 600 kbps
average bit rate). For CIF video is rednced from 392.904 MB (YUV) to 4.016 MB (for 64
" kbps average bit rate) and 13.740 MB (for 600 kbps average bit rate). Therefore, the
compression ratio, which is defined as the ratio of the size of the entire uncompressed
YUV video sequence to the size of the entire H.264 compressed video, is
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Size of uncompressed YUV

(6.12)
Size of compressed H.264

YUV : H264=

For 64 kbps (or 150 kbps for ‘Mr Bones’) the average video compression is:

366.656
6.717

B =54.586

YUV :H.264; = for QCIF

892.904
YUV :H2640, ==

for CIF

=222.337

YUV :H264, =E£9i for SIF
3.484

Lres

=216.502
For 600 kbps average video compression:

366.656
47.567

=7.708

YUV:H264 . = for QCIF

YUV:H264,, = 2290 ¢ CIF

13.740
= 64.986

YUV:H264,, = 4224
13.824

=54.564

for SIF
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The sample mean X of a frame size trace is

where N is the number of frames of the encoded video. Using data analysis tool (within
Excel) to perform analysis of the generated traces parameters gives the following mean

values:
For QCIF (600 kbps): X = 6340.602bytes
~For QCIF (64 kbps): X =895.368bytes
For CIF (600 kbps): X =3052.205bytes

For CIF (64 kbps): X =892.217bytes
For SIF (600 kbps): X =3049.855bytes

For SIF (150 kbps): X =768.224bytes

The sample variance S- of the frame size trace is

) 1 {2, 1 2
S=— Y x-—%x
¥ ON-1 Z.; " N[E )

Using data analysis tool (within Excel) to perform analysis of the generated traces
parameters gives the following simple variance values:
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For QCIF (600 kbps): S% =212112.388
For QCIF (64 kbps): S =297303.233
For CIF (600 kbps): S2 =4944454.935
For CIF (64 kbps): S} =576886.609
For SIF (600 kbps): S; =6535797.102

For SIF (150 kbps):  S% =1825736.376

The coefficient of variation Co Vyis given by

Using the simple variance and mean values above equation produces the following

coefficients of variation:
For QCIF (600 kbps): Co¥y = 0,073
For QCIF (64 kbps): CoV, =0.609
forCIF (600 kbps). Cz;Vx = 6.729
| For-CIF (64kbps):  CoV, =0.851

For SIF (600 kbps): Co¥, =0.838
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For SIF (150 kbps): Co¥, =1.759
The maximum frame size X iS

_ max
m T o<n<N-1 "

For QCITF (600 kbps): X, =11.092kbytes
. For QCIF (64 kbps): X, =4.324kbytes
For CIF (600 kbps): X, =24.576kbytes )
For CIF (64 kbps): X, =5.264kbytes
For SIF (600 kbps):_ X, =43.008kbytes
For SIF (150 kbps): ~ X,,,, =14.336kbytes

The display time or frame period of a given frame is given by the ratio of the captured
video runtime to the number of video frames in a given trace; that is,

_ Captured video runtime
No.of frames in a given trace

(6.13)

From Table 6.2 the video runtime is 5 minutes (300 seconds) for QCIF, 3 minutes (180
seconds) for CIF and 3 minutes, 1second (181 seconds) for SIF, and from Table 6.3 the
number of frames is 4501 for both of the CIF traces, 7502 for both of the QCIF traces and
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4532 for both of SIF traces. Therefore substituting these values in Equation 6.13 will
produce the following frame periods:

* For QCIF (600 kbps): ¢ = 39.989 ms

For QCIF (64 kbps):
For CIF (600 kbps):
For CIF (64 kbps):

- For SIF (600 kbps):

t=39989ms
t=39991 ms
t=39.991 ms

t=39.938 ms

For SIF (64 kbps): t=39.938ms

The above statistical propertics of the generated traces are summarized in Table 6.4

below, and illustration is provided by plots in Figure 6.4 and 6.5.

Table 6.4 Overview of the statistical summary of the encoded video frame sizes

Video | Average | Compression | Mean | CoVx | Peak/ | Mean Bit| Peak Bit
Format | Bit Rate (X) Rate Rate
, Ratio 574 Mean
X X X
- YUV:H.264 X_m% / /
_ : at
) [kbps} [kbps]
QCIF | 600 7.708 6340602 | 0.073 | 1.749 | 158.559 | 277376
QCIF 64 54.586 805368 | 0609 | 4829 | 22.390 | 108.130
CIF 600 | 6498 |3052205| 0.720 | 8.052 76.322 | 614.538
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CIF 64 222337 892217 | 0.851 5.900 22310 | 131.630
SIF 600 54.564 3049.855{ 0.838 | 14.102 76.364 | 1076.863
SIF 150 216.502 768.224 | 1.759 | 18.661 19.235 | 358.956

Another observation from all the generated four vidé_o traces is that the encoded video has
two types of frame formats: the intracoded (I), and the forward motion predicted (P).
These I and P frames are arranged in a fixed deterministic pattern IPPPPPPPPPPPP,
which is called Group of Pictures (GoP), as shown in Table 6.5 below.

Table 6.5 Excerpt of 2 F1.264 trace file of “talking head’ encoding (QCIF 600 kbps)

Frame ) Frame
number | type offset time size
0 1 0x0000000000000178 | 00:00.0 | 11092
1 P 0x0000000000002ccc | 00:00.0 | 1880
2 P 0x0000000000003424 | 00:00.1 564
3 P 0x0000000000003658 | 00:00.1 188
4 P 0x0000000000003714 | 00:00.2 | 376
5 P | 0x000000000000388c | 00:00.2 | 376
6 P 0x0000000000003a04 | 00:00.2 1 564
- 7 P -} 0x0000000000003¢38 | 00:00.3}| 376
8 P 0x0000000000003db0 | 00:00.3 | 376
9 P 0x0000000000003£28 | 00:004 | 564
10 P 0x000000000000415c | 00:004 § 564
11 P 0x0000000000004390 | 00:004 | 564
12 P 0x00000000000045¢4 | 00:00.5| 564

 Comparing the 600 kbps target rate encodings for both formats with 64 kbps target rate
encodings it can be observed in Table 3 above that lower target rate encodings have
higher compression ratios than their corresponding higher target rate encodings.
However, the coefficient of variation (CoVy) values in Table 6.4 and plots in Figure 6.3
reveal that this efficiency comes at the expense of larger variability of frame sizes; that is,
the higher the compression rate, the larger the variability of the frame sizes. This is also
reflected by the histogram plots in Figure 6.4. It can also be seen from the plots in Figure
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6.3 that the first frame in all ﬁe plots contains a large number of bits. This is because
there is no previous frame to predict from and each macroblock is intracoded without any

prediction.

12000

10000

frame siza bytes}

1 617 1233 1849 2465 3081 3697 4313 4929 5545 6161 6777 7393
Frame index

Figure 6.4(a) Frame sizes of encoded ‘Talking head’ (QCIF 600 kbps)

1 606 1211 1816 2421 3026 3631 4236 4841 5446 6051 6656 7261
frame index

Figure 6.4(b) Frame sizes of encoded “Talking head” (QCIF 64 kbps)
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Figure 6.4(c) Frame sizes of encoded ‘Talking head’ (CIF 600 kbps)

frame index

Figure 6.4(d) Frame sizes of encoded ‘Talking head” (CIF 64 kbps)
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Figure 6.4(e) Frame sizes of encoded ‘Mr. Bones’ (SIF 600 kbps)
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Figure 6.4(f) Frame sizes of encoded ‘Mr. Bones’ (SIF 150 kbps)

Figure 6.4 Frame size traces of the encoded ‘Talking head’ and ‘Mr. Bones’

Figure 6.4 above gives the plots of the frame size X, (in bytes) as a function of the
frame number #. It can be observed from the plots that QCIF encoding at high
target rate (600 kbps) is relatively smooth for “talking head’, while the encoding
at low target rate (64 kbps), on the other side, exhibits extreme changes in the
frame sizes.

frequancy
:

-1000 [ 2000 4000 8000 8000 10000 12000
frame sizes [hytes]

Figure 6.5(a) Frame size histogram of encoded ‘Talking head” (QCIF 600 kbps)
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Figure 6.5(b) Frame size histogram of encoded ‘Talking head’ (QCIF 64 kbps)
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Figure 6.5(c) Frame size histogram of encoded ‘Talking head’ (CIF 600 kbps)
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Figure 6.5(d) Frame size histogram of encoded ‘Talking head’ (CIF 64 kbps)
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Figure 6.5(f) Frame size histogram of encoded ‘Mr. Bones’ (SIF 150 kbps)

Figure 6.5 Frame size histograms of the encoded ‘Talking head’ and ‘Mr. Bones’

The histogram plots above reflect again that the high compression ratios result in more
variability of the encoded video stream.

Figure 6.6 gives the autocorrelation coefficient ?;(k) of the frame size sequence X, n = 1,
2, 3, ..., N, as a function of the lag & in frames.
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From the autocorrelation function plots of the frame sizes, in Figure 6.5, it is observed

that the autocorrelation of the frame size series {Xj, X}, X5, ..

Figure 6.6 Autocorrelation of traces of the encoded ‘Talking head’ and *Mr. Bones’



spikes pattern, which is superimposed on a decaying curve. The periodic spike pattern
reflects the repetitive GoP pattern, where the large spikes represent I frames and the
subsequent small spikes represent P frames. The decaying slope is a charactenistic of long
term correlations in the encoded video (Fitzek and Reisslein, 2001). It can also be
observed from the autocorrelation plots that the correlation structure is significant for
relatively small lags, which is a sign of short-range dependence (Adas, 1997).

To assess the long-range dependence properties of the encoded video sequences, the
Hurst parameter must be determined (Fitzek and Reisslein 2001; Tatipamula and
Khasnababish 1998). There are several methods for determining the Hurst parameter,
however, the most commonly used ones includes the R/S statistic plot, Variance-time
plot, Periodogram plot (Seeling, Reisslein and Kulapala 2004; Fitzek and Reisslein 2001;
Droz and LeBoudec 1996). According to Fitzek and Reisslein (2001), Hlavacs, Kotsis
and Steinkellner (1999), Tatipamula and Khasnababish (1998, p.136), and Droz and
LeBoudec (1996), and Lan and Heidemann (2002), the Hurst parameters between 0.5 and
1 indicate long-range dependence or self-similarity. The traffic which exhibits this long-
range dependence or self-similarity is usually referred to as fractal traffic (Tatipamula
and Khasnababish 1998, p.135; Leland, 1994)

For this study the variance-time plot method, which is a heuristic graphical method to
estimate the Hurst parameter, has been used. This method relies on the fact that a self-
similar process has slowly decaying variances. The variance-time plot is obtained by
plotting the normalized variance of the aggregated trace S2©/S2 as a function of the
aggregated level a in a log-log plot as shown in Figure 6.6. Where the variance of the
aggregated trace is given by

1 (N/a)1
S2a) =

* T {Nfa)-1 2

n=0

(x - XY (6.14)

and the aggregated frame size series X ,(,"} is derived from the original trace X, by

averaging it over non-overlapping blocks of length a as follows
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(n+lla-1
@=1"S"x forn=012 ..Na-I (6.15)
a

X

n
j=na

Once the plot is obtained, the slope of the linear part of the varance-time plot is
estimated using a least squares fit, and thereafter, the Hurst parameter is then estimated as

H=1-

1A
> (6.16)

where H is the Hurst parameter and £ is the slope.

For all of the variance time plots in Figure 6.6, the initial value of 4 is 12 and then each
iteration is multiplied by 2; thatis, a = {12, 24, 48, 96, ..., 6144}. The plots are generated
using Matlab and they are shown in Figure 6.7, the straight line is used to estimate the
slope of the variance plot, and the values of the Hurst parameter are given in Table 6.6
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Figure 6.7(a) Variance-time plot of “talking head’ (QCIF 600 kbps)
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Figure 6.7(d) Variance-time plot of ‘talking head’ {(CIF 64 kbps)
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Figure 6.7(f) Variance-time plot of ‘Mr. Bones’ (SIF 150 kbps)

Figure 6.7 Aggregated variance-time plots for ‘Talking head’ and ‘Mr. Bones’

Table 6.6 Slope and Hurst parameters

Video Average | Slope Hurst
format Bit rate (B) parameter (H)
QCIF 600 -0.763 0.619
QCIF 64 -0.763 0.619
CIF 600 -0.838 0.581
CIF 64 -0.763 0.619
SIF 600 -0.841 0.579
SIF 150 -0.841 0.579

All the values of the slope are greater than -1, which according to Hlavacs, Kotsis and
Steinkellner (1999), Marot and Kotsis (1999), Lan and Heidemann (2002), and
Gospodinov and Gospodinova (2005) indicates self-similarity when using a variance-

time plot method. The values of the estimates of Hurst parameter are between 0.5 and 1,

which also confirms the self-similarity or ‘fractality’ of the encoded video sequences.
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~ 6.3.1.11 Building a Video Traffic Model

Now that the captured encoded video is analyzed and characterized, its traffic model can
be built. Many studies have been conducted in the area of video source traffic modeling
and many models have been developed for VBR video sequences. Traditional models
based on Markovian structures have been used to statistically api:roximate VBR video
traffic (Huang, Devetsikiotis, Lambadars, and Kaye, 1995). However, most video source
traffic modeling research has fallen behind the rapid advances in video coding
techniques, especially H.264 (Dai and Loguinov, 2005). So in this study the focus is

going to be on developing the model for H.264 video sequences.

The traffic models that are used for VBR video sequence can be divided into three
categories: Markov Chains, autoregressive processes, and self-similar models (Maglaris
et al.,, 1988, Beran et al., 1995, Blondia and Casals, 1992; Frost and Melamed, 1994).
Markov process can be used to model processes, where the observation depends on only
the previous observed value. For example, user behavior, system/network state
change/failure, and network traffic if the observed traffic shows no correlation.
Autoregressive models define the next random variable in a sequence X, as an explicit
function of previous ones within a time window stretching from present to past.
Autoregressive models are suitable for modeling short-range dependencies, but fail to
model long-range dependencies, which is common in VBR-coded video, web and
Ethernet traffic (Hlavacs, Kotsis and Steinkellner, 1999).

In Figure 6.5, 6.6 and 6.7 plots of the distribution of frame sizes, autocorrelation, and
variance-time were presented, respectively. The antocorrelation captured the
dependencies between the frame sizes within each video sequence. Varance plots
estimate the Hurst parameter, which is measure of long-range dependence or self-
similarity. From these plots of real traffic streams, it has been observed that VBR video
traffic streams exhibit the phenomenon referred to as short-range dependence (SRD) as
well as long-range dependence (LRD) or self-similarity, which is in agreement with the
findings by Garret and Willinger (1994), Beran ef al. (1995), Ma and Ji (2001), and Dai
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and Loguinov (2005). The traffic, which behaves in this way, is usually referred to as
fractal traffic, and according to Huang, Devetsikiotis, Lambadaris, and Kaye (1995),
fractal traffic cannot be sufficiently represented by traditional models, but instead can be
more accurately matched by self-similar or fractal models.

6.3.1.12 Self-similar models

The empirical data from the encoded video statistics shows that the real video traffic has
a variable bit rate and exhibit self-similar characteristics. Hence the model that will be
suitable for VBR video must be the one which exhibits the self-similar properties. Self-
similar traffic source models include Fractional Gaussian Noise (FGN), Fractional
Brownian Motion (FBM), Linear Fractional Stable Motion (LFSM), and asymptotically
self-similar Fractional Autoregressive Integrated Moving-Average (F-ARIMA,
sometimes called ARFIMA). While the first three models are used mainly to generate
pure self-similar signals (Garret and Witlinger 1994; Casilan, Reyes, Diaz-Estrella, and
Sandoval, 1998), the F-ARIMA models’ advantage is that, unlike other models which
only capture the LRD and not SRD, they can model both long time dependence and short
time dependence; that is, LRD and SRD at the same time (Huang, Devetsikiotis,
Lambadaris, and Kaye, 1995; Harmantzis and Hatzinakos, 2005). Since it was also found
from the empirical data that the VBR video also possesses significant SRD, thus, using
either an LRD or SRD model alone does not provide satisfactory results {Dai and
Loguinov, 2005). Thus, a2 more suitable model will be the one that is able to capture both
SRD and LRD properties of VBR video such as F-ARIMA model.

Fractional ARIMA or F-ARIMA came as a natural extension of the standard
Autoregressive Integrated Moving-Average (ARIMA) model (Leland, Taqqu, Willinger
and Wilson, 1993), which was popularized by Box and Jenkins (1994). F-ARIMA is built
on classical ARIMA model by allowing the degree of differencing d in ARIMA(p, d, ¢)
to take non-integer values (Harmantzis and Hatzinakos, 2005). According to Harmantzis
and Hatzinakos (2003), the F-ARIMA model is defined by
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X, =0(B)'0(B)A ¢, (6.172)
Rearranging, equation 6.17a can be rewritten as follows
o(B)X, =6(B)x €, : (6.17b)

where d is the fractional difference parameter, which can be derived from the Hurst
parameter (Casilari, Rios, and Sandoval, 2000; Harmantzis and Hatzinakos, 2005) as

follows
d=H—— (6.18)

F(B) and T(B) are the p™ and ¢™ degree polynomials

®(B)=1 —ieﬁ,—Bf (6.19a)
and
@(B)=1+i¢j3f (6.19b)

representing autoregressive (AR) and moving-average (MA) components respectively, ¢,
are the coefficients of the filter, and B is the backward operator defined by

BX,=X, ,B’X,_,=X,,,., (6.20)

" B denotes the backward operator iterated j times, and ? is the difference operator that is
defined by -

AX,=X ~X, =(1-B)X, (6.21)
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79 is ? iterated d times, and is equal to (7 — B)".
< =(I-BY’ = ibj(—d)B" (6.22)
i=0

where b; are moving average coefficients with by(-d) = 1 and

Lk+d-1
bf(-d)zn k
k=1

(a‘)r G+

(6.23)

Graphically the FFARIMA(p, d, g) process is illustrated in Figure 6.8 below.

i i
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i Long Memory Short Memory i
: i
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P -2f 7 6 1 X
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i Fractional Differencing ARMA Filtering E
= a

Figure 6.8 Linear model for the F-ARIMA(p, d, q) process

63.2 Voice Traffic Source

For voice to be transmitted over a digital communication system it needs to be digitally
encoded into PCM or any of the low bit rate technique. At source level, voice is
intermittent; that is, it is characterized by pertods of activity {ON), called talk spurts, and
periods of inactive (OFF), called silence. During the ON period, the source sends packets
at regular intervals of length T (packetization time). The duration of talk spurt and silence
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periods is generally estimated by independent and exponential distributed parameters a
and B. The traffic generated by voice applications is usually characterised by an ON/OFF
Process (Stachle, Leibnitz and Tran-Gia, 2001; Ji and Asano, 2000) and can be modeled
as a two state Markovian ON-OFF model as shown in Figure 6.9 below {Ghanbari,
Hughes, Sinclair and Eade, 1997, p. 240; Hassan, Garcia and Brun, 2005) with the
following parameters: |

e The mean duration of the ON period:

Tpy=— (6.29)
a

¢ The mean duration of the OFF period:

1
T = ﬁ (6.25)
o The constant packet transmission rate during the on period:
A= L (6.26)
7 .

Where ¢ is the parameter of exponential law of the activity period ON, and £ is the
parameter of exponential law of the inactivity period OFF.

? packets per B
second

Figure 6.9 Two-state Markov diagram to model speech or VoIP
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According to Hassan, Garcia and Brun (2005), the mean rate of the source (in packets per

second) on all states is given by
A= Tow
(TON + TDFF )T
Jij
S —— 6.27
@+ BT ©20

Packet sizes and inter-arrivals depend on the codec used for voice encapsulation. For
example, Table 6.7 below shows some of the values for three different codecs: G711,
G726 and G729, respectively, with durations of ON and OFF periods taken from
measures by Deng (1995).

Table 6.7 Speech model parameters by codec

CODEC Packet Size | Packet Int- | Ton (sec) Torr (sec)
(Bytes) arrival (ms)

G711 136 12 0.352 0.65

G726 104 16 0.352 0.65

G729 70 30 0.352 0.65

6.3.3 Data Traffic Source

Traditionally traffic source models have been based on a well-known Poisson process,
which introduces to the use of exponential distribution that is of the form f(x)=Ae™.
However, according to Stachle, Leibnitz and Tran-Gia (2001), and Leppénen, Prokkola
and Briysy (2003), models based on Poisson process do not fully represent the modemn
data traffic, which is highly variable and exhibits burstiness over a wide range of time
scales; that 1s, having a fractal like behavior. Hence long- and heavy-tailed distributions,
such as Pareto-distribution, are used in modeling modern data traffic (Staehle, Leibnitz
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and Tran-Gia, 2001; Leppénen, Prokkola and Braysy, 2003; Prokkola, Leppanen and
Briysy, 2003; Hassan, Garcia and Brun, 2005).

According to Stachle, Leibnitz and Tran-Gia (2001), IEEE Working Group 802.20 and
Shankaranayanan {2003) TCP data traffic may include web-browsing (HTTP), E-mail,
and FTP as shown in Figure 6.10. However, nowadays FTP appliéation constitute less
than 10 % of the total TCP traffic because file transfers are now increasingly performed
via HTTP (Klemm, Lindermann and Lohmann, 2001).

HTTP-active HTTP-dle
HTTP >
E-mail 1 n H a H >
FTP-active FTP-idle
FTE »>

Figure 6.10 Speech model parameters by codec

As it can seen on the figure above, most of the data applications activity phases consists
of a sequence of ON- (active) and OFF- (idle) phases with some application specific
length or data volume distribution, respectively. Where the ON-state is when the user is
using the application, and OFF is during the idle period. Thus, it can be said that the data
traffic source can be assumed to have an ON-OFF behaviour, with each file transmission
time Pareto distributed, and the thinking time between the transmissions is Lognormal. A
user may run different applications that may be concurrently active, for example, web-
browsing while downloading a file.
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6.4 MODELING NETWORK FUNCTIONS

In chapter two a model of rural area network was proposed, and one of the main features
of this network is being multiservice so that it can be able to support multimedia traffic.
In this section the network requirements of multimedia traffic is presented together with
tools for providing QoS. Multimedia traffic includes voice, video and interactive data
applications, with each application having its own requirements in terms of data rates,

variability, and limits on latency, jitter and packet loss.

Voice encoders produce data at relatively low bit rate, which are ranging from Skbps to
64 kbps, depending on the encoding scheme. Table 6.8 is a summary of the different
ITU-T recommendations, their nominal bit rates, one-way codec delay, and mean opinion
scores (MOS) that specify the speech quality on a 5-point scale (where 1 is bad, 2 is poor,
3 is fair, 4 is good, and 5 is excellent) (Ibe, 2002, p.125).

Table 6.8 ITU-T Recommendation for Voice Compression

Standard Bit rate Delay Quality
(kbps) (ms) (MOS)
G.711 64 0.125 43
G.722 48/56/64 0.125 4.1
G.723.1 5.3/6.3 67-100 4.1
G.726 16/24/32/40 0.125 2,043
G.728 16 2 4.1
G.72% 8 25-35 4.1
G.729A 8 25-35 34
GSM6.10 l 13 20 37

For the network to provide quality voice service, packet delay and loss must meet
stringent requirements, such as maximum round trip time of 200 to 300 ms. That is, the
one-way delay incurred in voice encoding, packetization, network transit time, de-
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jittering and decoding must be kept below 100 to 150 ms. Jitter must also be limited to
about 50 ms in order to ensure smooth playback at the receiver (Gruber and
Strawczynski, 1985; ITU-T Recommendation G.114, 1996 and 1998; Sze, Liew, Lee and
Yip, 2002; Cisco, 2002; Tobagi, 2005). Loss should be no more than 1%; guaranteed
priority bandwidth per call must be 21 to 106 kbps (depending on the sampling rate,
codec and Layer 2 overhead), and a guaranteed bandwidth of 150bps (plus Layer 2
overhead) per phone is required for voice control traffic. The total bandwidth consumed
by voice over IP streams is calculated by adding the packet payload and all the headers
(in bits), then multiplying by the packet rate per second (default of 50 packets per
second), resulting in a bandwidth ranging from 21 kbps to 106 kbps, depending on codec,
the sampling rate and the Layer 2 media used (Cisco, 2002).

Video encoders produce a video traffic that is stream-oriented with data rates ranging
from tens of kbps to tens of Mbps. The characteristics of the encoded video vary
tremendously according to the content, the video compression scheme and video
encoding control scheme. For example, more complex scenes and more frequent scene
changes produce large bit rates and more variability than video streams of talking heads.
Different video compression schemes, such as H.261, H.263, MPEG 1, MPEG 2, MPEG
4, and H.264 are designed to meet different objectives and therefore have different bit
rates and stream characteristics. Video characteristics are also affected by the video
encoding control scheme used. For example, for a given content and compression
scheme, the control scheme can be either constant bit rate (CBR) or variable bit rate
(VBR). CBR has almost a constant bit rate, while VBR has a peak rate that can be many
times the average rate. Latency requirements of video depend on the video application.
There are two main types of video applications: video streaming, which may be either be
on-demand (video-on-demand) or multicast (video broadcast or video content
distribution), and interactive video such as video conferencing. Video-on-demand needs
latency that is not more than 5 seconds, video broadcast is latency and jitter insensitive,
and interactive video communication requires low delay of 200 to 300 ms round-trip and
an average jitter that is not more than 30 ms (Cisco, 2002; Tobagi, 2005; Hassan, Garcia
and Brun, 2005). Additional to delay requirements, the packet loss in the network must
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be kept small, since there is dependency in the encoded video bit stream (Boyce and
Gaglianello, 1998).

Interactive data application includes mission-critical applications that directly contribute
to the core operation of the enterprise. These applications are highly-interactive and are

therefore sensitive to loss and delay like voice and interactive video.

6.4.1 QoS Requirements for Multimedia Traffic

Now that the characteristics and the requirements of the multimedia traffic have been
obtained it is time to find out how these different traffic types can be supported in a
single network, such that the user-perceived performance is maximized. In chapter four it
has been discussed that the key enabling technology in the IP-based multiservice network
is QoS. This is because voice, video, and mission-critical data have stringent service
requirements from network infrastructure, which supersede the requirements of generic
data traffic, and if they are not given priority service they need from network devices, the
quality of these applications would quickly degrade to a point of being unusable.

In chapter four it was also highlighted that the provision of QoS includes QoS packet

conditioning, and management, as shown in Figure 6.11.

N r—>m
= T | —2 =
E / L.[ Pohcmg
- A mterface

—3
T Scheduling

Inpat Packet conditioning mechanisrm
quenes quf:ues

Figure 6.11 Packet conditioning and management
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It was also mentioned in chapter four that in order to provide a holistic approach to QoS,
a combination of differential services and multi-protocol label switching must be used,
where DiffServ will be for classification and MPLS will be for traffic engineering.

6.4.1.1 Packet conditioning

Packet conditioning corresponds to a set of actions carried out on packets in an attempt to
establish and preserve their relative importance or priority in relation to any other packet
in the network. Packet conditioning can be accomplished through packet prioritization,
packet classification and markup, traffic shaping and policing (Aidarous and Plevyak,
2003, p.81).

The first step in providing differentiated services is enabling network nodes to identify
the class of service of each packet they receive through a special marking carried by the
packet. In chapter four it was mentioned that DiffServ architecture uses the byte in the IP
header, previously allocated to TOS and renamed it DS Field, as a priority code.

The contents of the DS field are checked by the classifier upon reception of a packet to
determine the queue in which the packet is to be placed. However, before a packet is
enqﬁeued,‘ it goes through traffic conditioners, which perform functions as metering and
policing to ensure that the traffic entering a queue does not exceed the limits determined
by the queue’s allocation of the link resources. This functionality is particularly needed
for queues that are serviced with high priority in order to avoid starvation of lower
priority traffic (Tobagi, 2005). In DiffServ, packets from applications with similar QoS
requirements are assigned the same service class at the edge of the DiffServ network and
aggregated in the core network. As it has already been mentioned in chapter four,
DiffServ model meet the QoS requirements of different service classes by providing per
hop behaviours (PHB), which include EF PHB (for low-loss, low-latency, low-jitter and
assured bandwidth), AF PHB (for providing forwarding assurances), and BE PHB (for
best-effort services).
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Network traffic can be categorized into three broad classes: important, best-effort and
less-than-best-effort. Important traffic can further be subdivided inte multiple categories.
For example, mission-critical data and real-time [voice and video] traffic can be assigned
to the highest class of data application, which is gold. While applications that are viewed
as secondary in importance to business operation or are highly asynchronous in nature
can be assigned to the second highest class of data application, wﬁjch is silver. These

applications include video-on-demand, groupware, and intranet browsing.

Applications that play an indirect role in the normal enterprise operations, such as e-mail,
generic Internet browsing, and video broadcast can be assigned bronze, which is the best-
effort or default class.

6.4.1.2 Traffic management

Traffic management is concerned with delivery of QoS to the end user and with the
efficient use of network resources. It involves packet queucing and packet scheduling at
switches, routers and multiplexers in order to provide differentiated treatment for packets
belonging to different QoS classes. Scheduling manages bandwidth allocation for
different flows, management tools are used for queue management in the buffers. To
meet the QoS requirements of multiple services, a queueing system must implement
strategies for controlling the transmission bit rates that are provided to various
information flows (called queue scheduling), and strategies for managing how packets are
placed in the queueing system (called queue management) (Leon-Garcia and Widjaja,
2004, p.539).

Queue scheduling

With traffic classified and put into separate queues, a scheduler is required to service
them. Scheduling deals with how a frame/packet entering the node exits that node. The
scheduler is what decides which queue to process and in what order. The scheduler’s

service discipline needs to be carefully designed in order to provide the appropriate delay
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through the node for each traffic type and to avoid congestion. Queue scheduling
schemes involves first-in first out (FIFO), priority queueing (PQ), round robin (RR),
weighted round robin (WRR), fair queueing (FQ), weighted fair queueing (WFQ), and
class-based queueing (CBQ) (Ibe, 2002, p.223; Aidarous and Plevyak, 2003, p.84).

FIFQ transmits the packets in the order of their arrival, and it treats :;111 the packets in the
same manner, hence it is not possible to provide different information flows with
different qualities of service (Leon-Garcia and Widjaja, 2004, p.540).

PQ is a scheduling approach that involves defining a number of priority classes with each
class having its own buffer, and packets in high priority queues or buffers are serviced
first. However, though PQ does provide different levels of services to the different
classes, it does not discriminate among users of the same priority, and it does not allow
for providing some guaranteed access to transmission bandwidth to the lower priority
classes, which can result in low-priority queues starve for resources (Ibe, 2002, p.223;
Aidarous and Plevyak, 2003, p.85; Lecn-Garcia and Widjaja, 2004, p.541; Gospodinov,
2004).

In RR queue scheduling, classified packets are sent to m queues and these queues are
serviced in order 0 to (m -I), one packet at a time. RR solves the starvation problem.
However, RR does not consider packet size, so small critical packets may have to wait
for long periods in queues while large non-critical packets are being served (Aidarous
and Plevyak, 2003, p.86).

WRR is a variant of RR where more than one packet can be serviced in tum for a
particular queue. However, like RR, WRR does not consider packet size, and allocate
resources accordingly (Aidarous and Plevyak, 2003, p.87).

FQ attempts to provide equitable access to transmission bandwidth. Each user has its own
logical buffer and the transmission bandwidth is divided equally among all the buffers
that have packets to transmit; that is, among nonempty buffers, and the different user
buffers are serviced one packet at a time in a round robin fashion (Leon-Garcia and
Widjaja, 2004, p.542).

WFQ, also known as packet-by-packet generalized processor sharing (PGPS), is a variant
of FQ which is designed to address the situation in which different users have different
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requirements. As in FQ, each user flow has its own buffer, but each user flow also has
weight that determines its relative share of the bandwidth. For example, if buffer | has
weight 1 and buffer two has weight 2, then when both buffers are nonempty, buffer 1 will
receive % of bandwidth and buffer 2 will receive % of the bandwidth. The objective of
WFQ is to share the bandwidth proportional to the weights so as to ensure that no one
traffic class uses up the entire bandwidth, thereby shutting other classes out (Ibe, 2002,
p-223; Aidarous and Plevyak, 2003, p.87; Leon-Garcia and Widjaja, 2004, p.545;
Gospodinov, 2004).

CBQ partitions the traffic into different classes such that each class has its own queue and
is assigned a proportion of the total link capacity. No traffic is allowed to exceed its
assigned capacity, even if there is unused capacity belonging to other classes {Ibe, 2002,
pp.223-224).

Cisco has proposed two other scheduling algorithms to support DiffServ PHBs: Modified
Deficit RR (MDRR) and Low Latency Queueing (LLQ). Their structures are similar as
shown in Figure 6.12, and under both schedulers, EF is implemented using priority
queueing, while AF and BE are provisioned by fair queueing. The major difference is that
LLQ uses weighted fair queueing and MDRR uses Deficit round robin to implement fair
queueing (Zeng, Lung and Huang, 2004).

/

AFlx

AR Y PQ —»
AF3x  FQ | 7

AF4x ’/

BE

Figure 6.12 Cisco MDRR and LLQ scheduler
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The MDRR and LLQ scheduler structure in Figure 6.11 shows that both MDRR and LLQ
are hierarchical schedulers that have a PQ scheduler at their higher level. As it has been
alluded to before, relying on PQ as the final scheduling algorithm can starve the low
priority AF and BE classes, especially if high-priority traffic is excessive. Furthermore,
lower priority traffic can experience an extensive packet drops and high queueing delays

due to starvation problem (Gospedinov, 2004).

FQ schedulers are capable of providing service isolation among service classes.
However, they need proper engineering of bandwidth so that each class can be
guaranteed its QoS independently to other service classes. Instead of assigning bandwidth
statically for different service classes, Wang, Shen and Shin proposed a dynamic
weighted fair queucing (DWFQ) scheduler in order to achieve a higher link utilization
{Wang, Shen and Shin, 2001). However, though DWFQ scheduler is able to dynamically
allocate the resources proportionally to all the classes, without over-provisioning to EF,
monitoring QoS and changing bandwidth allocations too often in a high-speed core
routers may lead to dramatic computational overhead. Furthermore, connection
admission control can also become difficult as the bandwidth allocations changes with
time.

In order to compensate for the debilities of the above scheduling algorithms Zeng, Lung
and Huang proposed a solution based on FQ, called weighted fair queueing scheduler
with priority (WFQ-P), which is a hierarchical scheduler that has a FQ scheduler at its
higher level as shown in Figure 6.13 below. Where each AF class has its own bandwidth
reservation so that hard QoS can be provided while EF and BE classes share the same
bandwidth with EF having the priority to use the allocated bandwidth and BE packets
only get served if there are no EF packets (Zeng, Lung and Huang, 2004).
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Figure 6.13 WFQ-P scheduler

Another solution is based on the combination of CBQ and WRR scheduling algorithms,
where CBQ is used as a scheduling mechanism to provide link sharing between traffic
classes, and on a higher level between agencies that are using the same physical link
while WRR scheduling is used to distribute time between the classes. CBQ link sharing
enables any excess bandwidth resulting from an agency that is not fully utilizing its share
to be distributed to other agencies (Rakocevic, 2003).

Queue management

If the rate at which the packets enter the node is faster than the rate at which they can
exit, then bottleneck or congestion occur. Congestion may influence basic QoS
parameters, such as packet loss, latency and jitter. During congestion, packets are take
time to be serviced and some are dropped out, causing increase in delay and packet loss.
Whenever congestion is expertenced the queueing management algorithms are activated,

and in most cases are deactivated when the congestion clears.

Queue management, most of the time, is accomplished by dropping packets whenever
necessary or appropriate. This dropping can either be done as packets are arriving or
selectively before the buffer is full. There are different buffer management techniques,
namely, tail-drop, random early detection (RED), and explicit congestion notification

(ECN).
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In tail-drop, incoming packets are dropped as they are arriving if the output queue for the
packets is full. RED technique discards packets with a certain probability in order to
prevent congestion. There are variations of RED in which the thresholds are chosen
according to traffic priority, or discard probability is adjusted to guarantee fairness,
among other possibilities. Examples of these variations include weighted RED (WRED),
distributed weighted RED (DWRED), fair RED (FRED), stabilized RED (SRED), and
balanced RED (BRED) (Christiannsen et al., 2001). Another variation of RED is RED
with IN/OUT (RIO) (Kim, Lim and Montgomery, 2002). RIO maintains two RED
algorithms, one for in-packets and another for out-packets. It has two thresholds for each
queue: first and second threshold. When the average queue length is below the first
threshold, no packets are dropped, when the average queue is between the two thresholds
only the out-of-profile packets are randomly dropped. However, when the average queue
length exceeds the second threshold, all the out-of-profile packets are dropped, and some
of the in-profile may be randomly dropped, in order to avoid network congestion.

ECN technique allow routers to set a congestion signal bit in packets from ECN-capable
transport protocols in order to signal congestion explicitly, instead of signaling
congestion by dropping packets. That is, ECN is a congestion avoidance technique, and
its advantage is that congestion is avoided thereby reducing packet loss (Aidarous and
Plevyak, 2003, p.93).

6.4.1.3 MPLS - DiffServ synergies and implementation issues

In a differentiated Service domain, all the IP packets crossing a link and requiring the
same DiffServ behavior are said to constitute a behavior aggregate (BA). At the ingress
node of the DiffServ domain, the packets are classified and marked with a DSCP, which
correspond to their BA.- At each transit node, the DSCP is used to select the PHB that
determines the queue and scheduling treatment to be used, and in some cases, drop
probability for each packet. In an MPLS domain, LSP is established, using signaling
protocols, where packets will transverse. A packet is assigned a label to identify its FEC.
The packet is assigned to FEC only once, when it enters the network at the ingress edge
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LSR, and at each LSR along the LSP, only the label is used to forward the packet to the

next hop.

From the above brief descriptions, one can see the similarities between MPLS and
DiffServ: an MPLS LSP or FEC is similar to a DiffServ BA or PHB, and the MPLS label
is the similar to the DiffServ code point in some way. The only difference is that MPLS
simplifies the routing or switching process used in IP networks while DiffServ is rather
about queuecing, scheduling and dropping in order to provide differentiated QoS
according to the user’s demand (Dreilinger, 2002; Kim, Lim and Montgomery, 2002).
Because of this, MPLS and DiffServ can be used at the same time in a single network to
provide QoS.

In a DiffServ enabled MPLS system, when packets marked with DiffServ code points
arrive at an MPLS network, the information provided by the code points must be
transferred onto MPLS labels so that MPLS can make decisions that respect the
differentiated service requirements. This can be done by either using the 3-bit long EXP
field of the MPLS header (for up to eight service classes) or by mapping DSCP to a
<Label, EXP> pair (for more than eight service classes).

6.4.2 Simulation Tool for Performance Analysis

According to Shannon (1975), simulation can be defined as the process of designing a
model of a real system and conducting experiments with this model for the purpose either
of understanding the behaviour of the system or evaluating varicus strategies (within the
limits imposed by a criterion or a set of criteria for the operation of a system (Shannon,
1975). It enables the analysis of the sensitivities of the different network parameters and
their best setting-up without deploying several scenarios in a real network.

This section presents simulation, which is performed with the Network Simulator version
2 (NS-2), which is an object-oriented, discrete event-driven network simulation package
developed at UC Berkeley. Like other simulation packages, NS network simulator
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provides the user with a convenient interface and a large number of facilities for setting
up the model of the network to be simulated and for analyzing the results of the
simulation. It consists of a rich set of protocols such as TCP and UDP and various types
of applications. These applications include FTP, Telnet and HT TP, which use TCP as the
underlying transport protocol, and applications requiring a constant bit rate (CBR) traffic
pattern, which use UDP as an underlying protocol. It also supports various queueing and
scheduling policies. NS also allows for the definition of arbitrary network topologies,
composed of routers, links and shared media (Andreozzi, 2001).

The main objective of this simulation is to model and investigate the effects as well as the
potential and the performance of DiffServ with MPLS in multi-service rural networks,
especially when it comes to providing QoS required by the real-time interactive traffic,
using both wired and fixed wireless communication media. In the following subsections
the simulation settings are discussed, and there after the simulation results for different

scenarios are going to be presented.

6.4.2.1 Topology definition

Figure 6.14 shows a basic topology that is gong to be used, which involves a simple core
network with 6 attached end nodes, representing the hospital and 5 referring clinics,

respectively.
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Figure 6.14 Topology setup

Each site has video, voice and data source/sink; that is, within this network, every site is
capable of communicating using video, voice or data, and these applications can be
activated in parallel by any user within the network. Within the core the links are
represented by bidirectional E1 (2.048 Mbps) while at the edges the end-stations are
attached using 4 Mbps and more. The reason for selecting higher bandwidth links for
access network is to prevent any bottlenecks in the access points that could impact the
results of end-to-end application performance. Since it has been mentioned in chapter two
that the envisaged communication media for rural networks will be a hybrid of wireless
and wired media, some of the links are going to be wireless and others will be wired. For
most of the simulation purposes the setup in Figure 6.13 is simplified to be as shown in
Figure 6.15.
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Figure 6.15 Simulation setup

6.4.2.2 Traffic source definition

Multi-service traffic involves data, voice and video traffic. Data traffic is usually
transmitted using Transport Control Protocol (TCP) while real-time traffic such as voice
and interactive video are transmitted using User Datagram Protocol (UDP). To simulate
data applications, Telnet and FTP traffic sources are going to be considered. To simulate
speech traffic, which is characterized by alternating spurts and periods of silence, an
ON/OFF process is going to be used. Since the ON (or OFF) periods do not have a
heavy-tailed distribution, a non fractal version of the ON/OFF model with an exponential
distribution of on and off times will be suitable (Tatipamula and Khasnabish, 1998,
p.137). VoIP traffic is simulated by the G.711 audio codec, which transmit data over
RTP. The G.711 codec outputs data at a constant rate of 64 kbps with a frame size of 240
bytes, and in the case of IP-based networks, these frames are encapsulated by the
IP/UDP/RTP protocols that augment the basic frame size with their headers resulting in
packet sizes of 280 bytes for IPv4 and 300 bytes for IPv6, and transmission rates of
74.667 kbps for IPv4 and 80 kbps for IPv6. The parameters for speech traffic ON/OFF

source are given in Table 6.9.
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Table 6.9 Simulation parameters for the voice

Traffic type Mean ON duration | Mean OFF duration | Peak rate
(seconds) (seconds) (Packets/second)
Voice 035 0.65 80k

These ON/OFF parameters for VoIP are widely used in literature (Rakocevic, Stewart
and Flynn, 2003) are taken from measurements by Deng (1995). For data sources, the
packet size is 1500 bytes for each type.

The real-time video will be simulated using a trace driven source. This is due to the fact
that from the statistical analysis of the different video traces it was found that encoded
video traffic is dependent on the content, the encoding standard, and the encoder settings,
hence no independent video model can be developed to cover all video traffic sources. So
to enable simulation that evaluates video sequences, video traces are used as video traffic.

Figure 6.16 depicts an overview of video traffic modelling versus the video trace

approach.
Modeled video source
Encoded Encoded Encoded Encoded Encoded Encoded
video [® video Pl video [P video ™ video video traffic
source ina
network
simulator

Trace based video source

Figure 6.16 Overview of video traffic modeling versus the video trace approach.

It is evident from the figure above that using video traces instead of modelled video
sources is beneficial in that you have a vast amount of video models, each with a specific
point of view. According to Fitzek, Seeling and Reisslein (2003), direct utilization of
video traces in network simulators also facilitates the fastest method to incorporate video
sources into existing network models. However, for utilization of the trace files in the

network simulator as video sources, some interface has to be used. For Network
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Simulator ns-2, an interface that was written by Michael Savoric from the Technical
University of Berlin (Germany) is used (Fitzek, Seeling and Reisslein, 2003). The
function of the interface is to convert the trace files into binary format (Altman and
Jiménez, 2003).

6.43 Simulation Results

During simulation, it was found that the native NS-2 DiffServ module, which was
developed by Nortel Networks and added to NS on November 2000, does not support
some of the functions of the DiffServ router, such as traffic marking on a per-transport-
protocol and per-packet-type basis among several source-destination nodes; that is, it is
not possible to define a meter for aggregate traffic. Secondly it was also found that the
schedulers suitable for differentiated services are also limited. To address this shortfall
the native Nortel Networks developed Diff Serv module was replaced by the one that was
developed by Andreozzi at Lappeenranta University of Technology (Finland). This
redesigned DiffServ module has the following features:

e Marking — possibility to define mark rules on per-packet basis that are needed in
order to provide differentiated services and the marking is decoupled from
metering.

e New schedulers — WFQ, WF2Q+, SCFQ, SFQ and LLQ.

» New Policy — possibility to define a DSCP based rate limiter to enable a drop out-
of-profile traffic capability on drop precedence level basis

e New Monitoring possibilities for both UDP- and TCP-based traffic, such as,
average, instantaneous, minimum and frequency-distributed one-way delay
(OWD) and IP pﬁcket delay variations (IPDV) for UDP-based traffic, and TCP
Goodput, Round-Trip Time, Window Size, queue length, maximum burstiness,
departure rate and received, transmitted and dropped packets monitoring for TCP-
based traffic. OWD and IPDV will enable the computation of end-to-end one-way
delay and delay variation for UDP based traffic, respectively (Andreozzi, 2001).
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6.4.3.1 Scenario 1: Scheduler comparison for real-time traffic

The first simulation is to determine the most appropriate scheduler that can be used for
real-time traffic, which is delay and delay variation sensitive, in a differentiated services
environment. Nine schedulers: Priority Queueing (PQ), Self-Clocked Fair Queueing
(SCFQ), Start-time Fair Queueing (SFQ), Weighted Fair Queueing (WFQ), Weighted
Fair Queuneing Plus (WF2Q+), Low-Latency Queueing (LLQ), Weighted Interieaved
Round Robin (WIRR), Round Robin (RR), and Weighted Round Robin (WRR), are
compared using the three QoS parameters: packet loss, [one way] delay, and jitter. Two
traffic types are used for simulation: video trace {from Mr. Bones) for video traffic source
and constant bit rate (CBR) traffic for other traffic source. Two queues are configured to
support both Expedited Forwarding (EF) and Best Effort (BE) aggregates. Video is
transmitted as premium traffic using Expedited Forwarding services, while CBR is
transmitted using Best Effort services. To avoid synchronization problems, background
traffic is generated with several CBR sources whose rate is chosen from a uniform
random distribution in the range {10 kbps, 100 kbps], while the starting time is chosen
from a uniform random distribution in the range [0 s, 5 s]. The sunulation is done using

packet sizes ranging from 64 to 1600 bytes.

Scenario-1 Results

Figure A.1 presents the IP Delay Variation (IPDV) plots for the different schedulers,
which can be used for jitter performance analysis. WFQ have the lowest average jitter
values which are less than 1.55 ms up to packet size of 1 600 bytes, followed by LLQ
with average values which are less than 1.65 ms for packet sizes up to 1 600 bytes, PQ
and RR have average values which are less than 1.7 ms for packet sizes up to 1600 bytes,
SCFQ has average values which are less than 1.8 ms for packet sizes up to 1600 bytes,
and other schedulers are having values that are greater than 1.8 ms.

Figure A.2 presents the One Way Delay (OWD) plots for the different schedulers, which
can be used for latency performance analysis. PQ and LLQ have the lowest average one-
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way latency values which are less than 17.5 ms up to packet size of 1 600 bytes, followed
by RR with average values of less than 19 ms for packet sizes up to 1 600 bytes, then
WRR with an average values less than 31.5 ms for packet sizes up to 1 600 bytes, WIRR
and SFQ with an average values less than 32.5 ms for packet sizes up to 1 600 bytes, and
other schedulers are having values that are greater than 35 ms.

Figure A.3 presents the packet loss plots for all transmitted packets using different
schedulers. These plots reveal that the performance of almost all the schedulers is the
same, with the percentage of transmitted packets of about 90 %, with the exception of
WIRR, which has a little bit more loss that drops the percentage of transmitted to about
85 % compared to other schedulers

6.4.3.2 Scenario-2: Complete service model with DiffServ only

In this simulation, the setup is as in scenario-1; however, the number of applications and
classes is increased. For premium services, voice traffic is also transmitted. Assured
forwarding (AF) service is also added to accommodate additional classes of service,
which include gold services for Telnet and FTP.

Test 1

The service model is tested using only those schedulers that had a jitter less than 2 ms in
the previous simulation; that is, RR, LLQ, WFQ, PQ, and SCFQ. These schedulers are
again compared using the two QoS parameters: [one way] delay, and delay variations or

jitter to check their performance when there are more classes of service and applications.
Scenario-2 Testl results *

Figure B.1 in appendix B presents the plots for jitter and latency (one-way) for RR, LLQ,
WFQ, PQ, and SCFQ schedulers. From the IPDV plots PQ has the lowest jitter values,
which is less than 4.5 ms, followed by LLQ with values less than 7 ms, other schedulers

have values which are more than 40 ms. From the OWD plots LLQ has the lowest one
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way latency values of less than 28 ms followed by PQ with values less than 45 ms, and
other schedulers have one way latency values which are more than 210 ms. However
looking at service rate plots in Figure B.2 it can be scen that though PQ has the lowest
jitter compared to other scheduler, it starves the low priority BE classes, while LLQ gives

a fair service to all the classes.

From the above discussion it can be concluded that though PQ has the lowest jitter values
than any of the schedulers used, LLQ has a better performance when it comes to one way
latency and servicing of all the classes. Hence from now onwards the scheduler that is

going to be used in this study is going to be the LLQ scheduler.

Test 2

The second test is done using the setup in test 1 but with more video traffic; that is,
instead of using a single video source, the mumber of video traffic sources is increased to
two and then to three video. The LLQ scheduler is used and the performance of the
network when there are more classes of service and applications is analyzed using the

two QoS parameters: [one way] delay, and delay variations.

Scenario-2 Test 2 results

Figure B.3 in appendix B presents the plots for jitter and latency (one-way). From these
plots it can be seen that as the number of video streams increases to three, both jitter and
latency increase to about 26 ms and 270 ms, respectively. Jitter is still within limits; that
is, it is still below the maximum acceptable value for the average jitter, which is 30 ms,
however the average one way delay exceeds 150 ms (which is half of 300 ms round-trip
delay allowed) (Cisco, 2002; Tobagi, 2005; Hassan, Garcia and Brun, 2005).
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Test 3

The third test is done to test the ability of DiffServ to perform load balancing in the case
where the shortest route is congested, and rerouting in the event of node or route failure.
In order to perform this test, the simulation setup in Figure 6.15 is modified to have two
core routers, thus offering two paths between the ingress and egress router as shown in

Figure 1.17 below.
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Figure 6.17 Simulation setup for Test 3

Six video streams are sent from the source to destination together with 3 VolIP traffic and
data so that the network is fully loaded. Then during the course of simulation a route
failure is simulated between the ingress and core router 1, to check if the traffic will be

rerouted to the other path that goes via core router 2, after a minute the route is restored.
Scenario-2 Test 3 results

The NAM screenshots of the simulation are shown in Figure 6.18 (a) and (b), where the
dotted line represents the movement of packets from the source nodes 0 through ingress

router and core router 1 to the destination nodes 10. Nodes 7 and 8 are core routers, node

6 and node 9 are ingress and egress routers, respectively.
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Figure 6.18 NAM screenshots for Scenario 2 Test3 simulation

From these NAM screenshots it can be observed from Figure 6.18 (a) that though an
alternative path has been provided, no load sharing is done. It can also be observed in
Figure 6.18(b) that no rerouting was done when there is a route failure, instead the packet
are dropped and the flow just stops even though there is an alternative path between the
ingress and egress router, which goes via core router 2.

6.4.3.3 Complete service model with DiffServ enabled MPLS

In this scenario, a complete service model with DiffServ enabled MPLS is simulated for
real-time video and voice application, and data applications. The simulation setup is as
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shown in the NAM screenshot of Figure 6.19. The DiffServ router (node 5) is included to
make sure that the packet classification used in previous scenarios is kept the same. Then,
two simulations are performed: one with DiffServ only and the other with DiffServ
enabled MPLS. The performance of the two setups is compared using two QoS metrics:
delay and jitter. Further more the ability of MPLS to perform fast rerouting when there is
a route failure is also tested and compared to that of DiffServ only setup.

Figure 6.19 Simulation Setup for Scenario 3

Scenario 3 results

The IPDV and OWD plots for both DiffServ and DiffServ enabled setups are shown in
Figure C.1 and C.2 (Appendix C), respectively. Comparing the plots, it can be seen that
the use of MPLS has improved both jitter (IPDV) and one way delay to acceptable
values, which is less than or equal to 30 ms for jitter, and less than or equal to 150 ms for
one way delay (which is half of 300 ms round-trip delay allowed) (Cisco, 2002; Tobagi,
2005; Hassan, Garcia and Brun, 2005).
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Figure 6.20 Route failure (indicated by the red line between Node 6 and 7)

Figure 6.20 presents a NAM screenshot of route failure situation in a DiffServ enabled
MPLS. Unlike Figure 6.18 (b), where there was no fast rerouting during route failure, it
can be seen in Figure 6.20 that as the link goes down, there is sudden change of path,
which in turn minimizes the number of packets dropped during link or route failure.

6.5 PERCETUAL VIDEO QUALITY EVALUATION

According to Klaue, Rathke and Wolisz (2003), the network performance metrics such as
packet loss, jitter and latency, which have already been evaluated in the preceding section
may be insufficient to adequately rate the evaluated perceived quality by the end user. So
in order to evaluate the perceptual quality of the received video, the reconstructed or
decoded video must be compared with the original video using a perceptual video quality
technique, as shown in Figure 6.21. There are many widely accepted techniques to
measure video quality. They normally fall into two main categories: Subjective and
Objective evaluation assessments (Klaue, Rathke and Wolisz, 2003; Shanmugham, 2006,
pp- 2 and 24; Orozco and Ros, 2004).
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Figure 6.21Perceptual video evaluation process

The subjective evaluation assessment was proposed by ITU and the Video Quality
Experts Group (VQEG) is concerned with how the reconstructed video is perceived by
the viewer or the user. Many of the subjective measurements are described in ITU-R
Recommendation BT.500 and ITU-T Recommendation P.910, P.920 and P.930. The idea
is almost the same as that of Mean Opinion Score (MOS) used for audio: the
reconstructed (decoded) video is viewed by an audience who in turn designate their
opinions on that particular video sequence, and their opinion is averaged to evaluate the
video quality of the video sequence. However, there are many parameters, such as room
illumination, display type, brightness, contrast, resolution, viewing distance, age,
education level, which can influence the subjective video quality assessment.

According to Nakajima’s (2003) explanation of the subjective assessment as used in
telemedicine, which is based on the ITU-R recommendation 500-9, it can be agreed with
Koumaras, Martakos and Kourtis (2005), Koumaras (2006), Orozco and Ros (2004), and
Klaue, Rathke and Wolisz (2003) that subjective quality evaluations are complex and
time-consuming, both in their preparation and execution. Hence, other algorithms that
provide an objective measure of quality difference between the original and the decoded
video sequences have been developed (Fitzek, Seeling, and Reisslein, 2002). Evaluating
using these algorithms is known as objective evaluation assessment. This technique
exploits mathematical models or algorithms for emulating the results of subjective
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evaluation procedures. There are two approaches to objective evaluation technique:
psychophysical approach and the engineering approach. In the psychophysical approach
the metric design is based on models of human visual system, while in engineering
approach the metrics make assumptions about the artifacts that are introduced by
compression process or transmission link. Objective techniques are further classified
according to the availability of the original uncompressed video signal, which is
considered to be in high quality. Therefore, they can be classified as Full Reference
Methods (frame-by-frame comparison between the original and reconstructed video),
Reduced Reference Methods (extract a2 number of features from the reference and
reconstructed video), and Non-Reference Methods (no reference information needed).
The advantages of the objective evaluation technique are that it is economically
affordable, no audience is required, no statistical analysis is needed to process the scores
of the audience and thus it is faster than subjective procedures (Koumaras, 2006;
Shanmugham, 2006, p.27).

6.5.1 Video Quality Measurement Metrics

6.5.1.1 Peak Signal-to-Noise Ratio (PSNR) and MSE

The most traditional ways of evaluating the quality of digital video processing system are
counting on the signal-to-noise ratio (SNR) and peak signal-to-noise ratio (PSNR)
(Wang, Lu and Bovik, 2004; Koumaras, Martakos and Kourtis, 2005) between the
original and reconstructed signal, where SNR of an image is usually defined as the ratio
of the mean pixel value to the standard deviation of the pixel values, and PSNR is a term
used for the ratio between the maximum possible power of a signal and the power of
corrupting noise that affects the fidelity of its representation. In quality video evaluation,
PSNR is used as a measure of quality of reconstructed video, and is most easily defined
via the mean squared error (MSE). If the original image is given by f{, j) and the decoded
or reconstructed image is F{i, j) and both images contain mxn pixels, then error metrics,
then the MSE is defined as
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And the PSNR in decibels (dB) is defined as
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Where MAX; is the maximum pixel value of the image, which is defined by
MAX, =2 -1 (6.30)

Where b is number of bits per sample or pixel. The typical PSNR values range between
20 and 40 dB. According to Klaue, Rathke and Wolisz (2003) the conversion from PSNR
to MOS can be done as follows:

Table 6.10 PSNR to MOS conversion

PSNR [dB] MOS
>37 5 (Excellent)
31-37 4 {Good)
25-31 3 (Fair)
20-25 2 (Poor)
<20 1 (Bad)

6.5.1.2 Video Quality Measurement (VQM) and double stimulus impairment scale
DSIS)
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Video quality measurement (VQM), which was developed at the Institute for
Telecommunication Sciences in America (ANS]), is a framework of objective parameters
that can be used to measure the quality of digital video system. VQM objective metrics
are derived from gradients that represent instantaneous changes in pixel values over space
and time. The VQM score measures visual quality degradation (or impairment) in the
range that goes from O to 1, where 0 means no distortion (or no perceived impairment)
and 1 is maximum distortion (or maximum perceived impairment) (Orozco and Ros,
2004; Wolf and Pinson, 2002, p. 64).

VQM also provides for double stimulus impairment scale (DSIS) measurements. DSIS as
defined by ITU-R Recommendation 500-11 measures the global amount of degradation
perceived which is due to transmission path impairments, and it provides the subjective
ratings on a scale ranging from 1 to 5, where 1 is “impairments are very annoying” and 5
is “impairments are imperceptible”, as shown in the table below (ITU-R, 2002; Winkler
and Campos, 2003; Orozco, 2005, pp.27-28).

Table 6.11 DSIS Impairment scale
Score | Description
5 Imperceptible

4 Perceptible but not annoying
3 Slightly annoying

2 Annoying

1 Very annoying

6.5.1.3 Blurring and Block Distortion (or Blockiness) measure

Video encoding can introduce a number of different impairments, which are often related
to the bit rate used for encoding and to the characteristics of the video sequence.
Common compression artifacts include blockiness (or block distortion), and blur.
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Block distortion or blockiness is a block like pattern in the processed video that occurs
because typical video codecs process images in small blocks, and quantization of
transform coefficient values can lead to discontinuities between the blocks. This can be
exacerbated by the Mach Band effect in which the human eye tends to sharpen edges.
Block distortion measure metric was created to measure the percentage of block

distortion.

Blur is the loss in the detail that occurs around edges, typically due to the quantization of
transform coefficients representing higher frequencies. The higher the blurring the lower
will be the quality of the signal. In order to determine the level of image blurring, the
blurring measure metric is used. This metric allows for the measure of the percentage of

blurring of the processed video.
Scenario 4

This scenario is designed for perceptual video quality assessment. Since most of the
quality assessment or measurement tools available are using raw YUV formats instead of
AVI, a new raw YUV digital video sequence, called “Mother & Daughter”, was
downloaded in CIF  format from the  site http://www.tkn.tu-
berlin.de/research/evalvid/cif html, and processed by JM1.7 codec to generate a H.264
bitstream at 213.95 kbps. After encoding the trace files are generated, then followed by
all the perceptual video evaluation process steps as depicted in Figure 6.21. Error module
is also included in order to simulate link-level errors and losses. Then the quality of video
is evaluated before and after transmission using PSNR, and visual quality metric (VQM).
The first test is done without any Intra-coded MBs, and the second test is done with Intra-

coded MBs, which are used in order to prevent error propagation.

Scenario 4 Resulis

The PSNR of the three videos (i.e. decoded video before transmission, decoded video
after transmission without any Intra-coded MBs and decoded video after transmission
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with Intra-coded MBs) were determined and their values are plotted in Figures 6.22
through 6.25, VQM and DSIS scores are depicted in Figures 6.27(a) and (b) through
6.28(a) and (b), and the images of the original and the processed videos are shown in
Figures 6.26, 6.27(c) through 6.28(c). These measurements were performed with the help
of Evalvid tools, the general model of video quality measurement (VQM) PC tools, and
Matlab.
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Figure 6.22 Quality before transmission (Mean PSNR = 39.77 dB)

PSNR aiter Transmission (with emrors and no resynchronization)
@~ T T :
| : ; f ; |

‘)!‘:“'**ilf:j ****** = == :-'—:—~—4”*‘1;~;———--:

Figure 6.23 Quality after transmission (Mean PSNR = 37.28 dB)
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PSNR after Transimission (with ermors and resynchyonization)
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Figure 6.25 Quality before and after transmission
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Figure 6.26 Origin
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Figure 6.27 (a) VQM score (b) DSIS score and (¢) Original and processed video
(without Intra- coded MBs) after transmission
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Figure 6.28 (a) VQM score (b) DSIS score and (c) Original and processed video
(with Intra- coded MBs) after transmission

Table 6.12 gives a summary of the values of the mean PSNR, VQM and DSIS scores,

and impairments such as blurring, blockiness and jerkiness.

Table 6.12 Summary of mean PSNR, VOQM score, DSIS Score, and perceptual
effects

Processed video under | Mean | VQM | DSIS | Blurring | Jerkiness | Blockiness
measurement PSNR | score | score % % %
(dB)
Before transmission | 39.77 21 28 26
After transmission 3728 | 050 | 3.0 25 28 51
(no intra-MBs)
After transmission (with | 38.35 | 0.38 | 3.5 22 28 37
Intra-MBs)

From the PSNR plots and PSNR mean, VQM and block distortion values in Table 6.12 it
can be seen that the errors introduced by the channel can have a profound effect on the
quality of the transmitted video. However, using Intra-coded MBs, as proposed in chapter
five, during coding can help minimize the effects of the errors. This is evident in PSNR
plots in Figures 6.23-25, and the VQM plots in Figures 6.27(a)-28(a). This can also be
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seen in the images of the transmitted processed videos in Figures 6.27(b)-28(b). For
example, in Figure 6.27(b) the fingers of the left hand, picture on the wall and the tip of
the head of the mother is distorted due to the errors introduce by the channel, whereas in
Figure 6.28(b), which is the video that is encoded with Intra-MBs, only the hand of the
mother has been affected by errors.

6.6 IN SUMMARY

This chapter was about validating the proposed solutions on how to provide a rural
telemedicine with quality video transmission using [P based multiservice rural area
network. Firstly, the author introduced the need for modeling and simulation in
communication systems. Secondly, traffic source modeling was done, with emphasis
being on video traffic, where video characterization was done and video model was
developed. Having characterized and developed the traffic models, simulation was done
using the network simulator NS-2 version 2.93.3 in order to verify whether the proposed
quality of service mechanisms will be able to meet the network requirements for quality
video transmission and to determine the appropriate scheduling. Parameters used
included one-way delay (OWD) or latency, delay variation (IPDV) or jitter, and packet
loss. In addition to the performance evaluation mentioned above, perceptual video
evaluation was done using mainly the objective techniques such as PSNR and VQM
scores. Additional to PSNR and VQM, DSIS was also used for perceptual video quality

measurement. The outcome of simulations and perceptual evaluation s as follows.

From the simulation performed, it was found that DiffServ-enabled MPLS, which is
using a LLQ scheduler, provides a performance that meets the network requirements for
quality video transmission. During perceptual video evaluation it was found that the
erasure effect that is caused by the packet loss and errors in the channel can be minimized

by using resynchronization (or Intra-coded MBs), which prevents error propagation.

The next chapter provides a final, concluding overview of this dissertation.
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CHAPTER 7

7. CONCLUSION AND RECOMMENDATIONS

7.1 INTRODUCTION

From the literature consulted, it is evident that telemedicine system must be able to bring
patients and healthcare professional together by exchanging voice, video, and data over
distances when they cannot meet face-to-face. In order to emulate the face-to-face
consultations and to make correct diagnosis the telemedicine system must provide quality
audio and video delivery. The literature reveals that in many rural telemedicine ATM has
been used to meet most of these telemedicine requirements, however, most of these
systems are in the developed countries. For the developing countries, like South Africa
and other countries in Africa, the rural telemedicine is based on IP and/or PSTN (i.e.
telephone and fax).

IP has emerged as ‘de facto’ standard for data communication. However, its best-effort
debilities make it to be insufficient for most of innovative and demanding applications
such as e-commerce, e-health and others that hit the market today, hence some quality of
service mechanisms such as IntServ and DiffServ have been proposed in order to
compensate for these IP’s best-effort debilities. However, from the literature consulted it
has been argued that IntServ has scalability problems, thus making DiffServ to be the
most preferred technique for providing quality of service for [P-based network.

7.2 NEW QOS METHODS FOR RURAL TELEMEDICINE

The primary objective of this study is to provide new methods for providing rural
telemedicine with improved quality video transmission to be used for most of the
applications in telemedicine between the area hospital and referring clinics, in remote and
rural areas, where the telecommunication infrastructure is either underdeveloped or non-
existed.

198



As a first step towards meeting this objective a conceptual model of a rural area network
(RANET) that can be used in rural areas as a communication platform for rural
telemedicine in areas where telecommunication infrastructure is either underdeveloped or
nonexistent was developed. In order to cater for all the telemedicine applications, which
mnclude data, voice and video, RANET is a multiservice IP-based network. Different
access technologies that can be used with RANET were also investigated and it was
found that due to the topography of the rural areas, which is characterized by trees, rivers,
and mountainous terrain, a combination of wired and fixed wireless and a hybrid of

wired-wireless access technologies will be suitable.

Having developed the RANET system, the second step was to compensate for IP’s best-
effort datagram delivery service debilities, which make IP not to be able to meet the QoS
requirements of real time traffic. To facilitate quality of service within IP DiffServ has
been adopted in this study so as to provide differentiated services for different classes by
using mechanisms that include packet classification, policing, class-based queuing and
scheduling, and random early detection. To complement the DiffServ and provide a
holistic approach to the provision of QoS, traffic engineering using MPLS was
incorporated. MPLS provides connection-oriented paths in a connectionless IP
environment. It also provides fast reroute during link or route failure, thus minimizing
packet loss that can cause quality degradation and unavailability. The two technologies:
DiffServ and MPLS complment each other to minimize delay, jitter and packet loss.

However, for video, literature study revealed that, for a holistic approach to quality video
transmission, bandwidth, heterogeneity, and errors need to be also considered in addition
to delay, jitter and packet losses mentioned above. In order to address all these factors
and ensure a holistic approach to quality video transmission the following were proposed:

o Adopting video coding technique that will produce a low bit rate without

compromising much on quality in order to enable the video transmission over
small bandwidth;
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e Multicast video delivery or distribution method that will utilise the bandwidth
efficiently for those video applications that involve video distribution of the same
content to many users,

o Error control and concealment to address losses and errors introduced by the
communication network;

¢ Scalable coding to address heterogeneity both at network and receiver level;

¢ Making the video source to be able to adapt to network conditions to address
bandwidth fluctuations and congestion, and

e Prioritising and protecting video traffic using the QoS and traffic engineering

mechanisms to provide solutions for quality video transmission.

For video coding, H.264 is proposed because it provides high quality video that is
consistent at high and low bit rates, resilience to transmission errors, scalability, high-
compression efficiency, and possibility of transportation over different networks. For
prioritising and protecting video traffic from IP network’s best-effort debilities a
combination of DiffServ and MPLS has been adopted and to minimizing the effects of
errors on the transmitted video resynchronization is used so as to prevent error

propagation.
7.3 VALIDATION

In order to verify and validate the proposed system aﬁd the proposed techniques
modeling and simulation was carried out. First two wvideo were captured, encoded
analyzed and characterized in order to develop a video traffic source model that was used
during simulation. From these analysis it was found that the encoded captured videos
possessed both short ranée dependence {SRD) and long range dependence (LRD) and the
only model that can capture both SRD and LRD was found to be a fractional
autoregressive integrated moving-average (FARIMA) model. Additional to video traffic,
other traffic types such as voice traffic and data were aiso defined.
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This was followed by simulations using network simulator (NS-2.93). The main
objective of the simulation was to model and investigate the effects as well as the
potential and the performance of DiffServ with MPLS in multi-service rural networks,
especially when it comes to providing QoS required by the real-time interactive voice and
video applications. The simulation started by determining the suitable scheduler that can
be used with DiffServ to provide low latency, low jitter and low loss. Nine schedulers:
PQ, SCFQ, SFQ, WFQ WF2Q+, LLQ, WIRR, RR and WRR were compared. From the
results obtained it was found that LL.Q provides the best overall performance than other
schedulers, hence it was used for the remainder of the NS-2 simulations.

The second scenario was to evaluate the performance of DiffServ under light and heavy
load conditions. The results obtained reflected that under light load DiffServ meets the
video latency and jitter requirements, however, as the number of video traffic sources
was increased, the performance of the DiffServ dropped to unacceptable level, where
latency and jitter exceeded the limits set for quality video. Test were also performed to
check the network response to link failure and the results revealed that traditional IP and
DiffServ are not capable of performing fast rerouting in the event of link or route failure.

MPLS was introduced and the network performance was evaluated again. Comparing the
results with those of DiffServ only scenario it was found that the inclusion of MPLS
yielded better performance than when it was DiffServ only. For example, latency and
jitter decreased tremendously and during link failure there was a fast reroute to an

alternative path.

7.4 PERCEPTUAL VIDEO QUALITY EVALUATION

The literature review read revealed that the network performance metrics such as packet
loss, jitter, and latency that are have already been evaluated may be insufficient to
adequately rate the evaluated perceived video quality by the user. So in order to evaluate
the perceptual quality the received video must be decoded and compared to the original
video using perceptual video quality evaluation methods such as subjective and objective

evaluation techniques.
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In this study PSNR, VQM score and DSIS were used to evaluate the perceived video
quality. Errors were induced in the transmitted video and in the receiver the perceived
video quality was measured, then Intra-coded MBs were introduced during encoding and
again error were induced to the transmitted video to check the effectiveness of Intra-
coded MBs in containing error propagation. The results revealed that using Intra-coded
MBs can help reduce the effects of channel errors, thus improving the quality of the
transmitted video.

75 FINAL COMMENTS AND RECOMMENDATION FOR
FURTHER STUDY

This thesis proposes a framework for proving rural telemedicine with quality video
transmission using an IP-based multiservice rural area network. From simulation results it
can be concluded that DiffServ-enabled MPLS can compensate for IP best-effort
debilities and make IP suitable for multiservice network where there are various
applications with different network requj:eménts. From perceived video quality
measurements it can also be concluded that including Intra-coded MBs during encoding
can help minimize the erasure effects of the channel by containing errors and preventing
error propagation.

From simulation conducted it can be concluded that H.264 provides coding efficiency,
high quality video that is consistent at high and low bit rates, resilience to transmission
errors, scalability, and network friendliness, which will result in perceived quality

improvement, hence 1t is the one that is used in this study.

This study was limited to the communication between the clinic and hospital where all
the stations involved are fixed to one point. This study can be expanded to also
incorporate quality video transmission to mobile stations in order to accommodate those
health professionals who are not always in one place, like paramedics who most of the
time are in ambulances on the road with patients, so that the physician can be able to start
diagnosing the patient while still on the way to the hospital.

202



BIBLIOGRAPHY

Accellent, 2003, “Quality of Service for applications over IP VPNs”, White Paper,
Accellent, [online]. Available from: http://'www.accellent-
group.com/media/QoS_VPN_IP_ white_paper_accllent US.pdf [May 2004].

Adas A., 1997, “Traffic Models in Broadband Networks”, IEEE Communication
Magazine, July, pp.82-89.

Affule TJ.O., 2004, “Quality of Service in Telecommunications — The customer’s
Perspective”, Proceedings of IEEE Africon 2004, Vol. 1, pp.101-106.

Agha Z., Schapira R. M., and Maker A.H., 2002, “Cost effectiveness of telemedicine for
delivery of outpatient pulmonary care to a rural population”, Telemedicine Journal and
e-Health, Vol. 8, No. 3, pp.281-91.

Aidarous S., and Plevyak T. (Eds), 2003, Managing IP Networks: challenges and
Opportunities - IEEE Press Series on Network Management, John Wiley & Sons, New

Jersey.

Altman E. and Jiménez T., 2003, NS Simulator for Beginners, Lecture notes, 2003-2004,
December 4.

Andreozzi S., 2001, “DiffServ simulations using the Network Simulator: requirements,

issues and solutions ” [online}, Master’s Thesis, University of Pisa. Available from:

http://www.cnaf infn.it/~andreozzi/doc/SergioAndreozzi_Thesis.pdf [June 2006].

Androuchko L., 2003, “What is Telemedicine/E-health?”, ITU Workshop on
Standardization in E-health (Rapporteur, Q14 1/2, ITU-D SG 2), Geneva, 23-25 May.

203



Arankalle P., 2003, “Survey on Error Handling and Packet Loss Recovery for Video
Streaming in Heterogeneous Networks” [online]. Available from:
http://www.cs.umbc.edu/~apoorval/projects/docs/survey.pdf [January 2005].

Armitage G., 2000, “MPLS: The Magic Behind the Myths”. IEEE Communications
Magazine, Vol. 38, No. 1, January, pp.124-131.

Audin G, 2004, “A Roadmap to Convergence”. A Supplement to Business
Communications Review, October, pp.9-14.

Banach L., 1998, ‘Telemedicine in Transkei, South Africa’, Paper presented to the First
International Conference on Rural Telecommunications Reports and Presentations

[online]. Available from: http://www.ntca.org/intlconf/pres_banach.htm! [January 2004].

Bashur R., 1997, “Critical issues in telemedicine”, Telemedicine Journal, 3, pp.113-126.

Bateman A., 1999, Digital Communications: Design for the Real World, Prentice Hall,
Harlow, England.

Bennett G., 2001, “Bandwidths for telemedicine: a revolution in connectivity”,
BJHC&IM-British Journal of Healthcare Computing & Information Management,

Vol.18, No.8, pp.18-20.

Benshoter R., 1967, “Multipurpose television”, Annals of the New York Academy of
Sciences, pp.142, 471-477.

Beran J., ef al., 1995, “Variable-Bit Rate Video Traffic and Long Range Dependence”,
IEEE Trans. Commun., Vol. 43, No.2/3/4, pp.1566-1579.

Bloch S.C., 2000, Excel for Engineers and Scientists. John Wiley & Sons, Inc., New
York.

204



Blondia C. and Casals O., 1992, “Statistical Multiplexing of VBR Sources: A Matrix-
Analytic Approach”, Performance Evaluation, Vol. 16, No. 5, pp.5-20.

Box G.E.P. and Jenkins G.M., 1994, Time Series Analysis: Forecasting & Control,
Second Edition. Holden-Day.

Brecht R., 1997, Correctional telemedicine. In G. Segre (Ed.), Telemedicine sourcebook.
pp. 146-151. Faulkner & Gray, New York.

Brown N., 2000, “What is Telemedicine?” Telemedicine Research Center, Portland
[online]. Available from: http://trc.telemed.org/telemedicine/primer.asm [December
2003}

Casilari E., Reyes, A., Diaz-Estrella, A., and Sandoval, F., 1998, “Characterization and
Modeling of VBR Video Traffic”, Electronic Letters, Vol. 34, No. 10, May, pp.968-969.

Casilan E., Rios E., and Sandoval F., 2000, “Characterisation of MPEG Video Traffic
Correlation”, Proceedings of IEEE Workshop onr IP-oriented Operations & Management

IPOM’2000, Cracovia (Polonia), September, pp.173-180.

Charles B.L., 2000, “Telemedicine can lower cost and improve access”. Healthcare

Financial Management, Vol.54, No.4, April, pp.66-69.

Christiansen M. et al., 2001, “Tuning RED for Web Traffic”, IEEFE/ACM Transaction on
Networking, Vol. 9, No. 3, June, pp.249-264.

Cisco Systems, 2001, “DiffServ-the Scalable End-to-End QoS Model”. Cisco Systems,
White Paper, San Jose, CA, USA.

205



Cisco Systems, 2002, “Cisco AVVID Network Infrastructure Enterprise Quality of
Service Design: Solutions Reference Network Design”, Cisco Systems, San Jose, CA,
USA.

Cisco Systems, 2003, “Architecture for Voice, Video and Integrated Data. Cisco AVVID
Network Infrastructure - Cisco AVVID Network Infrastructure Overview”. Cisco
Systems, White Paper [online]. Available from:
http://www.cisco.com/en/US/netsol/netwarch/ns19/ns24/

networking solutions audience business_benefit09186a008009d678.html [March 2005].

Cisco Systems, 2003 “Service Provider Quality-of-Service Overview”. White Paper, San
Jose, CA, USA.

Clarke M, Jones R.W,, and Lioupis D., 2000, “The AIDMAN project: a practical
investigation of some of challenges in telemedicine”. BJHC&IM-British Journal of
Healthcare Computing & Information Management, Vol.17, No.5, pp.24-27.

Cox R.V,, Haskell B.G., Lecun Y., Shahraray B., and Rabiner L., 1998, “Scanning the
technology on the Applications of multimedia Processing to Communications”.

Proceedings of the I[EEE, Vol. 86, No. 5, May, pp.755-823.

CSIR, 2001, “Tsilitwa cross the digital divide” [online]. Available from:
http/Awww.esir.co.za/plsgl/pti0002/PTLO002 PGEO38 ARTICLE?ARTICLE NO=4810

139 IFebruary 2004]

Dai M. and Loguinov D., 2005, “Analysis and Modeling of MPEG-4 and H.264 Multi-
Layer Video Traffic™. Proceedings of IEEE INFOCOM, Miami, Florida, March.

Dai M. and Loguinov D., 2005, “A Unified Traffic Model for MPEG-4 and H.264 Video
Traces”. Texas A&M  Technical  Report [online].  Available from:

http://irl.cs.tamu.edu/people/min/papers/infocom2005-tr.pdf [February 2005]

206



Data Connection, 2004, “What is MPLS?” [online]. Available from:
http://www.dataconnection.com/MPLS/whatis.htm [June 2005].

Davis A.W., 1999, “Visual Collaboration: Driving Business Efficiency into the Next
Millennium” [online]. Available from:

www.wainhouse.com/files/papers/whitepaper_a.pdf [December 2003 ]

Dean T., 2003, Guide to Telecommunications Technology, Course Technology, Australia.

Deng S., 1995, “Traffic Characteristics of Packet Voice”, Proceeding of IEFE
International Conference on Communication (ICC’93), vol. 3, June, pp.1369-1374.

Dreilinger T., 2002, “DiffServ and MPLS”, Proceedings of Next Generation Network
Technologies (NGNT)} International Workshop, Rousse, Bulgaria, October 11-12, pp.31-
35.

Drewes C., Hsholzner R., and Harmmerschmidt J.S., 1997, “Broadband Fixed Radio
Access”, Second Annual Conference and Optical Communications (NOC "97), Antwerp,
Belgtum, June.

Droz P. and Le Boudec J.-Y., 1996, “A High-Speed seif-similar ATM VBR Traffic
Generator”. Proc. of Globecom96, November, pp.586-590.

Du B., Maeder A., and Moody M., 2003, “ECC Video: An Active Approach for Error
Resilience™. Proceedings of VIIth Digital Image Computing: Technigues and

Applications, 10-12 December, Sydney, pp.1027-1036.

Edwards 1., 1997, Military contributions to digital radiology and networking. In G. Segre
(Ed.), Telemedicine sourcebook. pp.212-216. Faulkner & Gray, New York.

207



EL-Gendy M.A, Bose A., and Shin K.G., 2003, “Evolution of the Internet QoS and
Support for Soft Real Time Traffic”. Proceedings of IEEE, Vol. 91, No. 7, July, pp.1086-
1104.

Eleftheriadis A., and Anastassiou D., 1995, “Constrained and general dynamic rate
shaping of compressed digital video”. Proc. IEEE Inter. Conf. Image Processing (ICIP-
95), Vol. 3, October, pp.396-399.

Eleftheriadis A., and Batra P., 2003, "Dynamic Rate Shaping of Compressed Digital
Video", Accepted by IEEE Transactions on Multimedia,for publication in 2005.

Erramilli A. and Willinger W., 1996, A case for fractal traffic modeling’, Presented to
the II Australian Telecommunication and Network Applications Conference "96, Sydney,

December.

Fall K. and Varadhan K. (eds), 2005, The ns Manual, The VINT Project [online].
Available from: www.isi.edwnsnam/ns/doc/ns_doc.pdf [July 2005]

Fernandes, S., Kamienski, C. A., Sadok, D., 2003, “Accurate and fast replication on the
generation of fractal network traffic using alternative probability models”. Proceedings
of SPIE ITCOM 2003, Scptember, Orlando, USA.

Femandes, S., Kamienski, C. A., Sadok, D., 2003, “Accuracy and Computational
Efficiency on the Fractal Traffic Generation”. Proceedings of IASTED/IEEE Wireless
and Optical Communications, July, Banff/Canada.

Fineberg V., 2003, “QoS Support in MPLS Networks”. MPLS/Frame Relay Alliance
White Paper, May [online]. Avalable from:
www.mfaforum.org/tech/ MPLSQOSWPMay2003.pdf [March 2004].

Fitzek F. and Reisslein M., 2001, “MPEG-4 and H.263 Video Traces for Network

208



Performance Evaluation”, IEEE Network, Vol. 15, No. 6, November/December, pp.40-
54.

Fitzek F. and Reisslein M., 2000, “MPEG-4 and H.263 Traces for Network Performance
Evaluation (extended version)”, Technical Report TKN-00-06, Technical University
Berlin, Department of Electrical Eng., Germany, October [online]. Available from:
http://www-tkn.ee. tu-berlin.de/publications/papers/TKN0006 pdf [23 November 2005]

Fitzek F.H.P., Seeling P. and Reisslein M., 2003, “Using Network Simulators with Video
Traces”. Technical report, Arizona State University, Dept. of Electrical Engineering,
March [online]. Available from: http:/citeseer.ist.psu.edu/fitzek(3using.html [23
November 2005].

Fitzek F.H.P., Seeling P. and Reisslein M., 2002, “VideoMeter tool for YUV bitstreams”.
Technical  Report  acticom-02001, October [online].  Available from:
www.acticom.de/treports htm! [24 November 2005].

Floyd S. and Speer M.F., 1998, “Experimental Results for Class-Based Queueing”.
November 11 [online]. Available from: http://www-nrg.ee.lbl.gov/floyd/cbg/report.pdf

[February 2006].

Frost V.S. and Melamed B., 1994, “Traffic Modeling for Telecommunication Networks”.
IEEFE Communication Magazine, March, pp. 70-81.

Garg R., 1995, "Characterization of video traffic,” TR-95-007, International Computer
Science Institiite, Berkeley, CA, January.

Garroppo G.R., Giordano S., Pagano M. and Russo F., 1996, “Self Similar Source

Modeling of VBR Packet-Video Traffic”, 7 International Workshop on Packet Video,
18 — 19 March, Brisbane, Australia

209



Garret M.W., and Willinger W., 1994, “Analysis, Modeling and Generation of Self-
Similar VBR Video Traffic”, Proceedings of ACM SIGCOMM, August.

Ghanban M., Hughes C.J., Sinclair M.C., and Eade J.P., 1997, Principles of Performance
Engineering for Telecommunication and Information Systems - IEE Telecommunications

Series 33. IEE, London.

Girod B. and Firber N., 1999, “Feedback-Based Error Control for Mobile Video
Transmission”. Proceedings of the IEEE, Vol. 87, No. 10, October, pp. 1707-1723.

Goldman J. E. and Rawles P. T., 2000, Local Area Networks — A business-oriented
Approach, 2 edition, John Wiley & Sons, New York.

Gomez E.J., del Pozo F., Ortiz E.J,, Malpica N., and Rahms H., 1998, “A broadband
multimedia collaborative system for advanced teleradiology and medical imaging
diagnosis”, IEEE Transaction on Information Technology in Biomedicine, Vol.2, No.3,
pp-146-155.

Goode B., 2002, “Voice Over Internet Protocol (VolP)”. Proceedings of the IEEE, Vol.
90, No. 9, September, pp.1495-1517.

Gospodinov M., 2004, “The affects of different queueing disciplines over FTP, Video
and VolP Performance”, Proceedings of International Conference on Computer Systems

and Technologies — CompSysTech '2004.

Gospodinov M. and Gospodinova E., 2005, “The graphical methods for estimating Hurst
parameter of self-similarity network traffic”, Proceedings of International Conference on
Computer Systems and Technologies — CompSysTech 2005, 16 - 17 June, Technical
University, Varna, Bulgaria.

210



Graja H., Perry P. and Murphy J., 2001, “Development of a Data Source Model for a
GPRS Network Simulator”, [EI/IEE Postgraduate Symposium Telecommunications
Systems Research, November, Dublin.

Gruber J. and Strawczynski L., 1985, “Subjective Effects of Variable Delay in Speech
Clipping in Dynamically Managed Voice Systems”. IEEE Transactions on
Communications, Vol. 33, No. 8§, August.

Hanrahan H.E., Kennedy 1.G., and Agnew G.D., 2001, “Framework for Access Network
Traffic Modelling for Next Generation Networks”, ITC 14 Specialists Seminar on Access
Networks and Systems, Girona, Spain, April 25-27, pp.181-188.

Harmantzis F. and Hatzinakos D., 2005, “Heavy Network Traffic Modeling and
Simulation using Stable FARIMA Processes”. Proceedings of the 19th International
Teletraffic Congress (ITC19), Beijing, China, September.

Hassan H., Garcia J.-M. and Brun O., 2005, “Generic modeling of multimedia traffic
sources”, Report No05350, 3rd International Working Conference on Performance
Modelling and Evaluation of Heterogeneous Networks (HET-NETs'05), llkley (GB,)B,
18-20 Juillet.

Kazemian H. B., 2006, “An Intelligent Video Streaming Technique in Wireless
Communications”, Proceedings of the Third International Forum on Applied Wearable
Computing (IFAWC), Bremen, Germany on March 15-16.

Hlavacs H., Kotsis G. and Steinkellner C., Traffic Source modeling. Technical Report
No. TR-99101, Institute of Applied Computer Science and Information Systems,
University of Vienna, Austria.

Hua K.A., Tantaoui M.A., and Tavanapong W., 2004, “Video Delivery Technologies for

Large-Scale Deployment of Multimedia Applications”, Proceedings of the IEEE, Vol. 92,
No. 9, September, pp. 1439-1451.

211



Huang C., Devetsikiotis M., Lambadaris 1., and Kaye A.R., 1995, “Self-Similar Modeling
of Variable Bit Rate Compressed Video: A Unified Approach”, Proceedings of ACM
SIGCOMM "95. Cambridge, Massachusetts, August 30 - September 1.

Huang Z-P., Chiu J-F., Hwang W-S. and Shieh C-K., “Implement a QoS Algorithm for
Real-Time Applications in the DiffServ-aware MPLS Network”. Proceedings of 2003
International Conference on Informatics, Cybernetics, and Systems (ICICS 2003),
December, pp. 1624-1628.

Huurdeman A.A., 1997, Guide to telecommunications transmission systems. Artech

House, Norwood.

Ibe O.C., 2002, Converged Network Architectures: Delivering voice and Data over IP,
ATM, and Frame Relay, John Wiley & Sons, New York.

International Engineering Consortiumm (IEC), Web ProForum Tutorials [online].
Available from: http://www.iec.org [January 2004 - June 2006].

IEEE Working Group 802.20, 2003, “Traffic Models for IEEE 802.20 MBWA System
Simulations”. Draft 802.20 Permanent Document, 8 July [online]. Available from:
www.ieee802.org/20/Contribs/C802.20-03-80.doc [July 2006].

ITU-Telecommunication Development Bureau, 1996, “Understanding Rural
Telecommunication Infrastructure”, Regional Telecommunication Development

Conference for the Arab States (AR-RTDC-96), Beirut (Lebanon), 11-15 November.

ITU-D Focus Group 7, 2001, “New Technologies for Rural Applications - Bridging the
digital divide, providing digital opportunities for all”: Final Report Executive Summary.
Africa”, Regional Preparatory Meeting for the World Telecommunication Development
Conference (WIDC-02), Yaoundé (Cameroon), 29-31 May.

212



ITU-R Recommendation BT.500-10, 2000, “Methodology for the subjective assessment
of the quality of television pictures”, International Telecommunication Union, Geneva,

Switzerland, March.

ITU-R Recommendation BT.500-11, 2002, “Methodology for the subjective assessment
of the quality of television pictures”, International Telecommunication Union, Geneva,

Switzerland.

ITU-T Recommendation G.114, 1996, “One way transmission time”, International
Telecommunication Union, Geneva, Switzerland, February.

ITU-T Recommendation G.114, 1998, “General Characteristics of International
Telephone Connections and International Telephone circuits: One way transmission

time”, International Telecommunication Union, Geneva, Switzerland, February.

ITU-T Recommendations P.910 P.920 P.930. 1996, “Subjective video quality assessment
methods for multimedia applications, interactive test methods for audiovisual
communications, principles of a reference impairment system for video”, Intemational

Telecommunication Union, Geneva, Switzerland.

Jani Y., 2000, “Network talk: Voice over IP”, Embedded system Programming, Vol. 13,
No.8 p.67-72, Miller Freeman.

Jardine L, 2000, “Telemedicine and Telecare: addressing the real healthcare issues,
BJHC&IM-British Journal of Healthcare Computing & Information Management,
Vol.17, No.5, pp.28-33.

Jesshope CR., and Liu Y.Q., 2001, “High Quality Video Delivery over Local Area

Networks With Application to Teaching at a Distance”, International Journal of
Electrical Engineering Education (IJEEE), Vol. 38, No. 1, January, pp.11-25.

213



Ji'Y. and Asano S., 2000, “Research on the Efficiency of Traffic Control Schemes Using
Statistical Information - What do We Gain through Traffic Regulation?” Proceedings of
First International Symposium on Advanced Informatics, pp.203-208.

Katsaggelos AK., Ishtiaq F., Kondi L.P., Hong M.-C., Banham M. and Brailean J., 199§,
“Error Resilience and Concealment in Video Coding”, Proceedings of 1998 European
Signal Conference (EUSIPCO-98), Vol. 1, Rhodes, Greece, Sept. 8-11, pp.221-228.

Katsaggelos A.K., Eisenberg Y., Zhai F., Berry R., and Pappas T.N., 2005, “Advances in
Efficient Resource Allocation for Packet-Based Real-time Video Transmission™.
Proceedings of the IEEF, Vol. 93, No. 1, January, pp.135-147.

Ke C-H., Lin C-H,, Shieh C-K., and Hwang W-S., 2006, “A Novel Realistic Simulation
Tool for Video Transmission over Wireless Network”. The IEEE International
Conference on Sensor Networks, Ubiquitous, and Trustworthy Computing (SUTC2006).

June 5-7, Taichung, Taiwan.

Kienzle M., Moses P. and McGowan J., 2000, “Telemedicine Primer: Technology
Economics and Feasibility”. Philadelphia, April [online]. Available from:
http://telemed.medicine.uiowa.edu [December 2003].

Kim D., Cabral LE. Jr., and Kim Y., 1995, “Networking Requirements and the Role of
Multimedia Systems in Telemedicine™, fonline]. Avatlable from:
www.Telemed_spiel095.htm [December 2003].

Kim Y., Lim E. and Montgomery D., 2002, “Discrete Event Simulation of the DiffServ-
over-MPLS with NIST GMPLS Lightwave Agile Switching Simulator (GLASS)”, Joint
Conference of Communication and Information (JCCI2002), Jeju, Korea.

Kirby K.M., Hardesty P.H. and Nickelson D.W., 1998, “Telechealth and the Evolving
Health care System: Strategic Opportunities for Professional Psychology”, American

214



Psychology Association, Vol. 29, No. 6, December, pp.527-535.

Klaue J., Rathke B, and Wolisz A., 2003, “Evalvid — A Framework for Video
transmission and Quality Evaluation™, Proceedings of 13" International Conference on
Modelling Techniques and Tools for Computer Performance Evaluation, Urbana, lllinois,
USA, September.

Klemm A., Lindemann C. and Lohmann M., 2001, “Traffic modeling and
characterization for UMTS networks”, Proceedings of the Globecom, San Antonio, TX,
pp.1741-1746.

Kode S., Maheswary J., Nandwani M. and Suresh S., 2001, "Traffic Characterization for
Heterogeneous Applications” [online]. Available from:
http://citeseer.ist.psu.edu/698429.html [March 2006]

Koenen R. (ed.), 2002, “Overview of the MPEG-4 Standard — (V.21 — Jeju Version)”,
ISO/TEC JTCL/SC29/WG11 N4G68.

Koumaras H., Martakos D. and Kourtis A., 2005, “Objective Measurement of Perceived
QoS for Homogeneous MPEG-4 Video Content”, Encyclopedia of Multimedia
Technology and Networking, Idea Group.

Koumaras H., c2005, “Evaluation Methods of PQoS for Multimedia Applications”
[online]. www.itt.demokritos.gr/HT_SS/Presentations/ATT00016.pdf [July 2006).

Krol M., 1997, “Telemedicine: A computer/communication current and future
challenge”, IEEE Potentials, Vol. 16, No. 4, October/November, pp. 29-31.

Kumar S., Xu L., Mandal M.K. and Pachanathan S., “Error Resiliency Schemes in
H.264/AVC Video Coding”, Elsevier Journal of Visual Communication and Image

215



Representation (Special issue on Emerging H264?AVC Video Coding Standard), Vol.
17, No. 2, pp.425-450, April 2006.

Lan K. and Heidemann J., 2002, “Multi-scale Validation of Structural Models of Audio
Traffic”. Technical Report ISI-TR-544a, USC Information Sciences Institute [online].
Available from: http://citeseer.ist.psu.edw/654940.html [May 2006].

Law R. and Raghavan S., 2001, “Diffserv and MPLS — Concepts and Simulation”
fonline). Available from: http://citeseer.ist.psu.edu/700179.htm! [February 2004].

Leland W.E., Tagqu M.S., Willinger W. and Wilson D.V., 1993,“On the Self-Similar
Nature of Ethernet Traffic”, Proc. SIGCOM?93, San Francisco, California, pp.183-193.

Leland W.E., Tagqu M.S., Willinger W. and Wilson D.V., 1994, “On the Self-Similar
Nature of Ethernet Traffic (Extended version)”, IEEE/ACM Transactions on Networking,
Vol. 2, No. 1, February, pp.1-15.

Leon-Garcia A., and Widjaja L., 2004, Communication Networks: Fundamental Concepts
and key Architectures, 2" edition. McGraw Hill, Boston.

Leppanen L., Prokkola J. and Briysy T., 2003, “On The Effect of Poisson Traffic
to the Performance of Ad Hoc Network™, Sotatekniikan pdivat, Helsinki, Finland,
Oct. 29-30.

Leppanen L., Prokkola J. and Briysy T., 2003, “Performance of Ad Hoc Network
under Pareto Distributed Traffic Model”, Finnish Wireless Communication
Workshop (FWCW 2003), Oulu, Finland, Oct. 16-17, pp.21-24.

Li A.H., Kittitomkun S., Hu Y.-H., Park D.-S. and Villasenor J., 2000, “Data Partitioning

and Reversible Variable Length Codes for Robust Video Communications”, Proceedings
of 2000 IEEE Data Compression Conference (DCC 04y, March, pp.460-469.

216



Lin J.C., 1999, “Applying Telecommunication Technology to Healthcare Delivery”,
IEEE EFMB Magazine, Vol.18, No. 4, July/August, pp.28-31.

Liu D., Sara E. I. and Sun W., 2001, “Nested Auto-regressive Processes for MPEG-
Encoded Video Traffic Modeling”, IEEE Trans. on Circuits and Systems for Video
Technology (CSVT), Vol. 11, No. 2, February, pp.169-183.

Liu H., Wei X., and Zarki M.E., 2001, “A Transport Infrastructure Supporting Real Time
Interactive MPEG-4 Client Server Applications over IP Networks”, International
Workshop on Digital Communications (IWDC 1), Italy, September.

Ma S, and Ji C., 2001, “Modelling Heterogeneous Network Traffic in Wavelet Domain”,
IEEE/ACM Trans. On Networking, Vol. 9, October.

Ma T. and Shi B., 2000, “Bringing Quality Control to IP QoS: Integrated Services and
Differentiated Services team up to deliver true QoS to Internet”, Network Magazine,

November.

Ma W, Yan J.,, and Huang C., 2003, “Adaptive Sampling Methods for Network
Performance Metrics Measurement and Evaluation in MPLS-Based TP Networks”,
Proceedings of CCECE’03, Montreal, May.

Marot M. and Kotsis G. (Ed.), 1999, “Broadband Integrated Satellite Network Traffic
Evaluations (BISANTE) Deliverable 1.1: Application and User Behaviour

Characterization”, Public Final Deliverable (BISANTE/DEL11), 30 September.

MAS Technology, 1998, “Telemedicine has arrived”, Elektron Journal, April, Vol. 15,
No. 4, p.34.

217



Maxmen J.S., 1978, “Telecommunications in psychiatry”. American Journal of

Psychotherapy, 32, pp.450-456.

McCarthy D., 1995, “The Virtual Health Economy: Telemedicine and the Supply of
Primary Care Physicians in Rural America.” American Journal of Law & Medicine, Vol.
21, No. 1.

McClelland S. and Berendt A., 1998, “Rural Africa, Making the Connection”,
Supplement to Telecommunication Intermational, April, S1.

McGowen J. and Kienzle M., 2000, “Tomorrow’s Telemedicine Today. The Changing
Face of Medical Practice”, AMIA Tutorial, Los Angels [online]. Avilable from:

http://telemed.medicine.uiowa.edu [January 2004].

Minei L, 2004, “MPLS DiffServ-aware Traffic Engineering”, White Paper, Juniper
Networks Inc., Sunnyvale, CA, USA.

Molnar S. and Marica 1. (Eds.), 1999, “Source characterization in broadband networks”,
Proc. COST257 Mid-term Seminar, Vilamoura, Portugal, January.

Mrak M., Sprljan N., and Grgic S., 2001, “Video Coding Schemes for Transporting

Video over the Internet”, I8th International Symposium on Information and

Communication Technologies, Sarajevo, Bosnia and Herzegovina, pp.245-250.

Murphy J. and Teahan J., 1994, "Video Source Models for ATM Networks", Proc. of the
Eleventh UK IEE Teletraffic Symposium, Cambridge, UK, 23-25 March.

Nakajima I, 2003, “Clinical Study on MPEG-2 Compression Based on Rec. ITU-R
BT.500-9”. Workshop on Standardization in E-health, Geneva, 23-25 May.

218



National Electrical Manufacturers Association (NEMA), 2004, “Digital Imaging and
Communications in Medicine (DICOM) Part 5: Data Structures and Encoding”, PS 3.5
[online]. Available from: http://medical.nema.org/digicom/2004.htmi [June 2005]

Ohm J.-R., 2005, “Advances in Scalable Video Coding”, Proceedings of the IEEE, Vol.
93, No. 1, January, pp.42-56.

Optibase. “H.264: The New MPEG Standard”, Optobase Video Inovations {onlinej.
Available from:
hitp://www.optibase.com/Objects/Solutions/white%20papers%5Coptibase_h.264_white
paper.pdf [October 2005].

Orozco J. and Ros D., 2004, “DiffServ-Aware Streaming of H.264 Video”, Proceeding of
the 14" International Packet Video Workshop (PV2004), Irvine {CA), USA, December.

Orozco J. E., 2005, “Quality of Service management of multimedia flows over DiffServ

IP networks”, Doctoral Thesis, University of Rennes, Rennes, France.

Patrikakis Ch., Despotopoulos Y, Rompotis A., Boukouvalas C., Pediaditis G., and
Lambiris A., 2003, “OLYMPIC: Using the Internet for real time coverage of major
athletic events”. International Conference on Cross Media Service Delivery, May 30-31,

Santorini, Greece.
Pattichis C.S., Kyriacou E., Voskarides S., Pattichis M.S., Istepanian R. and Schizas
CN, 2002, “Wireless Telemedicine Systems: An Overview”. IEEE Antenna’s and

Propagation Magazine, Vol. 44, No. 2, April.

Perednia D.A. and Allen A., 1995, “Telemedicine technology and clinical applications”.
JAMA, Vol. 273 (6), pp.483 — 488.

219



Pieda P., Ethridge J., Baines M. and Shallwani F., 2000, 4 Network Simulator
Differential Services Implementation, Open IP, Nortel Networks.

Preston J., 1993, The telemedicine handbook, Austin, TX: Telemedical Interactive

Services, Inc.

Prokkola J., Leppdnen L. and Braysy T., 2003, “On The Effect of Traffic Models
to Ad Hoc Network Performance”, Military Communications Conference
(MILCOM 2003), Boston, USA, Oct 13-16, p.7.

Rakocevic V., 2003, ‘Impact of End-to-end QoS Connectivity on the Performance of
Remote Wireless Local Networks’, Presented to IASTED Communication Systems and
Networks Conference, Malaga, Spain, September.

Rakocevic V., Stewart R. and Flynn R., 2003, *VoIP Network Dimensioning using Delay
and Loss Bounds for Voice and Data Aplications’, Presented to Information Technology
and telecommunications (IT&T) 2003 Conference, Letterkenny, Ireland, October 2003.

Rao S.8., 2001, “Integrated health care and telemedicine”, Work Study, Vol. 50, No. 6,
pp. 222-228.

Rampall A. and Mneney S.H,, 1997, “internet to Rural Areas Over a Radio Link”.
Proceedings of TeleTraffic 97 and ITC mini-seminar on Multimedia Networks, 8 — 11
September, Grahamstown, pp.83-90.

Reisslein R., Lassetter J., Ratnam S., Lotfallah O., Fitzek F.H.P. and Panchanathan S.,
2003, “Traffic and Quality Characterization of Scalable Encoded Video: A Large-Scale
Trace-Based Study”, Part 1: Overview and Definitions, Technical Report [online].
Available from: http://trace.eas.asu.edu/publications/ [ August 2005].

220



[RFC2216] Shenker S. and Wroclawski J.,, 1997, “Network Element Service
Specification Template”, RFC 2216, September.

[RFC2474] Nichols K. et al., 1998, “Definition of the differentiated Services Field (DS
Field) in TPv4 and IPv6 Headers”, RFC 2474, December.

[RFC2475] Blacke S. et al., 1998, “An Architecture for Differentiated Services”, RFC
2475, December.

[RFC2597] Heinanen J. et al., 1999, “Assured Forwarding PHB”, RFC 2597, June.

[RFC2702] Awduche D., Malcolm J., Agogbua J., O’Dell M., and McManus J., 1999,
“Requirements for Traffic Engineering Over MPLS”, RFC 2702, September.

[RFC3031] Rosen E., Viswanathan A., and Callon R., 2001, “Multiprotocol Label
Switching Architecture™, RFC 3031, January.

[RFC3212] Jamoussi B. et al., 2002, “Constraint-Based LSP using LDP”, RFC 3212,
January.

[RFC3260] Grossman D., 2002, “New Terminology and Clarifications for DiffServ”,
RFC 3260, Apnil.

[RFC3270] Le Faucheur F. et al., 2002, “Multi-protocol Label Switching (MPLS)
Support of Differentiated Services”, RFC 3270, May.

[RFC3272] Awduche D. et al., 2002, “Overview and Principles of Internet Traffic
Engineering”, RFC 3272, May.

[RFC3564] Le Faucheur F., and Lai W., 2003, “Requirements for Support of
Differentiated Service-aware MPLS Traffic Engineering”, RFC 3564, July.

221



Riley M.J. and Richardson 1. E.G., 1997, Digital Video Communication. Artech House,
Boston.

Rose 0., 1996, “Estimation of the Hurst Parameter of Long-Range Dependent Time
Series”. Report No. 137, February [online]. Available from: www-info3.informatik.uni-
wuerzburg.de/TR/tr137.pdf [ 14 March 2006].

Saad T., Yang T., Makrakis D., and Groza V., 2001, “Diffserv-enabled Adaptive Traffic
Engineering over MPLS”, International Conference on Info-Tech & Info-Net (ICII 2001),
Beijing, China, October.

Saad T., Yang T., Yu H., Makrakis D., Groza V., and Petriu E., 2001, “QoS Support of
Multimedia Applications over Diffserv-enabled MPLS Networks”, The 8th International
Conference on Advances in Communications and Control (COMCONS), Greece,
September.

Sadiku M.N.O. and Nguyen T.H., 2002, “Next Generation Networks”. IEEFE Potentials,
Vol. 21, No.2, April/May, pp.6-8.

Sayeed A., 2000, “IP challenges QoS requirements”. EE Times, January 24.

Seeling P., Reisslein M. and Kulapala B., 2004, “Network Performance Evaluation Using
Frame Size and Quality Traces of Single-Layer and Two-Layer Video: A Tutorial”. JEEE
Communication Surveys & Tutorials, Third Quarter, Vol. 6, No. 3, pp.58-78.

Shankaranarayanan N.K., 2003, “802.20 Traffic Models: Status/Discussion”. IEEE
C802.20-03/73, 22 July fonline]. Available from:

http://grouper.ieee.org/groups/802/20/Contribs/C802.20-03-73.pdf [March 2006]

222



Siemon, 2005, “Video over P~ [online]. Available from:
http://www.siemon.com/us/white papers/03-08-26-VideoOverIP.asp [February 2006]

Sikora T., 2005, “Trends and Perspective in Image and Video Coding”. Proceedings of
the IEEE, Vol. 93, No. 1, January, pp.6-17.

Siris V.A. and Stamatakis G., 2005, "A Dynamic CBWFQ Scheme for Service
Differentiation in WLANS". In Proc. of 16th IEEE Int'l Symposium on Personal, Indoor,
and Mobile Radio Communications (PIMRC'05), Berlin, Germany, September.

Stachie D., Leibnitz K. and Tran-Gia P., 2000, “Source Traffic Modeling of Wireless
Applications”, Technical Report No. 261, June.

Stankovic V., Hamzaoui R., and Xiong Z., 2003, “Live video streaming over packet
networks and wireless channels”, Proceedings of PV2003 13" Packet Video Workshop,
Nantes, April.

Sullivan G.J. and Wiegand T., 2005, “Video Compression — From Concepts to
H.264/AVC Standard™, Proceedings of the IEEE, Vol. 93, No. 1, January, pp.18-31.

Sze H.P., Liew S.C., Lee J.Y.B. and Yip D.C.S., 2002, “A Multiplexing Scheme for
H.323  Voice-Over-IP  Applications”, IEEE Journal on Selected Areas in
Communications, Vol. 20, No. 7, September.

Tatlori R., 1998, “Error-Resilient Video Coding in ISO MPEG-4 Standard”. JEEE
Communication Magazine, June, pp.112-119.

Tan W. and Zakhor A., 1999, “Real-Time Video Using Error Resilient Scalable

Compression and TCP-Friendly Transport Protocol”. JEEE Transactions on Multimedia,
Vol. 1, No. 2, June, pp.172-186.

223



Tatiparnula M. and Khasnabish B. (eds), 1998, Multimedia Communications Networks:

Technologies and Services. Artech House, London.

Tobagi F.A., 2005, “A Top Down View of Quality of Service”, ST Journal of Research,
Vol. 2, No. 1, Networked Multimedia, pp.6-30.

Tran-Gia P., Stachle D. and Leibnitz K., 2001, “Source Traffic Modeling of Wireless

Applications”, International Journal of Electronics and Communications (AEU), 55.

UB Video, 2002, “H.263 Standard: Overview and TMS320C6x Implementation, Ver2.0”,
April, White Paper [online]. Available from: www.ubvideo.com [May 2005].

UB Video, 2002, “Emerging H.264 Standard: Overview and TMS320C64x Digital Media
Platform Implementation”, White Paper, February [online]. Available from:
www.ubvideo.com [May 2005].

U.S. Federal Communication Commission (FCC), 1997, Telecommunications

Infrastructure Development, Telemedicine Report to the Congress, January 31, US.

Villasenor J. D., Zhang Y. —Q., and Wen I., 1999, “Robust Video Coding Algorithms and
Systems”. Proceedings of the IEEE, Vol. 87, No. 10, October, pp.1724-1733.

Walker J. Q. and Hicks J. T., 2002, “The Essential Guide to VoIP Implementation and
Management”, NetIQ Corporation [online]. Available from:

hitp://istech.org/resource_lib/telecomm/voice_ip/20020802-1114-1232 [March 2005].

Walke B.H. et al., 2001, “IP over Wireless Mobile ATM — Guaranteed Wireless QoS by
HiperLAN/2", Proceedings of the IEEE, Vol. 89, No. 1, January, pp.21-39.

Wang Y. and Zhu Q.-F., 1998, “Error Control and Concealment for Video
Communication: A Review”, Proceedings of the IEEE, Vol. 86, No. 5, May, pp.974-997.

224



Wang Y., Wenger S., Wen J, and Katsagoelos AK., 2000, “Error Resilient Video
Coding Techniques”, IEEFE Signal Processing Magazine, Vol. 17, No. 4, July, pp.61-89.

Wang H., Shen C. and Shin K.G., 2001, “Adaptive-weighted packet scheduling for
premium service”, [EEE International Conference on Communications, Vol.6, pp.1846-

1850.

Wang Z., Lu L. and Bovik A.C., “Video Quality Assessment Based on Structural
Distortion Measurement”, Signal Processing: Image Communications, Vol. 19, February,
pp.121-132.

Winkler S. and Campos R., 2003, “Video Quality Evaluation for Internet Streaming
Applications™, Proceedings of SPIE/IS&T Human Vision and Electronic Imaging,
Vol. 5007, pp.104-115, Santa Clara, CA, January 20-24.

Winkler S. and Dufaux F., 2003, "Video quality evaluation for mobile applications.”
Proceedings of SPIE/IS&T Visual Communication and Image Processing, Vol. 5150,
Ppp-593-603, Lugano, Switzerland, July 8-11.

Wootton R., 2001, “Telemedicine and developing countries - successful implementation
will require a shared approach”, Journal of Telemedicine and Telecare 2001; 7 (Suppl.
1): S1:1-6.

Wu D, Hou Y.T., and Zhang Y.-Q., 2000, “Transporting Real-Time Video over the
Internet: Challenges and Approaches”, Proceedings of the IEEE, Vol. 88, No. 12,
December, pp.1855-1876.

Wu D., Hou Y.T., and Zhang Y.-Q., 2001, “Scalable Video Coding and Transport over

Broad-Band Wireless Networks”, Proceedings of the IEEE, Vol. 89, No. 1, January,
pp.6-20.

225



Xiao X., and Ni L.M., 1999, “Internet QoS: A Big Picture”, JEEE Network Magazine,
Vol. 13, No. 2, March/April, pp.8-18.

Xiao X., Irpan T., Hannan A., Tsay R.C., and Ni L.M,, 1999, “Traffic Engineering with
MPLS”, America's Network magazine, November, pp.32-37.

Xiao X., Hannan A., Bailey B., and Ni L.M., 2000, “Traffic Engineering with MPLS in
the Internet”, IEEE Network Magazine, Vol. 14, No. 2, March/Apnl, pp.28-33.

Xiao X., Telkamp T., Fineberg V., Chen C., and Ni L.M., 2002, “A practical approach
for providing QoS in the Internet backbone, IEEE Communications Magazine, Vol. 40,
No. 12, December, pp.56-62.

Zatari D.I., 2002, “Design of a centralized telemedicine model in Palestine”, Journal of
Telemedicine and Telecare. Vol. 8, Suppl. 2, pp.S2:96-7.

Zeng X., Lung C-H. and Huang C., 2004, “A Bandwidth-efficient Scheduler for MPLS
DiffServ Networks”, Proceedings of the IEEE Computer Society’s 12th Annual
International Symposium on Modeling, Analysis, and Simulation of Computer and
Telecommunications Systems (MASCOTS'04), pp.251 — 258.

Zhai F., Eisenberg Y., Pappas T.N., 2004, “Berry R. and Katsaggelos K. Rate distortion
Optimized Hybrid Emor Control for Real-Time Packetized Video Transmission”,
Proceedings of the IEEE International Conference on Communication (ICC), Paris,
France, June, pp.1318-1322.

226



APPENDICES

APPENDIX A
SCENARIO-1 NS SCRIPTS AND SIMULATION PLOTS

# ——————— = B e R S S S
#

# Scenario 1: Comparison of Different schedulers for Real-time traffic
# within the DiffServ enviromment. Adapted from Simulation-1 by Sergio
# Andreczzi, which is a file that ig part of DiffServ4Ns

# However, instead of using CBR traffic source for both EF and BE,Video
# trace is used as a traffic sourcefor EF,the number of nodes has been
# increased to 6 for both the source and destination and the number of
# schedulers is also increased to 9 to include PQ, SCFQ, SFQ, WFQ,

# WF20p, LLQ, WIRR, RR, and WRR

#

# TOPOLOGY

#

# —_———— ————

# | 80 |- e | a0 |

# ---- 100Mb/s 100Mh/s ----

# lms | | 1ms

. S ————

| st |---eem L} eeemees | a1 |

# ---- 100Mb/s \ | / 100Mb/s ----

# ims \ / 1ms

 o---- \ b7 -—--

# | 82 |~------- E | - | a2z |

# ---- 100Mb/s \ | | / 100Mb/s ----

# ms  \ | | 11/ 1ns

# \=--- ——- -

# el |------ lcorel------ | ez |

# / ---- Sms ~---- 3ms ----

# oo /1 ] -

# | 83 f-moomoo || \emooeee | a3

# ---- 100Mb/s | | | 100Mb/s ----

# 1lms / Y lms

e / I

$ | 54 [--——---- / | \-momeo - | da |

# ---- 100Mb/s | 100Mb/s ----

# 1lms | lms

# ---- i ——--

] 85 [--2mmeermmm-o [----=-om - b as |

# _--- 100Mb/s 100Mb/s ----

# 1ms 1ms

#

#====================================z========== _____ R TS EEEEEESIES
set alg [lindex Sargwv 0]

set testTime
set EFPacketSize

[1index $argv 1]
[lindex $argv 2]
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set quiet false

set ns [new Simmlatori

set CirEF 300000 ; # parameters for Token Bucket
Policer

set cbsEF [expr $EFPacketSize+l]

set EFRate 300000k

#set cbsEF [expr $EFPacketSize] i #

set BGRate 100000b

set BGPacketSize 64

set rndStartTime [new RNG]

SrndStartTime seed 0 ; # seeds the RNG
heuristically

set rindSourceNode [new RNG]

$rndSourceNode seed 0

set txTime [expr $EFPacketSize*8.0/20001; # in millisec
set sumEFQueuel.en 0

set sumBEQueuelLen 0

set samplesNum 0

#tracing

if {($quiet == "false=)} {

set ServiceRate [open ServiceRate.tr w]

set EFQueuelen [open EFQueuelLen.tr w]
set BEQueuelen [open BEQueueLen.tr w}

set OWD [open OWD.tr w]
set IPDV [open IPDV.tr wj

}

fiset £ {open testl.out wl
#8ns trace-all SE

#set nf [open testl.nam wl
#%ns namtrace-all 3Snf

# Set up the network topology shown at the top of this file:
set s{0) [3Sns node]
set s{1} [$ms node]
set s(2) [%nos node]
set s8(3) [$ns node]
get s(4) [S$ns nodel
set s(5) [$ns node]

set el [$ns node]
set core [Sns node]

set e2 [Sns node]

set dest(0) [$ns node]
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set dest (1) [$ns node]l
set dest(2) [$ns nodel
set dest(3) [$ns nodel
set dest(4) [$ps node]
set dest(5) [$ns nodel

$ns duplex-link $s{0} S$el 100Mb 1lms DropTail
Sns duplex-link %$s(1) $el 100Mb 1lms DropTail
$ng duplex-link $s(2) $el 100Mb lms DropTail
Sns duplex-link $s{3}) $el 100Mb 1lms DropTail
$ng duplex-link $s{4) $el 100Mb 1ms DropTail
$ns duplex-link $s(5) S$Sel 100Mb 1ms DropTail

%ns simplex-link S5el Score 2Mb Sms dsRED/edge
$ns simplex-link Score $el 2Mb 5ms dsRED/core

5ns duplex-link $core $e2 SMb 3ms DropTail

5ns duplex-link $e2 $dest (0} 100Mb 1ms DropTail
$ns duplex-link $e2 $dest(l) 100Mb 1ms DropTail
$ns duplex-link $e2 $dest{2) 100Mb 1ms DropTail
5ns duplex-link $e2 Sdest(3} 100Mb 1ms DropTail
$ns duplex-link $e2 $dest({4) 100Mb 1ms DropTail
$ns duplex-link $e2 S$dest(5) 100Mb 1ms DropTail

set gE1C [[3ns link Sel Scorel queuel
set gCE1 [[$ns link S$core $el] queuel

# Set DS RED parameters from Edgel to Core:

$gE1C set numQueues 2

$qEIC setMumPrec 0 2; # gueue 0, two levels of precedence
SqQE1C setNumPrec 1 1; # cueue 1, one level of precedence

if {($alg=="RR™)} {
$qE1C setSchedularMode RR

}

if {(5alg=="po")} {
$qE1C setSchedularMode PRI

}

if {($alg=="wFQ"}} {

SgE1C setSchedularMode WFQ
$qE1C addQueusWeight 0 3
$qBE1C addQueueWeight 1 17

if {($alg=="scFQ")} {

$qE1C setSchedularMode SCFQ
$qE1C addQueueWeight 0 3
3gE1C addQueueWeight 1 17

if {{$alg=="WRR")} {

3gE1C setSchedularMode WRR
3qE1C addQueueWeight O 3
3qF1C addQueueWeight 1 17
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}

if {(Salg=="WIRR")}} {

SqE1C setSchedularMode
$gB1C addQueueWeight 0
5qE1C addQueueWeight 1

}

if {($alg=="8FQm)} {

5qE1C setSchedularMode
$qE1C addQueueWesight 0
$qE1C addQueueWeight 1

if {($alg=="wr20p™)} {
5gE1C setSchedularMode
5gE1C addQueueWeight 0©
$qE1C addQueueWeight 1

}

if {($alg=="LLO"}} {
5gqE1C setSchedularMode
$qE1C addQueueWeight 1

}

if {{$alg=="LLQ SFQ")}
5gE1C setSchedularMode
$gE1C addQueueWeight 1

}

$qE1C setQSize 0 30
$qF1C setDSize 1 50

$QE1C setMREDMode DROP
5gE1C setMREDMode DROP

$gE1C addMarkRule 46 -
codepoint
$qE1C addMarkRule 0 -
codepoint

5qE1C addPolicyEntry
SLS

5gE1C addPolicyEntry
5gE1C addPolicyEntry

$gqE1C addPolicerEntry

WIRR

17

SFQ

WF20p

17

LLQ 1700000
17

{

LELQ SFQ 1700000
17

;# could be also specified for each queue: e.q.
0

1 [$dest(0) id] any any ;# EF recommend

1 [$dest(1) id] any any ;# BE recommend

46 TokenBucket $cirEF ScbsEF ;# depending on

4% Dumb
0 Dumb

TokenBucket 46 48

5qEIC addPolicerEntry Dumb 0 0

5gE1C addPHBEntry 46 0
$qE1C addPHEEntry 48 0
$qE1C addPHBEntry 0 1

$qRB1C configQ 0 0 30
$qE1C configQ 0 1 -1
SqE1C configQ 1 0 50

0
1
0
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# Set DS RED parameters from Core to Edgel:
$gCEl setMREDMode DROP

$qCEl set numQueues__ 1

$gCEl setNumPrec 1

$qCEl addFHREntry 10 0 O

SqCE1 configQ 01 50

# VBR AND CBR TRAFFIC ACTIVATION
source traffiec-generator.tcl

# EF
set startTime [SrndStartTime uniform 0 5]
set sourceNodelD [$rndSourceNode integer 5]
video connection 0 0 $s{$sourceNodeID) $dest(0) 0 SstartTime S$testTime
if {(Squiet == "false")} {

puts *EF : s{$sourceNodelID)->d{0) - Traffic: VIDEOC FROM TRACEFILE
- Start S$startTime"

}

$sink (0) FrequencyDistribution 0.00001 0.00001 $EFPacketSize\_FD.tr
# BE

for {set i o0} {%i < 20} {incr i} {
set startTime [SrndStartTime uniform ¢ 5)
set sourceNodeID [$rndSourceNode integer 51
cbr_connection [expr $i+40] 1 $s{$sourceNodeID) Sdest(1l} 1
$BGPacketSize $BGRate S$startTime StestTime
puts "BE: s{$sourceNodeID)->d(1) - Traffic: CBR - PktSize:
$BGPacketSize - Rate: 3BGRate - Start S$startTimer
set BGPacketSize [expr $BGPacketSize+64]
}

proc record departure rate {} {
global gE1C ServiceRate
#Get an instance of the simulator
set ns [Simulator instance]

#Get the current time
set now [$ns now]

#Set the time after which the procedure should be called
again
set time 1

set EFRate [expr [5qQE1C getDepartureRate 0 ]/1000 ]
set BERate [expr [$QE1C getDepartureRate 1 /1000 }
puts $ServiceRate "$now $EFRate SBERate"”

#Re-schedule the procedure
Sns at [expr $now+$time] "record departure rate”

}

proc record delay {} {
global Sink OWD IPDV txTime
#Get an instance of the simulator
set ns [Simulator instancel
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#Set the time after which the procedure should be called
again
set time 0.5

set sumOWD [$Sink_{0) set sumOwd_]
set sumIPDV [$8ink (0) set sumIpdv ]
set pkts [58ink {0) set npktsFlowid ]

#Get the current time
set now [5ns now)

if {(5pkts<2))} | puts $OWD "Snow 0" } else {
puts $OWD "$now [expr S$sumOWD*1000/$pkts-$txTime]" }
puts 3IPDV "Snow [expr 5sumIPDV*1000/ (S$pkts-1)]1"

#Re-schedule the procedure
Sns at [expr Snow+Stime] "record delay”

proc record_queue len {} {
global EFQueuelen BEQuenelen ELC samplesNum swnBFQueuelen
sumBEQueueLen quiet

#Get an instance of the simulator

set ns [Simulator instancel

#Set the time after which the procedure should be called
again

set time 0.5

set queuellen [$gEl1C getQueuelen 0]
set queuellen [SQE1C getQueuelen 1]

set sumEFQuenelen [expr S$sumEFQueuelLen +$queuellen ]
set sumBEQueuelen [expr $sumBEQueuelLen +5queuellen ]
set samplesNum [expr $samplesNum+i}

#Get the current time
set now [3ns nowl

if {{squiet == "false")} {
puts $EFQueuelen "$now SqueuelLen”
puts $BEQueuelen "Snow $gueuellen®

¥Re-schedule the procedure
Sns at [expr $now+$timel "record_gueue len”

proc finish {} {
global ns Sink_ OWD IPDV ServiceRate quiet EFPacketSize alg
EFQueuelen BEQueuelen sumBFQueueLen samplesNum gE1C

Sns flush-trace
4sink (0} flushFD
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if {

cl

cl
cl

S0

(Squiet == "false")} {

oge SOWD

close SIPDV

close $ServiceRate
ose 3EFQueueLlLen
ose SBEQueueLen

urce gnuplot-x.tcl

exec gnuplot bw x.p
exec gnuplot owd X.p
exec gnuplot ipdv x.p

ex

ec gouplot queue X.p

exec gnuplot owdFD xX.p
exec gnuplot ipdvFD x.p

}

set
set
set
set
set
set

set
set
set
puts
puts
puts

set
puts

set
set
set
puts

gIPDV fopen "$alg\_IPDV.tr" a]

gOWD [open "S$alg\ OWD._tr" a]
gQueuelen [open "$alg\ Queuelen.tr® al
gPktLoss [open "$alg\ PktLoss.tr" al
gEFPktLoss [open *$alg\_EFPkthoss.tr" al
gEF_MBS [open *"$alg\_EF MBS.tr" a]

sumOWD [$Sink (0) set sumOwd ]

sumIPDV [$Siok (0) set sumIpdv ]

npkts [$Sink (0) set npktsFlowid ]
4gOWD n$EFPacketSize [expr $sumOWD+*1000/Snpkts]®
$qIPDV "$EFPacketSize [expr SsumIPDV*1000/(3npkts-1)]1°
SgQueuelen "$EFPacketSize [expr SsumBEFQueuelen/$samplesNum] ®

EF_MBS [$gE1C set MBSO_ ]
SgEF MBS "gEFPacketSize SEF MBS®

Pkt [$gE1C getStat pkts ]

dropPkt [$gB1C getStat drops ]

edropPkt [$gE1C getStat edrops ]

$gPktLoss "$EFPacketSize [expr (3Pkt-S$dropPkt-

$edropPkt)+*100.0/5Pkt] [expr 5$dropPkt*100.0/5Pkt] lexpr
$edropPkt*100.0/5FPkt] ™

set
set
set
puts

Pkt [$gE1C getStat pkts 46 ]
dropPkt [3qE1C getStat drops 46 ]
edropPkt [$SgFl1C getStat edrops 46 ]
$gEFPktLoss "$EFPacketSize [expr ($Pkt-SdropPkt-

SedropPkt) ¥100.0/5Pkt] {expr 3dropPkt*100.0/5Pkt} [expr
$edropPkt*100.0/S5Pkt] "~

clos

e S$gOWD

close $gIPDV

clos

e $gQueueLen

close $gPktLoss

clos

e $gEFPktLoss

closa 3$gEF_ MBS

exit

0
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puts "EF packet size: S$EFPacketSize"

$qELIC printPolicyTable

$gE1C printPolicerTable

fns at 0.0 "record departure_rate"

Sns at 6 "record_delay”

$ns at [expr $testTime/2] "SqE1C printStats”
S$ns at [expr StestTime - 0.1} "$gE1C printStats”

5ns at 6 "record_queue len®
$ns at $testTime "finishr

Sns run
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APPENDIX B
SCENARIO-2: NS SCRIPTS AND SIMULATION PLOTS

# Scenario 2: Comparison of low latency and low jitter schedulers for
# Real-time traffic within the DiffServ environment with more

# application and classes. Adapted from example-2 by Sergio

# Andreozzi, which is a file that is part of DiffServ4Ns

set alg [lindex Sargv 0]

set ns [new Simulator]

set EFPacketSize 1300 ; # EF packet size in bytes
set EFRate 300000b ; # 300kbit/s rate for EF
traffic

set BGRate 100000b ; # 1Mbit/s rate for

background traffic

set algBW 2000000 ; # Bandwith between
interfaces DS enabled

set testTime 100

set rmdStartTime [new RENG]

$rndstartTime seed 0 ; # seeds the RNG heuristically
set randSourceNode [new RNG]

S$rndSourceNode seed 0 ; # seeds the RNG heuristically
#tracing

set ServiceRate [open ServiceRate.tr w]

set ClassRate fopen ClassRate.tr w]

set PELoss [open PELoss.tr w]

set PLLoss [open PLLoss.tr w]

set Queuelen [open QueuelLen.tr wl

set VirtualQueuelen [open VirQueuelen.tr w]

set Goodput [open Goodput.tr w]

set OWD [cpen OWD.tr w]

set TFDV [open IPDV.tx w}

# Set up the network topology shown at the top of this file:
gset s{0) [%$ns nodel
set s{1) [$ns mnode]
set s{2) ([$ns nodel
set s(3) [$ns nodel
set s{4) {5ns node]

set el [$ns ncde]
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set core ([($ns nodel
set e2 [$ns nodel

set dest {0} [S5ns nodel
set dest (1) [5ns nodel
set dest(2) [$ns node]
set dest(3) [$ns nodel
set dest{4) [$ns node]

Sns duplex-link $s3(0) $el 100Mb 1ms DropTail
$ns duplex-link $s{1) $el 100Mb Ims DropTail
Sns duplex-link $s{2} $el 100Mb 1ms DropTail
%ns duplex-link $s(3) $el 100Mb 1ms DropTail
$ns duplex-link $s{4) $el 100Mb 1ms DropTail

Sns simplex-link $el $core 2Mb Sms AsRED/edge
$ns simplex-link $core Sel 2Mb 5ms dsRED/core

#set txTime [expr $EFPacketSize*3.0/2000]; # transmission time
for a EF packet in millisec

$ns duplex-link $core $e2 SMb 3ms DropTail

$ns duplex-link %e2 $dest{(0} 100Mb 1lms DropTail
$ns duplex-link $e2 $dest(1) 100Mb 1ms DropTail
sns duplex-link $e2 $dest(2} 100Mb 1ms DropTail
$ns duplex-link $e2 $dest(3) 100Mb 1lms DropTail
Sns duplex-link $e2 $dest(4) 100Mb 1ms DropTail

set qFE1C [[$ns link $el $core]l queue]
set qCEL [[$ns link $Score fZel]l queunel]

# Set DS RED parameters from Edgel to Core:
$qE1C set numQueues 3

if {(Salg=="PQ")} {
$gE1C setSchedularMode PRI

}

if {($a1g==wRRn)} {
5qE1C setSchedularMode RR

}

if {(Salg=="scro")} {
$qE1C setSchedularMode SCFQ

3gE1C addQueueWeight 0 3
SqE1C addQueueWeight 1 10
3gELC addQueueWeight 2 7

if {($alg=="wFQ")} {
$qE1C setSchedularMode WFQ

$qE1C addQueueWeight 0 3
SgE1C addQueueWeight 1 10
SQE1C addQueueWeight 2 7
}
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if {($alg=="L1Q")} {

$qE1C setSchedularMode LIQ SFQ 1700000
$qE1C addQueueWeight 1 10

SgE1C addQueueWeight 2 7

}

# Premium Service

# queune and precedence levels settings

$qE1C setQSize 0 50

S5qE1C setNumPrec O 2 ;# Premium Service queue 0, two
levels of precedence

#classifying and marking

$gB1C addMarkRule 46 [$s({0) id] -1 any any ;# packets coming from s0
are marked for premium service

$qE1C addMarkRule 46 [$s(1) id] -1 any any ;# packets coming from sl
are marked for premium service

#metering

$qE1C addPolicyEntry 46 TokenBucket 500000 100000 ;# cir in bit/s,
c¢bs in bytes

$qE1C addPolicerEntry TokenBucket 46 S1 ;# packets out of

the bucket are marked with DSCP 51
SgE1C addPHBEntry 46 0 0
$qQE1C addPHBEntry 51 0 1

#shaping/dropping

$gE1C setMREDMode DROP O

$qEl1C configQ 0 O 30 ;#max in-profile packets in queue 0
3QE1C configQ 0 1 -1 ;#drop all out-of-profile packets

# Gold Service

# cueue and precedence levels settings

$qB1C set(Size 1 150

$gE1C setNumPrec 1 3 ;# Gold Service queue 1, two levels of
precedence, AFll for telnet, AF12,AF13 for ftp,

#clagsifying and marking

$qE1C addMarkRule 10 -1 -1 any telnet :# telnet packets are
marked with DSCP=10
3gE1C addMarkRule 12 -1 -1 any ftp ;# FTP packets are

marked with DSCP=12

#metering

$gE1C addPolicyEntry 10 Dumb ; #no policy for telnet

$gE1C addPolicerEntry Dumb 10

$qE1C addPolicyEntry 12 TSW2CM [expr $algBW/2/2] ; #when ftp exceeds
0.5Mbit/s, stronger drop

$qB1C addPeolicerEntry TSW2CM 12 14

$qE1C addPHBEntry 10 1 0
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$qQE1C addPHBEntry 12 1 1
$gE1C addPHBEntry 14 1 2

#shaping/dropping

$gE1C setMREDMode RIO-C 1

$gELC meanPktSize 1300 ;# needed by the setQueueBW
SqE1C setQueueBW 1 1000000 ;4 the alg is related to the bw
assigned to the service

S5gE1C configQD 10 60 110 0.02

$gB1C configQ 1130 60 0.6

$gE1C configQ 12 s 10 0.8

# Best Effort Service

# queue and precedence levels settings

$gE1C setQSize 2 100

SqE1C setMumPrec 2 2 ;# Best Bffort Service queue 2, two levels
of precedence

#classifying and marking
#no rules applied, all packets that do not wmatch any rules are marked
with default codepoint DSCP=0

#metering

$qELC addPolicyEntry 0 TokenBucket 700000 100000 ;# cir in bit/s, cbs
in bytes ’

$gE1C addPolicerEntry TokenBucket 0 50

SqQELC addPHBEntry 0 2 0

$qE1C addPHBEntry 50 2 1

#shaping/dropping

3gqE1C setMREDMode DROP 2

$qEB1C configQ 2 0 100 ;#max in-profile packets in queue 0
5gElC configQ 2 1 -1 ;#drop all out-of-profile packets

# Set DS RED parameters from Core to Edgel:
$qCE1 setMREDMode DROP

$qCEl1 set numQueues 1
$qCEl1 setQSize 0 60
$qCEl setNumPrec 1

SqCEl configQ a o
$gCEl1 addPHBEntry 10 ©
$qCE1l addPHBEntry 0 Q

# TRAFFIC ACTIVATION
source utils2.tcl

# BEF - VoIP traffic

set startTime [$rndStartTime uniform 1 3]

VoIP comnection 0 0 $s{1) $dest(l) 1 $startTime $testTime
puts "EF : s{1)->d(1) - Traffic: VoIP - Start $startTime®

set startTime [$rndStartTime uniform 1 3}

VoIP_connection 0 0 $s(0)} $dest(0) 1 $stariTime StestTime
puts "EF : s(0)->d(0) - Traffic: VoIP - Start $startTime"
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set startTime [$rndStartTime uniform 1 3]
VoIP connection 0 0 $s(2) Sdest(2) 1 SstartTime StestTime
puts PEF : s(2)->d(2) - Traffic: VoIP - Start $startTime"

# BF - video traffic

set startTime [$rndStartTime uniform 0 3]

video comnnection 0 0 $s{0) $dest(0) 0 $startTime StestTime
puts "EF : s5(0)}->d(0) - Traffic: VIDEQ FROM TRACEFILE - Start
$startTime"

set startTime [SrndStartTime uniform 0 5)

video connection 0 ¢ $s{1) $dest(1l) O $startTime S$testTime
puts "EF : s(1)->d(1) - Traffic: VIDEQ FROM TRACEFILE - Start
$startTime”

set startTime [SrndStartTime uniform 0 7]

video_connection 0 ¢ $s{4) $dest(4) 0 $startTime $testTime
puts "EF : s(4)->d(4) - Traffic: VIDEO FROM TRACEFILE - Start
$startTime”

# TELNET TRAFFIC
for {set i o0} {$i < 12} {iner i} {
telnet connection [expr $i+10001 $s(lexpr $i/5+1]) Sdest([expr
$i/5+1]) 0 %i
}

# FTP TRAFFIC
for {set i 0} {$i < 12} {inmcr i} {
ftp connection [expr $i+2000]1 $s(lexpr $i/5+11) $dest ([expr
$i/5+11) Si
}

# creating background traffic with different flows
set BGPacketSize 64
set 1 0

while {$i<23} {
set startTime [$rndStartTime uniform Q 21
set sourceNode [expr [$rndSourceNode integer 4]+1]
set destNode [expr [$rndScurceNode integer 4] +1}
set flowBW 100000
chr connection [expr $i+10] 1 $s($sourceNode) $dest{$destNode) 0
$BGPacketSize $flowBW S$startTime StestTime
puts "flow $i: cbr conmection ($sourceNode -> S$SdestNode)
starting at time $startTime, rate $flowBW Kbps, packet size
$BGPacketSize™
set i [expr $i+l1l
set B@PacketSize [expr $BGPacketSize+64]

#proc record goodput {} {
# global gE1C Goodput

#Get an instance of the simmlator
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#set ns [Simulator instancel

#Get the current time
#set now [$ns now]

#Set the time after which the procedure should be called again
#set time 1

#set  r1o [$QELC getStat TCPbReTX 10]
#get  ri2 [$gE1C getStat TCPbReTX 12]
#set rla [5gqE1C getStat TCPbReTX 14]
#set glo [SQE1C getStat TCPbGOTX 10]
#set gl2 [$gEB1C getStat TCPbGoTX 12]
#set gl4 [$gE1C getStat TCPbGoTX 14}

#puts §Goodput "$now lexpr 5410/ ($g10+5r10)] [expr
5912/ (8912+5r12) 1" ;# [expr $gl4/(Sgle+s5rid)]-

#Re-schedule the procedure
#Sns at [expr Snow+Stime] "record goodput™
#}

proc record departure rate {} {
global gE1C ServiceRate ClassRate
#Get an instance of the simulator
set ng [Simulator instancel

#Get the current time
set now [$ns now]

#Set the time after which the procedure should he called

again
set time 1
set EFRate [expr [$gE1C getDepartureRate 0 0]/1000 ]
set TelnetRate [expr [$gE1C getDepartureRate 1 0]/1000 ]
set FtpRate [expr {[5gE1C getDepartureRate 1 1]+[$gE1C
getDepartureRate 1 2]}/1000 1
set BERate jexpr [$4E1C getDepartureRate 2 1/1000 ]

puts $ClassRate "Snow SEFRate S$TelnetRate SFtpRate $BERate”

set PremiumRate fexpr [$qE1C getDepartureRate 0 ]/1000 ]
set GoldRate [expr [SgELC getDepartureRate 1 1/1000 ]
set BERate fexpr [$gE1C getDepartureRate 2 ]/1000 ]
puts $ServiceRate "$now $PremiumRate S$GoldRate SBERate"

#Re-schedule the procedure
$ns at [expr S$now+Stime] "record departure rate®

}

proc record delay {} {
global Sink_ OWD IPDV

#Get an instance of the simulator

set ns [Simulator instance]

#Set the time after which the procedure should be called
again
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set time 0.5

#Get the current time
set now [Sns now}

set EF_OWD [expr 1000*[$Sink (0) set owd 1]
puts SOWD "Snow SEF_OWD"

set EF IPDV [expr 1000*[$Sink (0) set ipdwv_]]
puts $IPDV "Snow S$SEF_TPDV"

#Re-schedule the procedure
$ns at [expr $now+Stime] "record_delay"

proc record gueue len {} {
global QueueLern VirtualQueueLen gE1C

#Get an instance of the simulator

set ns [Simulator instance]

#Set the time after which the procedure should be called
again

set time 0.5

set TelnetQueue [$gEL1C getVirtQueueLen 1 0]
set FTPinQueue [$gE1C getVirtQueunelen 1 1]
set FTPoutueue [S$gE1C getVirtQueuelLen 1 2]
set PremiumQueue [$qE1C getQueueLen ol
set GoldQueue [$gEL1C getQueueLen 1]
set BEQueue [$g9E1C getQueuelen 2]

#Get the current time
set now [Sns now]

puts S$Oueuelen "Snow SPremiumQueune $GoldQueue S$BEQueue®
puts $VirtualQueuelen "Snow S$TelnetQueue SFTPinQueue
SFTPoutQueue”

#Re-schedule the procedure
Sns at [expr Snow+Stime] "record gqueue len®

}

proc record packet loss {} {
global PELoss PLLoss gE1C

#Get an instance of the simulator

set ns I[Simulator instancel]

#Set the time after which the procedure should be called
again

set time 2

#Get the current time
set now [$ns nowl
set edropsTelnet [expr [$gEL1C getStat edrops 10]1*100.0/[$gE1C getStat
pkts 10}]
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set edropsFTP [expr ([3QB1C getStat edrops 12]+[$gELC getStat
edrops 141)*100.0/ {[$QE1C getStat pkts 12]+[S$SgELIC getStat pkts 14])]
puts $PELoss *3now SedropsTelnet $edropsFTE"

set dropsTelnet [expr [$gE1C getStat drops 10]*100.0/[$gBE1IC getStat
pkts 10]]
set AropsFTP lexpr {[$gE1C getStat drops 12]+[$gE1C getStat drops
141} *100.0/ { [SQELIC getStat pkts 12]1+[$gELC getStat pkts 141)1
puts §$PLT.oss "S$now $dropsTelnet $dropsFTP"

#Re-schedule the procedure
5ns at [expr Smow+$time] "record packet loss®

}

proc finish {} {
global ns Sink OWD IPDV EFPacketSize alg Queuelen VirtualQueuelLen
gE1C PELoss PLLoss ServiceRate ClassRate

Sns flush-trace

close $SOWD

close $IPDV

close SPELoss

close $PLLoss

close $ServiceRate
close $ClassRate

close $Queunelen

close $VirtualQueueLen

exec gnuplot ServiceRate.p
exec gnuplot ClassRate.p
exec gnuplot owd.p

exec gnuplot ipdv.p

exec gnuplot gqueue.p

exec gnuplot virqueue.p
exec gnuplot pktLoss.p

exit 0

}

puts "EF packet size: S$EFPacketSize"

$SqELC printPolicyTable

$qEIC printPolicerTable

$ns at 0.0 "record departure_rate®

$ns at 5 "record packet loss"

$ns at 6 "record delay"

$ns at 6 "record gueue_len"

$ns at [expr StestTime/2] *SqELIC printStats”
$ns at [expr $testTime - 0.1} "$qE1C printStats®
3ns at S$testTime "finishe

$ns run
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APPENDIX C
SCENARIO-3 NS SCRIPTS AND SIMULATION PLOTS

set alg [lindex Sargv 0]
set ns [new Simulator]

set EFPacketSize 1300 # EF packet size in bytes

-

set EFRate 3000000 ; # 300kbit/s rate for EF
traffic
set BGRate 100000b ; # 1Mbit/s rate for

background traffic

set algBW 2000000 ; # Bandwith between
interfaces DS enabled

set testTime 60

$Define different coleors for data flows within NAM
$ns color 1 gold

Sns color 2 green

$ns color 3 Red
Sns color 4 blue
Sns coloxr 5 yellow
$ns color 6 brown

set rndsStartTime [new RNG]
SrndStartTime seed 0

set rndScurceNode [new RNG]
SrndSourceNode seed 0

# seeds the RNG heuristically

-

# seeds the RNG heuristically

-

set nf [open out.nam w]
Sns namtrace-all 3nf

#tracing

set ServiceRate {open ServiceRate.tr wl
set ClassRate [cpen ClassRate.tr w]
set PELoss [open PELoss.tr w}
set PLIoss [open PLloss.tr w]
set Queuelen [open QueuelLen.tr wi
set VirtualQueueLen [open VirQueueLen.txr w]
set Goodput [open Goodput.tr wl
set OWD [open OWD.tr w]
set IPDV fopen IPDV.tr w}
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# Define trigger strategy, Label Distribution Control Mode
# and Label Allocation and Distribution Scheme
Clasgifier/Addr/MPLS set control driven 1
#Clasgsifier/addr/MPLS enable-on-demand
#Classifier/Addr/MPLS enable-ordered-control

#

# Turn on all traces to stdout

#

Agent /IDP set trace 1ldp_ 1
Classifier/Addr/MPLS set trace mpls_ 1

#

# use 'List' scheduling of events

#

$ns use-scheduler List

#==========$===§=== -4 4 -2 4+ T o 3

# define nodes and MPLS LSRs (in case of a LSR, the [$ns node]
# command has to be preceded by node-config -MPLS ON
# and succeeded by node-config -MPLS GOFF

# Set up the network topology shown at the top of this file:
set s{0) iSns ncde]

set s(1) [$ps nodel

set s(2) ([Sns nodel

set a(3) [$ns nodel

set s({4) [Sns node]

set e5 [Sns nodel

Sns node-config -MPLS ON
set LSR6 [3ns nodel
SLSR6 label "ingress_router”

set LSR7 [$ns node]l
set LSR8 [$ns nodel
SLSR7 shape "box"
SLSR8 shape "box"

set LSRY9 [$ns node]
SLSR9 label "egress_router®
Sng mode-config -MPLS OFF

set dest (0} [$ns nodel
set dest (1) [5ns node]
set dest(2) [$ns nodel
set dest(3) [5ns node]
set dest(4) [$ns node]
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Sns duplex-link $3(0) $e5 100Mb 1lms DropTail
$ns duplex-link $s(1) $e5 100Mb 1mg DropTail
$ns duplex-link $s(2) Se5 1L00Mh lms DropTail
Sns duplex-link 4s(3) $e5 100Mb 1lms DropTail
S$us duplex-link $s(4) $e5 100Mb 1lms DropTail

$ns simplex-link $e5 SLSR6 5Mb Sms dsRED/edge
5ns simplex-link $LSR6 $e5 SMb Sms dsRED/core
$ns duplex-link $LSR6 SLSR7 5Mb Sms DropTail
$ns duplex-link 5LSR6 $LSR8 5Mb 5ms DropTail

#ser txTime [expr $EFPacketSize*8.0/2000]1; # transmission time
for a EPF packet in millisec

$éns duplex-link $LSR7 $LSR9 SMb 3ms DropTail
$ns duplex-link $LSR8 SLSRY 5Mb 3ms DropTail

S$neg duplex-link $LSR9 3dest(0) 100Mb imsg DropTail
$ns duplex-link SLSR9 S$dest (1} 100Mb 1lms DropTail
$ns duplex-link $LSRS $dest(2) 100Mb 1ms DropTail
3ns duplex-link $LSR9 S$Sdest(3) 100Mb 1lms DropTail
$ns duplex-link SLSRS Sdest(4) 100Mb 1lms DropTail

# The default value of a link cost {1) can be adjusted
# Notice that the procedure sets the cost along one direction only!

#5ns cost SLSR3 SLSR4 3
#38ns cost SLSR4 3LSR3 3

#
# Install/configure LDP agents on all MPLS podes,

# and set path restoration function that reroutes traffic
# around a link failure in a LSP to an altermative LSP.

¥ There are 2 options as follows:

# "new": create new alternative path if one doesn't exist
#*

#

#

#

*drop": do not c¢reate any new alternmative path

for {set i 6} {$i < 10} {imcr i} {

set a LSRSi

for {set j [expr $i+11} {$3 < 10} {imecr 3} {
set b LSRS$]

eval $ns LDP-peer $5a 55b

}

set m [eval $$a get-module "MPLS"]

Sm enable-reroute "new"”

$ns ldp-request-color blue
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$ns ldp-mapping-color red

$ns ldp-withdraw-color magenta
$ns ldp-release-color arange

$ns ldp-notification-color yellow

set gE1C1 [[$ns link $e5 SLSR6] queue]
set QCLlEl [[$ns link SLSRE S$e5] queue]

# Set DS RED parameters from Edgel to Core:
$gEi1C1l set pumQueues_ 3

if {($alg=="PQ")} {
$gE1C1 setSchedularMode PRI

if {($alg=="scrom} {
$qE1C1 setSchedularMode SCFQ

$gE1C1 addQueueWeight © 3
$QE1C1 addQueueWeight 1 10
SgE1C1 addQueueWeight 2 7
}

if {($alg=="LLo")} {

$qF1C1 setSchedularMode LLQ SFQ 1700000
SqE1C1 addQueueWeight 1 10

$qELC1 addQueueWeight 2 7

# Premium Service

# queue and precedence levels settings

5gE1C1 setQSize 0 50

8qE1C1 setNumPrec 0 2 ;# Premium Service queue
0, two levels of precedence

#classifying and marking

8qE1C1 addMarkRule 46 [3s(0) id] -1 any any ;# packets coming from s0
are marked for premium service

#SgE1C1 addMarkRule 46 -1 -1 any trace

#$gELCL addMarkRule 46 -1 -1 any exponential

#metering

$qgE1C1 addPolicyEntry 46 TokenBucket 500000 100000 ;# cir in bit/s,
cbs in bytes

$gE1C1 addPolicerEntry TokenBucket 46 51 ;# packets out of
the bucket are marked with DSCP 51

$qE1C1 addPHBEntry 46 0 0

$gE1C1 addPHEEntry 51 0 1

#shaping/dropping

$gE1C1 setMREDMode DROFP 0

$qE1C1 configQ 0 0 30 ;#max in-profile packets in queue 0
S5qE1C1 configQ 01 -1 if##drop all out-of-profile packets
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# Gold Service

# queue and precedence levels settings

SqE1C1 setQSize 1 150

$gE1C1 setNumPrec 1 3 ;# Gold Service queue 1, two levels of
precedence, AF1l1l for telnet, AF12,AF13 for ftp,

#iclassifying and marking

SqE1C1 addMarkRule 10 -1 -1 any telnet ;# telnet packets are
marked with DSCP=10
$qE1C1 addMarkRule 12 -1 -1 any ftp ;# FTP packets are

marked with DSCP=12

#metering
$gE1C1 addPolicyEntry 10 Dumb ; #no policy for telnet
$gE1Cl addPolicerEntry Dumb 10

$aE1Cl addPolicyEntry 12 TSW2CM [expr $algBW/2/2] ; #when ftp exceeds
0.5Mbit/s, stronger drop
$gEiCl addPolicerEntry TSW2CM 12 14

$QELC1 addPHBEntry 10 1 0
$qE1C1L addPHBEntry 12 1 1
3gE1C1 addPHBEntry 14 1 2

#shaping/dropping

$gE1C1 setMREDMode RIO-C 1

5qE1C1 meanPktSize 1300 ; # needed by the setQueueBW
SgE1C1 setQueueBW 1 1000000 ;# the alg is related to the bw
assigned to the service

$gE1C1 configqQ 10 60 110 0.02

$gE1C1 configQ 1130 60 0.6

$qE1C1l configQ 12 5 10 0.8

# Best Effort Service

# queue and precedence levels settings

SgElICl setQSize 2 100

£gE1Cl setNumPrec 2 2 ;# Best EBffort Service queue 2, two
levels of precedence

#classifying and marking
#no rules applied, all packets that do not match any rules are marked
with default codepoint DSCP=0

#metering

$qE1C1 addPolicyEntry 0 TokenBucket 700000 100000 ;¥ cir in bit/s,
cbs in bytes

8qE1C1 addPclicerEntry TokenBucket © 50

5qE1C1 addPHBEntry 0 2 0

3qE1C1 addPHBEntry S0 2 1

#shaping/dropping
$qE1C1 setMREDMode DROP 2
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$qE1C1 configQ 2 0 100 ;#max in-profile packets in queue ©
5qE1C1 configQ 2 1 -1 ;#drop all out-of-profile packets

# Set DS RED parameters from Core to Edgel:
$qC1ELl setMREDMode DROP
$gC1lEl set mumQueues 1

$QC1E1 setQSize 0 60
SqC1El setNumPrec 1

$qC1El configQ 0 0 50
$5qC1E1l addPHBEntry 10 0 0
$qC1E1 addPHBEntry ¢ 0 O

# TRAFFIC ACTIVATION
source utils2. tcl

# # EF - VoIP traffic

set startTime [$rndStartTime uniform 1 3}

VoIP connection 0 0 $s{1) S$dest(1l) 1 $startTime $testTime
puts "EF : s{1)->d{(1) - Traffic: VoIP - Start SstarctTime"™

set startTime [$rndStartTime uniform 1 5]
VoIP conmnection 0 0 $s(0) $dest(0) 1 $startTime S$testTime
puts "EF : s(0}->d(0} - Traffic: VoIP - Start SstartTime®

set startTime [$rndStartTime uniform 0 9]
VoIP_connection 0 0 $s5{2) $dest{2) 0 S$startTime StestTime
puts "EF : s{(2)->d(2) - Traffic: VoIP - Start SstartTime"

# EF - Video traffic

set startTime [$rndStartTime uniform 0 3]

video_connection 0 0 $s(0) 3dest(0) 0 5startTime $testTime
puts "EF : s{0)->d{0) - Traffic: VIDEO FROM TRACEFILE - Start
SstartTime"

set startTime [$rndStartTime uniform 0 5]

video_connection 0 0 $s(1) $dest(l) 0 S$startTime $testTime
puts "EF : s{l1)->d{1}) - Traffic: VIDEC FROM TRACEFILE - Start
S$startTime"

set startTime [S$rndStartTime uniform 0 8]

video_connection 0 0 $s{4) $dest(4) 0 $startTime StestTime
puts "EF : s(4)->d(4) - Traffic: VIDEO FROM TRACEFILE - Start
SstartTime"®

# TELNET TRAFFIC
for {set i 0} {%i < 5} {inmecr i} {

telnet connection [expr $i+1000) S$s{[expr $i+0]) Sdest([expr $i+0l)
0 51

}

# FTP TRAFFIC
for {set i 0} {$i < 5} {incr i} {

ftp connection [expr $1i+2000]1 S$s(lexpr 5i+Q]) $dest(f[expr $i+0l1) $i
}
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# creating background traffic with different flows
set BGPacketSize 64
set 1 0O

while {[$i<23} {
set startTime [$rndStartTime uniform 0 2]
set sourceNode [expr [$rndSourceNode integer 4] +1}
set destNode [expr ($rndSourceNode integer 4}]+1]
set flowBW 100000
cbr_connection [expr $i+10] 1 $s{$sourceNode) $dest(5destNode) 0
S$BGPacketSize SflowBW SgtartTime StestTime
puts "flow $i: cbr connection ($sourceNode -»> SdestNode)
starting at time $startTime, rate 5flowBW Kbps, packet szize
SBGPacketSize®™
set i [expr $isl]
set BGPacketSize [expr $BGPacketSize+64]

}

$ns at 0.10 "[SLSR9 get-module MPLS] ldp-trigger-by-withdraw 7 -1"

$ns at 0.30 " {SLSR6 get-module MPLS] make-explicit-route 9 6_7_9% 1000 -
1'

Sns at 0.30 *[5LSR6 get-module MPLS] make-explicit-route 9 6 8 9 1005 -
lll

# comment the following line when simulating plain IP routing

# only uncomment the following line if simulating ER-LSP

#Sns at 0.50 "[5LSR2 get-module MPLS] flow-erlsp-install 7 -1 1000"
# comment the following two lines when simulating plain IP routing

# only uncomment the following lines if simulating PBER-LSP

Sng at 0.50 "{SLSRE get-module MPLS] flow-erlsp-install 7 -1 10007

$ns at 0.50 "[$LSR6 get-module MPLS] flow-erlsp-install 7 -1 1001"

proc record_departure_rate {} {
global gE1Cl ServiceRate ClassRate
#Get an instance of the simulator
set ns [Simulator instance]

#Get the current time
set nmow [$ns nowl]

#Set the time after which the procedure should be called

again
set time 1
set EFRate [expr [$gE1C1 getDepartureRate 0 0171000 }
set TelnetRate [expr [$qELIC1l getDepartureRate 1 0]/1000 ]
set FtpRate [expr ([$gE1Cl getDepartureRate 1

1] +[$gE1Cl getDepartureRate 1 2]1)/1000 ]
set BERate [expr [$gE1Cl getDepartureRate 2 1/1000 ]

puts $ClassRate "Snow $EFRate 35TelnetRate $FtpRate SBERate®

set PremiumRate [expr [$gE1C1 getDepartureRate 0 ]1/1000 ]
set GoldRate lexpr [$gElCl getDepartureRate 1 ]/1000 ]
set BERate [expr [3gE1C1l getDepartureRate 2 /1000 ]
puts $ServiceRate "Snow $PremiumRate $G8oldRate S$BERate”
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#Re-schedule the procedure
$ns at [expr Snow+Stime]l "record departure rate®

}

proc record delay {} {
global Sink OWD IPDV

#Get an instance of the simulator

set ns [Simulator instance]

#Set the time after which the procedure should be called
again

set time 0.5

#Get the current time
set now [$Sns now]

set EF_OWD [expr 1000*[$Sink_ (0) set owd 1]
puts SOWD "$now $EF_OWD"

set EF IPDV [expr 1000*{$8ink (0) set ipdv_ 1]
puts SIPDV "Snow $EF_IPDV "

#Re-schedule the procedure
fns at [expr $now+Stime] "record delay®

}

proc record queue len {} {
global Queuelen VirtualQueueLen gE1C1

#Get an instance of the similator

set ns [Simulator instance]

#Set the time after which the procedure should be called
again

set time 0.5

set TelnetQueue [5qE1C1 getVirtQueueLen 1 0]
set FTPinQueue [5gE1C1 getVirtQueuelen 1 1]
set FTPoutQueue [SqEICL getVirtQueueLen 1 2]
set PremiumQueue [$gE1C1 getQueueLen 0]
set GoldQueue [$gE1Cl getQueuelen 1]
set BEQueue [5qE1CY getQueueLen 2]

#Get the current time
set now ($ns now)

puts $Queuelen "$now S$PremiumQueue $GoldQueue $BEQueue”
puts $VirtualQueuelen "3$now $TelnetQueue S$FTPinQueue
$FTPoutQueue”

#Re-schedule the procedure
$ns at [expr $Snow+3$timel] *record_queue len®
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proc record_packet_loss {} {
global PELoss PLLioss gEICL

#Get an instance of the simlator
set ns {Simlator instancel

#5et the time after which the procedure should be called again
set time 2

#Get the current time
set now [$ns nowlset edropsTelnet [expr [$gEICl getStat edrops
101 *100.0/[$gE1C1 getStat pkts 101]
set edropsFTP [expr ([5qE1C1 getStat edrops 12]+[$gE1C1l getStat
edrops 14])*100.0/ ([$gE1C1 getStat pkts 12]+[$qE1C1 getStat pkts 141)]
puts $PELoss "$now SedropsTelnet SedropsFTP"set dropsTelnet
iexpr [$qE1Cl getStat drops 10]1*100.0/[$gqE1C1l getStat pkts 10]]
set dropsFTP [expr ({$gQE1C1 getStat drops 121+[$qgE1C1 getStat drops
141)*100.0/([$SgE1C1 getStat pkts 12]+[$gE1C1 getsStat pkts 141)1
puts $PLLoss "$now S$dropsTelnet $dropsfFTP®

#Re-schedule the procedure
$ns at [expr $now+Stime) "record packet loss"

}

proc finish {} {
global ns Sink OWD IPDV EFPacketSize alg Queuelen VirtualQueueLlen
gElC1 PELoss PLLoss ServiceRate ClassRate

$ns flush-trace

cloze SOWD

close SIPDV

close S$PELoss

close SPLLoss

close $ServiceRate
close $ClassRate
close S$QueueLen

close $VirtualQueueLen

exec gnuplot ServiceRate.p
exec gnuplot ClassRate.p
exec gnuplot owd.p

exec gnuplot ipdv.p

exec gnuplot queue.p

exec gmuplot virqueue.p
#exec  gnuplot pktLoss.p
eXxec nam out.npam &

exit 0

puts "EF packet size: $EFPacketSize"
SgEIC]1 printPolicyTable

$qE1C1 printPolicerTable

$ns at 0.0 "record departure rate®
#$ns at S5 "record packet loss®
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sns
$ns
$ns
Sns
#

at 6 "record delay"

at 6 "record queue len"

at [expr StestTime/2] "SqE1C1l printStats"
at [expr S5testTime - 0.1] "$qE1C1 printStats"

# Define the first link failure

#

$ns rtmodel-at 1.5 down SLSR6 SLSR7
$ns rtmodel-at 5.5 down 5LSR6 SLSRS

#

# Define when the link have to be restored

#
Sns
Sns

$ns

Sns

rtmodel-at 4.5 up SLSR6 SLSR7
rtmodel-at 6.5 up SLSR6 SLSRS

at StestTime "finish"

ruan
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(b) OWD for DiffServ only

Figure C.1 IPDV and OWD for
DiffServ only
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Figure C.2 IPDV and OWD for
DiffServ enabled MPLS
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