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ABSTRACT 

 
 
This research focuses on the predictive current control of multilevel converters with the aim 

of providing an optimized system for three-phase, multilevel inverters (MLIs) so that the 

load current and the voltage of the capacitors can be controlled. A model predictive current 

control algorithm is proposed, specifically directed at the utilisation of power obtained from 

renewable energy systems (RESs). The model was developed for three-phase, multilevel 

voltage source inverters (MLVSIs), three-phase, three-level diode-clamped converters 

(DCCs) and flying capacitor converters (FCCs). In this study the renewable energy systems 

model is used to investigate system performance when power is supplied to a resistive-

inductive load (RL-load).  

The proposed control method was split into two different control algorithms. Firstly, a finite 

set-model predictive current control (FS-MPCC) method was developed to control the 

output current of three-phase, MLIs. This control method was selected to reduce the 

calculation effort for model predictive control (MPC) and to increase the possible prediction 

horizon. Secondly, to solve the flying capacitor voltage balance problem in an FCC, as well 

as to solve the DC-link capacitor voltage balance problem in a DCC, a hysteresis-voltage 

balancing algorithm based on predictive control, was designed—this algorithm was used to 

keep the flying capacitor voltages and DC-link capacitor voltages within their hysteresis 

bands.  

Finally, for some classes of power converters, a performance evaluation of the FS-MPCC 

method for three-phase, three-level MLIs was investigated in terms of power quality and 

dynamic response. The improvement was assessed in terms of total harmonic distortion 

(THD) of the output voltage for the RL-load. The modelling and co-simulation were carried 

out using MATLAB/Simulink with PSIM software. The co-simulation results indicated that 

the proposed control algorithms achieved both high performance and a high degree of 

robustness in RESs applications.  
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1.1       Introduction  

In recent years the use of renewable energy systems (RESs) has become very 

important due to environmental concerns and the increased demand for energy. 

Using RESs can substantially reduce harmful emissions from polluting the 

environment while also offering inexhaustible resources of primary energy. 

Renewable energy resources like solar, wind and tidal energy can be used with 

maximum efficiency by utilizing appropriate power converters. As the availability of 

these energy resources is greatly uncertain, the power conversion system must rely 

on a suitable power converter and controller unit such that they deliver a constant 

output voltage having constant frequency (Bueno et al. 2008; Tolbert & Peng 2000). 

The urge to increase the energy efficiency of all energy related systems in 

combination with the need to support emerging technologies like sustainable energy 

sources, promotes the development of highly efficient, high-power converters. To 

achieve these goals, new topologies for power electronic converters have been 

developed (Busquets-Monge et al. 2008; Tolbert & Peng 2000). The purpose of 

multilevel topology development is to increase the power rating of converters in an 

efficient way. The three most promising multilevel topologies are diode-clamped 

multilevel inverters (DCMLIs), flying capacitor multilevel inverters (FCMLIs) and 

cascaded H-bridge multilevel inverters (CHBMLIs). 

Multilevel converters (MLCs) have been extensively studied over the last few decades 

in most industrial sectors for many applications. Considering that demands for energy 

continue are set to increase, power quality and efficiency are necessary; this is why in 

RESs applications today the control and power conversion processes using power 

electronics, have become important topics (Bueno et al. 2008; Carrasco et al. 2006; 

Tolbert & Peng 2000). Research of modern voltage source MLCs began in 1981 with 

the introduction of the three-level diode-clamped converter (DCC)—also known as the 

neutral-point-clamped converter (Nabae et al. 1981). The flying capacitor converter 

(FCC) was first presented by Meynard and Foch in the 1990s as an alternative to the 

DCC (Meynard & Foch 1992). Recently the DCC and FCC topologies have attracted 

a lot of interest in the literature (Cortés et al. 2008; Defay et al. 2010; Huang & 

Corzine 2006; Ruderman & Reznikov 2009; Vargas et al. 2007). These topologies 

and their derivations are the focus of several studies (Huang & Corzine 2006:144; 

Ruderman & Reznikov 2009:87; Stolze et al. 2011), most of them related to capacitor 

voltage control. 

Predictive control for power electronics has been researched since the early 1980s 

(Kennel & Schroeder 1983). Predictive control requires a high number of calculations 

as compared to classic control methods, but the fast microprocessors available today 

have made it possible to viably implement predictive control coupled with multilevel 
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voltage source inverters (MLVSIs). Furthermore, model predictive control (MPC) has 

distinct advantages when compared to the traditional pulse width modulation (PWM) 

methods (Rodríguez & Cortés 2012:59).  

Predictive control strategies have been applied to power converters in general and to 

MLCs in particular. Some research has been presented on the use of an MPC 

scheme for current control for a three-phase inverter (Abu-Rub et al. 2004) and in a 

study by Rodríguez et al. (2004) a control algorithm for matrix converters was 

presented. Furthermore, a study by Muller et al. (2005) presented a study on torque 

control for an induction machine.  

Since power converters have a finite number of switching states, the MPC 

optimization problem can be simplified by limiting the prediction of the system 

behaviour to only those switching states that are permissible. Following this 

simplification process, each prediction is used to evaluate a cost function (also known 

as a quality or decision function), and the state with the minimum cost is then 

selected and generated. This control method is known as a finite set-model predictive 

current control (FS-MPCC) since the possible control actions (switching states) are 

finite. FS-MPCC has been successfully applied to a wide range of power converter 

and drive applications (Rodríguez & Cortés 2012; Vargas et al. 2007), and it is the 

control method used in this study. 

Another subject increasingly studied in recent years involves controlling balancing 

problems of the DC-link capacitor voltages in DCCs, and of the flying capacitor 

voltages in FCCs (Bendre et al. 2006; Defay 2010:2241; Huang & Corzine 2006; 

Ruderman & Reznikov 2009:87; Stolze et al. 2011; Tallam et al. 2005; Yaramasu et 

al. 2013). Recent studies indicate that modern microprocessor systems allow for a 

reduction in the control complexity of power converter systems (Texas Instruments 

1995; Xilinx 2014). Such advances highlight the need to control balancing problems 

in the DC-link capacitor and flying capacitor voltages, thus avoiding distortion from 

the output phase voltages and a decrease in current quality. If the switching control 

signals are not optimally selected and applied to power devices, the problems of 

unbalanced voltages in the DC-link and flying capacitor will result in output with a 

poor current quality. The natural balancing control strategy of the capacitor voltages 

of FCCs fails in certain circumstances, and there is a trend towards an independent 

control strategy (Clos et al. 2005; Defay et al. 2010; Escalante et al. 2002; Feng et al. 

2007; Khazraei et al. 2010, 2012). In the independent voltage control technique, the 

capacitor voltages are measured and a control strategy uses these measurements 

along with the values of reference signals and knowledge about the system, to define 

the switching logics which are subsequently applied. As pointed out in Srikanthan et 

al. (2009), the different control strategies have evolved in parallel with the 
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development of the multilevel power converter topologies. This evolution resulted in 

an increased complexity of the controllers used to achieve capacitor voltage 

balancing, where voltage control is often implemented in addition to current control, 

by a multilevel power converter. However, these kinds of multiple-input-multiple-

output (MIMO) systems generally benefit from a true multivariable controller. It is 

widely known that a combination of several single-input-single-output (SISO) 

controllers form an MIMO system such as an FCC; this results in complex, but inferior 

control systems. Multivariable controllers offer better performance and simpler 

implementation for MIMO systems. In the case of an FCC, a truly multivariable control 

also inherently accounts for capacitor voltage variations without additional and 

complex compensation schemes; this was put forward by Naumanen et al. (2010).  

In this research, a model predictive current control strategy is proposed, specifically 

for three-phase MLVSIs, diode-clamped converter and flying capacitor converter 

inverters for RESs applications. The proposed control was split into two different 

control algorithms. Firstly, an FS-MPCC method was presented to control the output 

current of the three-phase, multilevel inverters (MLIs). This control method was 

selected to reduce the calculation effort required for the MPC method and increase 

the possible prediction horizon. Secondly, to solve the flying capacitor voltage and 

DC-link capacitor voltage balance problems, a hysteresis-voltage balancing algorithm 

based on predictive control was presented; this algorithm was used to keep the flying 

capacitor voltages and DC-link capacitor voltages within their hysteresis band. Finally, 

a performance evaluation of the proposed algorithms for three-phase, three-level 

MLIs was investigated in terms of power quality and dynamic response. 

 
 

1.2      Control of power converters 

To adjust the electrical characteristics of the power source, modern power converters 

use semiconductor solid-state switches to synthesize the desired output voltage to be 

applied to an electrical load. The electrical power quality generated by the power 

converter depends on the electrical topology and the commutation scheme used to 

handle the semiconductor power switches. 

The high need for improved power converters has ensured their continued 

development, not only in order to obtain new advantageous architectures, but also to 

improve the control techniques used. (Bose 2009; Holtz 2011; Kouro et al. 2010). The 

control of power converters is extensively studied, and new control schemes are 

presented every year. Several control schemes have been proposed for the control of 

power converters and drives; some of these are shown in Figure 1.1. 
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From the literature it has been determined that of these control schemes, hysteresis 

and linear controls (both with PWM), are the most popular (Kazmierkowski et al. 

2002; Linder 2005; Mohan et al. 1995).  

 

  

  

 

 

 

Figure 1.1: Basic methods of converter control 

 

 
1.2.1   Traditional control of power converters 

When providing the power required by a load, the power converter is normally 

expected to deliver only a limited number of voltage levels. In this process the power 

converter, as the driver of the load, delivers the required voltage level subject to input 

it receives from the controller. To improve the quality, the output voltage from the 

inverter usually has to be processed via a modulation unit before being supplied to 

the load. Figure 1.2 illustrates a common control loop for a power system converter 

that includes modulation. The PWM method is the most popular switching procedure 

applied to deliver the required output voltage,  �(�), from a converter (Holmes & Lipo 

2003; Kaźmierkowski et al. 2002). In this technique the controller provides a 

modulation index, �(�), which is used by the modulator to handle the converter 

switches, S(�), in order to obtain an average value of the required voltage, �(�), in a 

particular switching period; this is illustrated in Figure 1.2. 

Classic approaches such as fuzzy logic, sliding mode, and predictive control (Bose 

2000, 2007; Cortés et al. 2008(a); Raviraj & Sen 1997; Tan et al. 2006) as presented 

in Figure 1.1 have been proposed to handle power converters to improve the 

performance achieved. 

PWM strategies used in a conventional inverter can be modified for use in MLCs. The 

two multilevel PWM methods discussed most frequently in the literature are the 

multilevel carrier-based PWM and the multilevel space vector PWM; both are 

extensions of traditional two-level PWM strategies to more than two levels (Geyer 

2011; Holmes & Lipo 2003; Tan et al. 2006). Investigators have proposed carrier-

based multilevel sine-triangle PWM schemes for the control of a DCMLI used as a 

motor-drive or static var compensator (Agelidis & Calais 1998; Carrara et al. 1992; 

Chen et al. 1997; Choi et al. 1991, 1993; Menzies et al. 1994; Menzies & Zhuang 
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1995; Steinke 1988), and for control of an FCMLI (Feng et al. 2007; Ghias et al. 2012; 

Lee et al. 2001; Thielemans et al. 2012). Others advocate a generalized space vector 

PWM theory for use with MLIs (Fracchia et al. 1992; Liu & Cho 1994; Sinha & Lipo 

1996). A third PWM method used to control MLCs is with selective harmonic 

elimination (Carrara et al. 1993; Jingang et al. 2007; Konstantinou et al. 2013; Lie & 

Agelidis 2005; Ohsato et al. 1991).  

 

 

 

  

 

 

 

 
 

Figure 1.2: Standard modulation-based control scheme for power converters 

 

 

1.2.2    Model predictive control 

Predictive control encompasses a very wide class of controllers that has of late found 

applications in power converters. Predictive control can be considered any algorithm 

that uses a model of the system to predict its future behaviour and selects the most 

appropriate control action based on an optimal criterion (Abu-Rub et al. 2004; Cortés 

et al. 2008:4312). When compared to classic control methods, the model predictive 

control algorithm requires a high number of calculations, but the fast microprocessors 

available today make it possible to implement predictive control for MLCs. A different 

approach is taken for MPC (Camacho & Bordons 1999; Cortés et al. 2008; Kouro et 

al. 2009) where a model of the system is considered in order to predict the future 

behaviour of the variables over a time frame; the time frame is a integer multiple of 

the sample time. These predictions are evaluated, based on a cost function, and the 

sequence that minimizes the cost function is then chosen; in this way the future 

control actions are obtained. Only the first value of the sequence is applied, and the 

algorithm is calculated again after every sampling period. This approach is known as 

the continuous set MPC method (Geyer et al. 2009; Vazquez et al. 2011). The FS-

MPCC approach takes advantage of the limited number of switching states of the 

power converter, for solving the optimization problem. A discrete model is used to 

predict the behaviour of the system for every admissible actuation sequence up to the 

prediction horizon. The switching action that minimizes a predefined cost function is 
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Model Predictive Control

(MPC)

MPC

with continuous control set

---------------------------------

needs:

- modulator 

- fixed switching frequency             

- constraints can be included

MPC

with finite control set 

--------------------------------

needs:

- no modulator

- variable switching frequency       

- feasible for more than one

prediction step

- constraints can be included

finally selected to be applied in the next sampling instant. The main advantage of the 

FS-MPCC approach lies in the direct application of the control action to the converter 

without requiring a modulation stage. 

In several studies an FS-MPCC scheme has been successfully applied for current 

control in MLCs (Cortés et al. 2008(b); Rodríguez & Cortés 2012; Stolze et al. 2011; 

Vargas et al. 2007). The typical structure of a predictive current controller is shown in 

Figure 1.3; the classification for MPC methods is shown in Figure 1.4.   

 

 
 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 

Figure 1.3: Structure of typical model predictive controller 

 

 

  

 

 

 
 
  

 

 
Figure 1.4: Classification of MPC methods 
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1.3      Statement of research problems 

MPC is based largely on fast microprocessor calculations. The research problem that 

this thesis addressed was how to reduce the enormous volume of calculations 

required when an inverter is controlled directly without a modulator, since the number 

of calculation cycles increases exponentially with the prediction horizon. This has 

been a major problem to overcome in MPC, as the control task is not feasible for 

prediction horizons greater than one prediction step.  

A research sub-problem that arose, involved the flying capacitor voltage and DC-link 

capacitor voltage balance problems. The main challenge here was to ensure that the 

correct operation of the inverter kept the correct voltage across the flying capacitor 

and DC-link capacitor voltage at all times during the operation of the converters.  

Another sub-problem to overcome in both cases above was how to reduce the total 

harmonic distortion (THD) in the output stage of the inverters.  

 
 

1.4      Study objectives 

The first research objective was to increase the prediction horizon, by reducing the 

calculation effort required by the MPC method when a DCC and an FCC are to be 

controlled.  

The second research objective was to balance the flying capacitor voltages of the 

FCC, as well as the DC-link capacitor voltages of the DCC in terms of excellent 

reference current tracking and a minimal harmonic content in the load current. The 

main challenge was to ensure that the correct operation of the inverter maintained the 

correct voltage across the flying capacitors. The balancing of the flying capacitor and 

DC-link capacitor voltages must be guaranteed at all times during the operation of the 

converters. 

To achieve the objectives stated above, the following steps were carried out: 

1. Literature study of MPC methods with a particular focus on MLCs were carried 

out. 

2. An RES model was developed to investigate the system performance when 

power is supplied to a resistive-inductive load (RL-load). 

3. A proposal was made for a predictive current control strategy for three-phase, 

three-level DCC and FCC inverters in which an FS-MPCC strategy was applied 

to control the load current and the voltage of the capacitors associated with 

DCC and FCC. 

4. A control algorithm that exhibits high dynamic performance for MLCs was 

proposed. This algorithm is required to reduce the complexity of calculations 
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and the number of possible combinations for MPC. It is also needed to increase 

the prediction horizon, which is applied to the proposed algorithm for three-

phase, three-level DCC and FCC inverters.   

5. A proposal was put forward for a hysteresis-based voltage balancing algorithm 

to control the DC-link and flying capacitor voltages in the DCC and FCC 

respectively. The purpose of this algorithm is to keep the DC-link capacitor 

voltages and flying capacitor voltages within the hysteresis band. 

6. A performance evaluation of the FS-MPCC strategy for MLIs under different 

conditions, in terms of the THD in the output stage of the inverters, was 

undertaken. 

7. The detailed simulation results were presented to demonstrate the performance 

of the predictive current control strategy in comparison with a conventional 

PWM control technique.   

9. Several modelling and simulation tools were used in this project. The simulation, 

co-simulation and mathematical models were done in: MATLAB/Simulink and 

PSIM. 

 
 

1.5       Contribution of the research  

This thesis introduced a novel approach to use an FS-MPCC and hysteresis based 

on MPC using a singular cost function in the control of a power electronic converter. 

This method reduces the bulky hardware of PWM modulation electronics and driver 

circuits as used in a software-driven, multicore processor solution. The technical and 

theoretical issues regarding the use of an FS-MPCC approach in power electronics 

have been thoroughly explored and improved upon. The study illustrated and 

provided a benchmark on how to implement predictive control techniques to improve 

the performance in some classes of power converters in terms of power quality and 

dynamic response. This has huge benefits for future micro-power generation and will 

contribute to improved efficiency in power electronic drives and electronic vehicle 

developments.  

In particular, two algorithms have been developed. The purpose of the first algorithm 

is to reduce the calculation effort for the MPC and increase the prediction horizon, 

making higher prediction horizons possible. The second algorithm balances the DC-

link capacitor voltages and flying capacitor voltages in the DCC and FCC 

respectively; this algorithm keeps the DC-link capacitor voltages and flying capacitor 

voltages within the hysteresis band.  
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These two algorithms offer the following contributions to the research area: 

1. No need to use any modulation.  

2. Can be applied to different kinds of MLI.  

3. Suitable for any type of load.  

4. Suitable for RES applications.  

 
1.6 Organization of the thesis 

This thesis is comprised of three major parts which are summarized as follows:  

Part I. This part gives an overview and general introduction to power converter 

control, common MLC topologies highlighting their pros and cons, industrial 

applications, and control methodology of model predictive control as applied in this 

thesis. 

Chapter one presents an introduction to control of power converters in general with 

specific reference to the state-of-the-art as published in the literature. This chapter 

further describes the scope of this thesis and formulates the problems that are 

discussed in the manuscript. 

Chapter two gives an overview of the most common MLC topologies, introducing the 

nomenclature used and the operational basis of this type of converter. This chapter 

introduces the manner of switching for MLCs and depending on the chosen converter 

topology, it makes available the possible output voltages that can be achieved. An 

overview of existing multilevel topologies with their respective strengths and 

weaknesses is presented. The importance and methods of voltage balancing of the 

capacitors as related to particular converter topologies, are then discussed, and 

software simulation integration (SSI) for enhancing the engineering design during 

power conversion feasibility studies, is presented. The chapter concludes with a 

discussion of the modern and more practical industrial applications of MLCs for 

RESs. The objective of this chapter is to provide a general background to readers 

who are interested in multilevel power converters and their applications. 

Chapter three begins with an introduction to predictive current control techniques for 

power conversion. Different predictive control methods are discussed, hysteresis-

based, trajectory-based, dead-beat and model-based predictive control schemes are 

all considered. Next, the terminology used in the proposed MPC is presented. The 

modelling of a system and approximations for the derivatives of differential equations 

are given. While the Euler forward method is used in this study, the Euler backward 

and the fourth-order Runge-Kutta approximations are also mentioned. The chapter 

concludes with a discussion of the cost function classifications in terms of weighting 

factors, delay compensation, reference frames, and the natural  ���  and  ��   frames.  
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Part II. The study of MPC techniques for three-phase, three-level inverters of different 

topologies are presented in this section in terms of current tracking behaviour and 

capacitor voltages balancing.  

In Chapter four a finite control set-model predictive strategy to handle the output 

current, as well as the balancing of the DC-link capacitor voltages for the three-

phase, three-level DCC inverter with an RL-load, is proposed. This strategy allows for 

fast load current control while maintaining the balance of the DC-link capacitor 

voltages. The problems of balancing the DC-link voltage and output current reference 

tracking are examined by means of co-simulation using MATLAB and PSIM software. 

The hysteresis-based voltage balancing algorithm is then presented; this algorithm is 

applied to control the DC-link capacitor voltages and keep them within the hysteresis 

band. An assessment is given of the robustness of the control strategy under variable 

DC-link voltages, and as required for RESs applications, by measuring the THD and 

tracking behaviour of the reference currents; this was done for all DC-link voltage 

values. System performance was investigated in terms of tracking behaviour and the 

dynamic response of the system, by applying step changes in the amplitude of 

different waveforms; a square waveform in orthogonal coordinates, a constant 

reference steps and a sawtooth waveform as a reference current. Lastly, the system 

robustness was studied by comparing the model with the actual system parameters of 

the proposed control algorithm. A summary is presented in the last section. 

Chapter five presents a new direct model predictive control strategy for a three-

phase, three-level FCC. Additionally a hysteresis-based algorithm is presented for 

balancing the flying capacitor voltage and keeping the flying capacitor voltage within 

the hysteresis boundaries in compliance with the FS-MPCC algorithm. An MPC 

strategy can produce only 19 different voltage vectors to handle the output current as 

well as the balancing of the flying capacitor voltages for the three-phase, three-level 

FCC inverter with an RL-load. Presented in the first step is the time-continuous model 

which is then discretized to obtain the output currents and flying capacitor voltages; 

this is followed by the determination of the optimum voltage vector. In the next step, 

the optimum switching state that produces this optimum voltage vector is selected. In 

this chapter a predictive current control technique for an FCC inverter when the power 

converter model is used, is presented. Thereafter the control scheme was developed 

in the subsection of the system that is used to control the power converter model. The 

improvement in performance was assessed by measuring the THD of the output 

voltage for RL-load. In this chapter the FS-MPCC algorithm was evaluated under 

three different conditions by means of co-simulation; this involved measuring of 

reference current tracking and flying capacitor voltage balance. First of all, the 



12 

 

robustness of control strategy under variable DC-link voltages for use in RESs 

applications was done in terms of the THD. Secondly, sinusoidal waveform current 

reference tracking and the step change in the amplitude of the reference current were 

investigated. In order to check the dynamic response, the control algorithm was then 

tested by using different waveforms; a square waveform in orthogonal coordinates, 

constant reference steps and a sawtooth waveform as a reference current. Lastly, the 

performance of the proposed control was assessed by the level of mismatching that 

occurs between the model and the actual system parameters. A summary is 

presented in the last section of the chapter. 

Part III. Conclusions drawn from previous chapters are expressed and future work 

related to this thesis is proposed. The appendix attached hereafter contains 

mathematical derivations, data and parameters of the system model, as well as useful 

MATLAB and PSIM scripts developed for this thesis. 

Chapter six is the final chapter and presents a brief summary of the research work 

undertaken for this thesis. The chapter highlights significant contributions made as a 

result this study, including a comparative analysis of the control method studied and 

an evaluation of the proposed control technique for MLIs. The chapter concludes with 

a discussion of possible future research work identified in the production of this 

thesis. 

 

Appendices:   

Appendix A: Coordinate transformations 

Appendix B: Switching states and voltage vectors 

Appendix C: Total harmonic distortion factor 

Appendix D: Modelling and co-simulation models 
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2.1       Introduction   

This thesis is focused on a combination of MLCs with predictive current control to 

improve some specific characteristics and performance in some classes of power 

converters, such as of power quality and dynamic response. This chapter introduces 

the switching manner for MLCs and, presents the possible output voltages that could 

be achieved, which depends on the chosen converter topology. Comparison of 

different topologies in terms of both the number of components, and isolated DC 

sources, is presented. The importance and methods of voltage balancing of the 

capacitors in relation to the converter topology, are discussed. Software simulation 

integration for enhancing engineering design of power conversion systems is then 

presented. This chapter also focuses on the modern and more practical industrial 

applications of MLCs as required for RESs. The main objective of this chapter is to 

provide a general overview for readers who are interested in MLCs and their 

applications. 

 
2.2       Power electronic converters 

Power Electronic converters technology used in a wide range of applications such as 

energy generation, transmission, distribution. The essential characteristic of power 

electronic converters is that the switches are operated only in one of two states—

either 'on' or 'off'—unlike other types of electrical circuits where the control elements 

are operated in a linear or near-linear active region. Power electronics industry has 

developed, various categories of power electronic converters, these are linked by 

power level, switching devices and topological origins. Figure 2.1 presents a 

categorization of power electronic converters into groups according to their type of 

electrical conversion.  

 

 

 

 

 
Figure 2.1: Groupings of solid-state power converters categorized  

according to their conversion function 
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electronics for control and power conversion becoming an important topic. Power 

converters interfaced with renewable and distributed energy resources have been 

studied with great interest this because with MLC, the power from these resources 

can be connected to a load or to the utility grid (Alepuz et al. 2006; Carrasco et al. 

2006; Tolbert & Peng 2000). Examples of such renewable and distributed energy 

resources are: battery banks; photovoltaic (PV) systems (Alonso et al. 2003; 

Blaabjerg et al. 2006; Busquets-Monge et al. 2008; Myrzik & Calais 2003); wind 

turbines (Bueno et al. 2008; Nami & Zare 2009); fuel cells (Sharma & Gao 2006); and 

micro turbines (Alepuz et al. 2006; Carrasco et al. 2006). Figure 2.2 depicts a scheme 

in which the different power converters available for electrical conversion as 

applicable in RESs, are grouped according to their function. 

In RESs, sources can be either alternating current (AC) or direct current (DC), such 

as wind turbines or PV systems respectively. The power requirements of the load 

may however, make it necessary to convert AC to DC or vice versa. Based on the 

particular application, a properly selected and controlled combination of power 

converters can supply the required power for a load. The AC–DC, DC–DC and/or 

DC–AC converters may be needed in residential application (see Figure 2.2(a)), or 

grid-connected systems where the variable voltage of RESs should be converted to 

achieve the desired AC voltage and frequency. On the other hand, when the input 

voltage is a variable DC source, such as PV or fuel cell systems as shown in Figure 

2.2(b), a DC–DC converter combined with a DC–AC converter may be used to yield a 

regulated AC waveform suitable for residential application or grid-connected systems. 

One of the most common converter topologies found in industry is the three-phase, 

two-level voltage source inverter, which today, is mostly used to generate an AC 

voltage from a DC voltage (���). The two-level inverter, when fed with ���,  can only 

create one of two discrete output voltages for the load: ���/2  or − ���/2.  

MLCs represent the latest development in power electronic converter circuitry and 

have opened up applications which hitherto, had impractically high power 

requirements (Rodríguez et al. 2002).  

MLCs present substantial advantages over conventional two-level converters; they 

were developed to overcome some of the limitations imposed by those conventional 

converters. Research of modern MLVSIs began in 1981 with the introduction of DCC 

three-level inverters (Nabae et al. 1981). Subsequently, the flying capacitor multilevel 

converter (Meynard & Foch 1992) and the cascaded H-bridge converter (CHBC) 

multilevel inverter (Peng & Lai 1995; Franquelo et al. 2008) have been introduced. 

Electronic control of very high-power, variable-speed drive systems and power 

conditioning systems for enhancing the quality of existing high-voltage power 

distribution networks, are the two main application areas where MLCs will play a 
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significant role in the future. The integration of alternative renewable energy sources 

within the power distribution infrastructure will also be aided by these newer forms of 

power converters.  
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Figure 2.2: Families of power converters categorized  
according to their energy conversion in RESs 
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2.3      The concept of MLCs for RESs 

In the current global climate, demand for RESs has increased due to environmental 

issues and limited energy from fossil resources. PV and wind turbine systems have 

become the most common source type for residential applications or grid-connected 

RESs (Bueno et al. 2008; Carrasco 2006; Nami & Zare 2009). Energy from 

renewable sources is growing throughout the world. Siemens (2012) predicts that 

energy from renewable sources will account for exceed 28% of the global power in 

2030 and estimates that global power consumption will increase from 22.1 TWh in 

2010  to 37.1 TWh in 2030. Figure 2.3 depicts recent and future data concerning the 

world electricity generation from renewable energy sources. 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 2.3: World electricity generation 

 

 

In connecting these systems to different kinds of load and applications, or utility grids, 

the main challenge relates to issues of manipulating the output voltage and 

frequency.  MLCs like AC–DC, DC–AC, AC–AC and DC–DC converters can be used 

to interface with renewable energy sources to supply a load, as illustrated earlier in 

Figure 2.2.  

With MLIs, the output voltage can be increased without increasing the voltage rating 

of switching components, so that an MLI offers a direct connection of the output 

voltage from an RES to the load or grid without using expensive, bulky and heavy 

transformers. In addition, MLIs synthesize a staircase output voltage, which is closer 

to sinusoidal voltage using DC-link voltages, unlike the voltage required by a two-

level inverter. Synthesising a stepped output voltage allows reduction in the harmonic 

content of voltage and current waveforms and ultimately a reduction in the size of the 

output filter. 
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MLIs contain several power switches and capacitors. Output voltages of MLIs are the 

sum of the voltages resulting from the commutation of the switches. In Figure 2.4, a 

schematic diagram of one-phase leg of inverters with different level numbers is 

shown. A two-level inverter, as shown in Figure 2.4(a), generates an output voltage 

with two levels relative to the negative terminal of the capacitor.  

The three-level inverter shown in Figure 2.4(b) generates a three-level voltage, and 

an m-level inverter shown in Figure 2.4(c) generates an m-level voltage. Thus, MLIs 

are available with output voltages that can have several levels. Moreover, they can 

also reach a high voltage, while the power semiconductors are only capable of 

withstanding reduced voltages. As mentioned earlier, three different multilevel 

topologies have been proposed in current literature. Among the more serious 

drawbacks affecting the DCMLI are limitations of the DC-link voltage imbalance, 

indirect clamping of the inner devices, and multiple blocking voltages of the clamping 

diodes (Lai & Peng 1996). 

 

 

 

 

 

 

 
 

 
 

 

                        

                           (a)                                              (b)                                               (c) 
 

 

Figure 2.4: One-phase leg of an inverter: (a) two-level, (b) three-level 
and (c) m-level 

 

 

The main limitation of the CHBMLI is in the required provision of an isolated power 

supply for each individual H-bridge cell, when real power transfer is demanded. For 

flexible AC transmission system (FACTS) applications where the isolated power 

supplies are not required, the power pulsation at twice the output frequency occurring 

within the DC-link of each H-bridge cell necessitates an over-sizing of the DC-link 

capacitors. The FCMLI structure attempts to address some of the limitations imposed 

by the conventional two-level inverters and by the two above-mentioned MLI types. 

The use of capacitors for voltage clamping, as opposed to using diodes as in 

DCMLIs, permits several switch combinations for a particular level of voltage 

generation; these combinations may be used for preferential charging and 



 

22 
 

discharging of capacitors in order to achieve voltage balance. The classification of 

DC–AC inverters is illustrated in Figure 2.5. The different DC–AC inverter types were 

grouped according to their sources.    

 

 

 
 
 
 
 
 

 
 
 
 

 
 
 
 
 

 
 
 
 

 
 

Figure 2.5: Family tree of the DC–AC inverters 

 

 

2.4      Multilevel voltage source inverter 

MLIs have gained increasing attention in recent decades due to their many attractive 

features. When high switching frequency PWM (Lai & Peng 1996; Teodorescu et al. 

1999) is used with MLIs, these inverters offer significant advantages compared with 

conventional two-level converters (Shakweh 2001). These advantages are 

fundamentally focused on improvements in the quality of the output signals and a 

nominal power increase in the converter. These properties make MLIs very attractive 

to the industry. Currently researchers all over the world are expending great effort in 

trying to improve the performance of these inverters with regard to control 

simplification and the performance of the different optimization algorithms. Their aim 

is to enhance, among others, the THD of the output signals, the balancing of the DC-

link capacitors voltage, and the ripple of the load currents (Chiasson et al. 2005; Du 

et al. 2006; Kimura et al. 2002; Vassallo et al. 2003). Figure 2.6 shows a comparison 

of the differences in the output voltage waveform and frequency spectra between a 

standard two-level inverter and a three-level inverter when the number of switching 

transitions is the same for each power switch. As seen in the spectra, the three-level 

effectively doubles the switching frequency and reduces the harmonic content in the 

output voltage. In a motor-drive system, this will reduce the harmonic content in the 
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winding current and lessen the torque ripple at the shaft. The size of any additional 

filtering required, between the load and the inverter will also be reduced. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                            

                       (a) Two-level inverter                                          (b) Three-level inverter 
 

 

Figure 2.6: Time and frequency domain comparison  
between two- and three-level inverters 

 

 

The attractive features of an MLC can be briefly summarized as follows: 

1. Staircase waveform quality: not only can MLCs generate the output voltages 

with very low distortion, but they also reduce the voltage stress (��/��), thereby 

reducing electromagnetic compatibility (EMC) problems. 

2. Common-mode (CM) voltage: MLCs produce a small CM voltage, thereby 

reducing the stress in the bearings of a motor connected to a multilevel motor-

drive. Furthermore, the CM voltage can be eliminated by using advanced 

modulation strategies, such as that proposed by Cengelci et al. (1998). 

3. Input current: MLCs are capable of drawing an input current which has a low 

distortion. 

4. Switching frequency: MLCs can operate at both fundamental switching 

frequency and a high switching frequency PWM. It should be noted that a lower 

switching frequency usually means a lower switching loss and higher efficiency.  
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Unfortunately, MLCs do have some disadvantages; a major one is the increased 

probability of failure due to the larger number of required devices (Richardeau et al. 

2002; Turpin et al. 2002). Although lower-rated voltage switches can be utilized in an 

MLC, each switch requires an isolated gate drive circuit. This may cause the overall 

system to be more expensive and complex. There are three main promising types of 

MLI topology: the DCMLI, the FCMLI and the CHBMLI converters (Fang & Ye 

2013:581; Franquelo et al. 2008; Meynard & Foch 1992; Nabae et al. 1981; Peng & 

Lai 1995; Teodorescu et al. 1999).    

         
2.4.1    Diode-clamped inverter    

The concept of a diode-clamped topology was proposed by Nabae et al. (1981). This 

topology, has high efficiency operation, and used in high voltage applications. One 

phase leg of a three-level DCC is shown in Figure 2.7(a). It consists of two pairs of 

switches and two diodes. Each switch pair works in complementary mode with the 

other pair in order to avoid short-circuiting the DC source, and the diodes are used to 

provide access to the mid-point voltage. In this representation the label 'S' is used to 

identify the switches, and switch logic is: 1 = 'on', 0 = 'off'; the switches are insulated-

gate bipolar transistors (IGBTs). The DC-link voltage is split into three voltage levels 

by using a two-series connection of DC capacitors, C� and C�. The two capacitors are 

supposed to have identical DC voltage ratings, and each voltage stress is limited to 

one capacitor level through the clamping diodes (Dc1 and Dc2). If it is assumed that 

the total DC-link voltage is  ���, and that the mid-point is regulated at half the DC-link 

voltage; then the voltage across each capacitor is  
���

2�  where  ��� =  ��� =
���

2� . 

Based on the structure of the DCC, there are three different possible switching states 

which apply the staircase voltage on the output load relating to the DC-link capacitor 

voltage value. The switching states of the three-level converter are summarized in 

Table 2.1. To study the effect of the number of output voltage levels in a diode-

clamped topology, the phase legs of a four- and five-level inverter are shown in 

Figures 2.7(b) and (c) respectively.                                   

 
 

Table 2.1: Switching states in one leg of the three-level DCC 

Voltage 

Level 

complementary 

pair no. 1 

complementary 

pair no. 2 
Leg voltage 

(�an) 
S1 S’1 S2 S’2 

1 1 0 1 0 
���

2�  

2 0 1 1 0 0 

3 0 1 0 1 
− ���

2�  

 



 

25 
 

In the case of the five-level inverter, if it is operating at a balanced condition, the DC-

link voltage is split in four equal values by the series capacitors, with                         

��� =  ��� =  ��� =  ��� =
���

4� . There are five different switching combinations 

shown in Table 2.2 that can generate five different voltage levels in output leg voltage 

(�an).                           

 

 

Table 2.2: Switching states in one leg of the five-level DCC 
 
 
 
 
 

 

 

 

 

 

 

2.4.1.1 Advantages and disadvantages of DCC topology 

The primary merits of the DCC topology are the following:  

1. The number of capacitors is low compared with other topologies; this reduces 

the high cost of these reactive devices. Furthermore the capacitors can be pre-

charged as a group. 

2. This topology does not require a transformer.  

3. There is only one DC-link voltage.  

4. The change between adjacent states is done, changing only the state of two 

transistors.  

The main negative aspects of DCC topology are the following:  

1. The  possibilities  of  controlling  the  balance  of  the  DC-link  capacitors  

voltage are limited. In fact other topologies, such as the flying capacitor 

topology, present more possibilities to achieve the balance.  

2. The number of clamping diodes required is quadratically related to the number 

of levels, which can be cumbersome for units with a high number of levels. 

DCC topology has become very popular among researchers all over the world, and 

this has led to the development of other hybrid topologies in the quest to improve 

converter attributes (Kai et al. 2004; Xiaoming & Barbi 2000; Zhiguo et al. 2004).  

 

 

 

Voltage 

Level 

complementary 

pair no. 1 

complementary 

pair  no. 2 

complementary 

pair  no. 3 

complementary 

pair  no. 4 
Leg voltage 

(�an) 
S1 S’1 S2 S’2 S3 S’3 S4 S’4 

1 1 0 1 0 1 0 1 0 
���

2�  

2 0 1 1 0 1 0 1 0 
���

4�  

3 0 1 0 1 1 0 1 0 0 

4 0 1 0 1 0 1 1 0 
− ���

4�  

5 0 1 0 1 0 1 1 0 
− ���

2�  
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           (a) three-level                                                 (b) four-level 

 

 

 

                                                  

                                 

 

 

 

 
 

 

 

 

 

 

 

 

 

                                                           (c) five-level 

 

Figure 2.7: One leg of diode-clamped converter 
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2.4.2    Flying capacitor inverter  

FCMLIs are also called capacitor-clamped inverters. Figure 2.8 shows one leg 

structure of an FCC inverter. This configuration is an alternative to the DCC; in an 

FCMLI however, the voltage across an open switch is constrained by clamping 

capacitors instead of by clamping diodes as in a DCC (Meynard & Foch 1992). 

Therefore in an FCMLI the use of multiple diodes at the higher voltage levels can be 

avoided.    

By increasing the number of levels, more capacitors are needed (Bum-Seok et al. 

1998). If the input DC-link voltage is ��� and the flying capacitor works in balance-

condition mode, then in order to have equal step voltages as the output, the clamped 

capacitor should be regulated at ���= 
���

2�  in the three-level inverter, and at         

��� =  2��� =
2���

3�   in the four-level inverter. For an m-level converter the voltage 

rating of the capacitors in an FCC is 
���

m − 1� . An m-level FCC will consist of 

(m − 1) DC-link capacitors, with  
(� ��)× (� ��)

�
 flying capacitors in each phase leg. 

 
 

 

  

 

 

 

 

 

 

 

 

 

 

                (a) three-level                                                   (b) four-level 

 

Figure 2.8: One leg of a flying capacitor converter 
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Different leg voltage levels, associated with different switching states for respectively 

three- and four-level FCCs are given in Tables 2.3 and 2.4. It is clear that an 

additional voltage level is available in the four-level inverter. Although the output 

voltage levels in an FCC inverter are similar to those in a DCC, there is more than 

one switching state to achieve a specific level; these are called redundant switching 

states. These redundant switching vectors give freedom to balance the flying 

capacitor voltages because they provide different current loops through the 

capacitors.  

 

 

Table 2.3: Switching states in one leg of the three-level FCC 

Voltage 

Level 

complementary 

pair no. 1 

complementary 

pair no 2 
Leg voltage 

(�an) 
S1 S’1 S2 S’2 

1 1 0 1 0 
���

2�  

2 
1 0 1 0 

0 
0 1 0 1 

3 0 1 0 1 
− ���

2�  

 
 

 
Table 2.4: Switching states in one leg of the four-level FCC 

Voltage 

Level 

complementary 

pair no. 1 

complementary 

pair no. 2 

complementary 

pair no. 3 
Leg voltage 

(�an) 
S1 S’1 S2 S’2 S3 S’3 

1 1 0 1 0 1 0 
���

2�  

2 

1 0 1 0 0 1 
���

6�  1 0 0 1 1 0 

0 1 1 0 1 0 

3 

1 0 0 1 0 1 
− ���

6�  0 1 1 0 0 1 

0 1 0 1 1 0 

4 0 1 0 1 0 1 
− ���

2�  

 

 

Although this type of converter shares the merits of all MLIs, it does have some 

problems. One of the main problems is the requirement of a complicated control 

strategy in order to enable regulation of the floating capacitor voltages (Zare & 

Ledwich 2008).  

 

2.4.2.1 Advantages and disadvantages of FCC topology 

The main benefits of the FCC topology are the following:  

1. Using redundant switching configurations, this topology presents more 

possibilities to control the voltage of DC-link capacitors in comparison to other 

multilevel topologies.    

2. Both real and reactive power flow can be controlled. 



 

29 
 

3. The large number of capacitors enables the inverter to ride through short 

duration outages and deep voltage sags. 

4. This topology does not require a transformer. 

 

The main drawbacks of FCC topology are the following:  

1. The number of capacitors is high compared with other topologies such as the 

DCC; a very important fact considering the cost of these reactive devices.   

2. The change between the state of adjacent switches is achieved by changing the 

state of one of several transistors. This change increases the number of 

commutations in the transistors and consequently, the power losses in the 

converter.   

3. The clamping capacitors must be set up at the required voltage levels, so that 

an initialization of the converter is necessary.  

 

2.4.3    Cascaded H-bridge multilevel inverter 

The third topology for the MLC is the cascaded H-bridge inverter, which can be 

synthesized by a series of single-phase, full-bridge converters. Assuming that the DC 

voltage of each full-bridge cell is the same and equal to 
 ���

2�  , then each full-bridge 

inverter can switch between
 − ���

2�  , 0 and
 ���

2�  . Therefore, by adding and 

subtracting the output voltage levels of the two cascaded, full-bridge converter cells, 

five different levels can be achieved in the output voltage; this is depicted in figure 

2.9(a). Switching states associated with different output voltage levels for the 

cascaded inverter with two full-bridge inverter cells are illustrated in Table 2.5. A 

three-phase configuration can be easily implemented by the application of three 

single-phase structures. CHBC configurations have been used for medium and high-

voltage RESs applications, such as PV installations (Alonso et al. 2003). A higher 

level can easily be implemented by adding classical H-bridge cells to this 

configuration. However, this higher level configuration needs an additional DC voltage 

source, as well as switching devices, all of which can increase the cost of the system. 

Every cell added means that two more voltage levels can be achieved in the output 

voltage, which in turn, can reduce the harmonic distortion. In Figure 2.9(b), a CHBC 

inverter with three full-bridge inverter cells is illustrated; each cell provides 
���

3�  of 

the total input DC voltage, ���. To achieve two more voltage levels at the output and 

to reduce the voltage stress on each cell in a cascaded inverter topology, four extra 

switches and one isolated DC source need to be added. In general, the cascaded 

converter with n-full-bridge inverter cells can synthesize (2� + 1) voltage levels at the 

output voltage of each phase structure.   
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Table 2.5: Switching states of the five-level CHBC 

 

 

2.4.3.1 Advantages and disadvantages of cascaded converter topology 

The main advantages of the CHBC converter topology are the following:  

1. This topology is based on basic cells (full-bridge converters) connected to each 

other, so it is modular, facilitating easy expansion, and the controller can be 

distributed, which makes for a simpler controller structure than either of the two 

previously discussed topologies. 

2. This type of converter is commercially produced by companies such as ABB 

and Semikron. Therefore, the cost of using this type of converter is lower 

compared to other topologies that are completely custom made.  

 

The main drawback of the CHBC converter topology is that:  

1. To date this topology has not been applied at low power levels because of the 

need to provide separate, isolated DC supplies for each full-bridge converter 

element.  

 

Voltage 

Level 

complementary 

pair  no. 1 

complementary 

pair  no. 2 

complementary 

pair  no. 3 

complementary pair  

no. 4 
Leg voltage 

(�an) 
S1 S2 S3 S4 S5 S6 S7 S8 

1 1 0 0 1 1 0 0 1 ���  

2 

0 1 0 1 1 0 0 1 

���
2�  

1 0 0 1 0 1 0 1 

1 0 0 1 1 0 1 0 

1 0 1 0 1 0 0 1 

3 

0 1 0 1 0 1 0 1 

0 

0 1 0 1 1 0 1 0 

0 1 1 0 1 0 0 1 

1 0 0 1 0 1 1 0 

1 0 1 0 0 1 0 1 

1 0 1 0 1 0 1 0 

4 

0 1 0 1 0 1 1 0 

− ���
2�  

0 1 1 0 0 1 0 1 

0 1 1 0 1 0 1 0 

1 0 1 0 0 1 1 0 

5 0 1 1 0 0 1 1 0 − ���  



 

31 
 

 

 

 

 

 

 

 

 

 

 

 

                                    

 

 

                                            

 

                         

                

 

 

 

 

 

 

 

 

    
      (a)  five-level                                                                        (b) seven-level 

 

 

Figure 2.9: One leg of cascaded H-bridge multilevel inverter 
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2.4.4    Generalized multilevel topology 

Existing MLCs, such as diode-clamped and capacitor-clamped MLCs, can be derived 

from the generalized converter topology called P2 topology, as proposed by Peng 

(2001) and illustrated in Figure 2.10. For any number of levels, the generalized MLC 

topology can automatically balance each voltage level, regardless of load 

characteristics, whether active or reactive power conversion occurs, and without any 

assistance from other circuits. Thus, the topology provides a complete multilevel 

topology that in principle embraces the existing MLCs.   

The P2 MLC structure per phase leg is shown in Figure 2.10. The voltage of each 

switching device, diode, and capacitor is 1���. Any converter with any number of 

levels, including the conventional bi-level converter, can be obtained using this 

generalized topology (Peng 2001; Rodríguez et al. 2002). 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
 

Figure 2.10: Generalized P2 MLC topology for one phase leg 
 
 

2.4.5   Mixed-level hybrid MLC 

Replacing the full-bridge cell in a CHBC with MLCs, diode-clamped converters, or 

flying capacitor converters, is an option for reducing the number of individual DC 

sources as used in high-voltage, high-power applications; this according to Hill and 

Harbourt (1999). A typical mixed-level hybrid topology to increase the voltage levels, 

is shown in Figure 2.11; the nine-level CHBC incorporates a three-level DCC as the 

cell. Four individual DC sources for one-phase leg, and twelve such sources for a 
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three-phase converter were needed in the basic CHBMLIs; the voltage level is 

effectively doubled for each cell when a five-level converter is substituted for a full-

bridge cell. Therefore, one-phase leg requires just two individual DC sources, and a 

three-phase converter requires six for such sources, so as to also produce nine 

voltage levels per phase. Because the converter incorporates multilevel cells as its 

basic unit, the structure of the CHBC has mixed-level, hybrid multilevel units. 

Although this topology has an advantage in that it requires fewer independent DC 

sources. It also has a disadvantage as it requires complicated control because of its 

compound configuration. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
 

Figure 2.11: Mixed-level hybrid unit configuration using a three-level DCC 
 

 

2.4.6    Soft-switched MLC 

Some soft-switching methods can be incorporated in different MLCs to reduce 

switching loss and increase efficiency. For the CHBC, because each converter cell is 

a bi-level circuit, the implementation of soft switching is not all different from that of 

conventional bi-level converters. For capacitor-clamped or diode-clamped converters, 

soft-switching circuits have been proposed with different circuit combinations. One 
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such circuit combination is a zero-voltage soft-switching circuit which includes an 

auxiliary resonant commutated pole (ARCP), a coupled inductor with zero-voltage 

transition (ZVT) and their combinations (Fang & Ye 2013:581; Rodríguez et al. 2002; 

Song & Lai 2001); a zero-voltage switching circuit incorporated in a capacitor-

clamped converter is shown in Figure 2.12. 

 

 

 
 

 

 

 

 
 

 

 

 

 

 

 

 

 

Figure 2.12: Zero-voltage soft-switching capacitor-clamped converter circuit 

 

 

2.4.7    Back-to-back diode-clamped converter 

Two MLCs are connected in a back-to-back configuration, thereby constructing a 

back-to-back DCC; the combination is then incorporated into the electrical system in 

the series–parallel assembly shown in Figure 2.13. The voltage supplied to the load 

and the current required by the utility, can be controlled concurrently. For applications 

in electrical distribution systems, the series–parallel active power filter has been 

hailed as a generally-applicable power conditioner in several literature sources (Fujita 

& Akagi 1998; Jeon & Cho 1997; Kamran & Habetler 1995, 1998; Moran & Joos 

1998; Muthu & Kim 1997; van Zyl et al. 1996). Likewise, applied at the transmission 

level, it has also been acclaimed as a universal power flow controller (Chen et al. 

1997(a); Enslin et al. 1996; Fujita et al. 1998; Gyugyi 1994; Gyugyi et al. 1995). 

Earlier, it had been suggested that the back-to-back diode-clamped topology, shown 

in Figure 2.14, is suitable for application as a high-voltage DC interconnection linking 

two asynchronous AC systems or in high-voltage motors as a rectifier/inverter for an 

adjustable-speed drive (Lai and Peng 1996). 

 

 



 

35 
 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 
Figure 2.13: Series–parallel connection to electrical system  

of two back-to-back inverters 
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          Figure 2.14: Six-level diode-clamped back-to-back converter structure 
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2.5      Comparison of multilevel topologies  

Despite the choice of a multilevel topology being governed by the application and the 

specifications, usually a reduction in the number of components plays the most 

important role in minimizing power losses, unit size and costs. Therefore, to provide 

some guidelines for selecting the applicable multilevel topology, the number of 

semiconductors and passive components required by the most promising topologies 

is summarized in Table 2.6. 

For a three-level approach, the analysis shows that the DCC, FCC and CHBC all 

require the 12 switches; however, they differ in the number of clamping elements and 

DC sources needed. For applications where only one DC source is available, the 

DCC and FCC topologies have advantages over the cascaded H-bridge system, 

which requires a complex transformer to provide the various independent DC 

sources. On the other hand, when multiple DC sources are available, the CHBC 

topology might be considered a reasonable solution since it requires the least number 

of components. 

The high number of clamping elements adds to the complexity of balancing the DC-

link and the flying capacitors. In this case it limits the use of DCC and FCC converters 

to more than three levels.  

 
 
Table 2.6: Comparison of the multilevel topologies in terms of numbers of components  
                  and isolated DC sources 

Topology Levels Switches
1 Clamping 

Diodes
2 

Floating 
Capacitors 

DC-link 
Capacitors 

Isolated DC 
sources 

Diode 
clamped 
converter 

(DCC) 

3 12 6 0 2 1 

5 24 36 0 4 1 

� 6(� − 1) 3(� − 1)(� − 2) 0 � − 1 1 

Flying 
capacitor 
converter 

(FCC) 

3 12 0 3 2 1 

5 24 0 18 4 1 

� 6(� − 1) 0 
3

2
(� − 1)(� − 2) � − 1 1 

Symmetric 
cascaded h-

bridge 
converter 
(CHBC) 

3 12 0 0 3 3 

5 24 0 0 6 6 

� 6(� − 1) 0 0 
3

2
(� − 1) 

3

2
(� − 1) 

 

1 Switches with anti-parallel diodes. 
2 Series connection for same blocking voltage stress. 
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2.6       Voltage balancing depending on the MLC topology 

MLCs present several advantages when compared to classical two-level converters 

(Lai & Peng 1996; Teodorescu et al. 1999). They improve the harmonic content of the 

output signals, and they accept a power increase in the DC-link due to its voltage that 

can be shared between more transistors. The disadvantages of MLCs are an 

increase in control and implementation complexity. Recently the control complexity 

has been reduced by the availability of new and powerful microprocessor systems 

(Rodríguez & Cortés 2012; Texas Instruments 1995; Xilinx 2014). The balance of the 

voltage of the DC-link capacitors is one of the most important drawbacks of this type 

of converter topology. If any imbalance in the voltage of DC-link capacitors appears, 

the output phase voltages show distortion, and the increased harmonic content of the 

output signals will cause a decrease in power quality. In fact, if the switching controls 

are not selected with care, and a suitable control algorithm is not implemented, the 

problem immediately appears and the voltage of the DC-link capacitors will be 

unbalanced. In this study, control strategies to balance the voltage of the capacitors 

of MLCs are presented. The balancing control algorithms proposed in this thesis have 

been developed to prevent a voltage imbalance in the current that flows through 

either the DC-link of the DCC, or the flying capacitors of FCC, should such an 

imbalance threaten. To solve the voltage balancing problems for both the DCC and 

FCC, a hysteresis-based, voltage balancing algorithm is presented. Hysteresis-based 

predictive control aims to keep the capacitor voltages of the capacitors within the 

desired boundaries. It is important to note that the proposed methods are completely 

generalized, and as a result they are independent of the load and the number of 

levels of the converter.  

 

2.6.1   Diode-clamped converter topology 

In a multilevel DCC configuration, and depending on the topology of the MLC, the 

voltage values of the DC capacitors will change; it is required that the DC-link 

capacitors equally share the DC-link voltage (Nabae et al. 1981). In Figure 2.15 a 

three-level DCC topology is shown with capacitors C1 and C2 sharing the DC-link 

voltage. Different methods of balancing DC voltages have been developed, some of 

which have been presented by Grzesiak and Tomasik (2007), Pan and Peng (2009) 

and Peng et al. (1995). A simple, albeit expensive, solution to the voltage imbalance 

problem is to use a back-to-back topology and then to control the switching angles of 

the rectifier and inverter independently (Pan et al. 2005). This approach depends on 

the operation of a symmetrical back-to-back converter, where the rectifier and inverter 

compensate each other when a specific voltage level of the DC-link is overcharged. 
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Figure 2.15: Three-level diode-clamped converter 

 

 

For instance if the rectifier overcharges a predetermined voltage level, the inverter will 

discharge that level. The resultant charging and discharging for each voltage level 

can be regulated to be zero; this is effected by controlling the switching angles, �1 

and �2, by which the output and input voltage levels are changed. The switching 

angles are shown in Figure 2.16.  Both the rectifier and inverter voltages are in part 

defined by these angles, and they can be monitored and adjusted.  

 

 
 

 

(a) Current in phase with voltage                  (b) Current 90° leading with respect to the voltage 
 

Figure 2.16: Currents flowing into capacitor junctions 
 

 

To balance the DC-link capacitor voltage of a three-level DCC, a hysteresis-based, 

voltage balancing algorithm is presented in this thesis. Hysteresis-based predictive 

control aims to keep the capacitor voltages within the desired boundaries. The 

proposed control predicts the outcome of the capacitor voltages for all the possible 

control inputs and then selects the cost function that will keep the controlled variables 

within the desired boundaries for the longest possible time. After the optimum voltage 

vector for the next sampling cycle has been determined, the optimum switching state, 

which produces this voltage vector, has to be found and applied. The two capacitor 

voltages of the DC-link have to stay within a certain hysteresis band with boundaries 



 

40 
 

on either side of
  ���

2� . Chapter four presents an in-depth study of the calculation of 

these steps.  

 

2.6.2    Flying capacitor converter topology 

In multilevel FCC topology, each flying capacitor voltage value is different (Meynard & 

Foch 1992). For instance, a three-phase, three-level FCC is represented in Figure 

2.17, showing the flying capacitor voltages. The structure of an FCC does not require 

a split DC–link voltage, such as a DCC does. Therefore, there are no junction 

currents between the DC-link capacitors that will unbalance their respective voltages. 

However, for the three-level converter it is very important that the voltages across the 

flying capacitors be half the DC-link voltage. Different level converters will have 

differing numbers of flying capacitors, each at a different voltage. If these voltages 

become unbalanced, the clamping mechanism will not function correctly and the 

danger of exposing some switches to over-voltage arises. As was explained in 

Section 2.4.2, some of the voltage levels that need to be produced can be generated 

by more than one switching state. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.17: Three-phase, three-level FCC 
 

 

In FCCs, failure of a natural balance control of the capacitor voltages under certain 

conditions (Defay et al. 2010; Feng et al. 2007; Khazraei et al. 2012), has created a 

move toward an autonomous control method (Clos et al. 2005; Defay et al. 2010; 

Escalante et al. 2002; Feng et al. 2007; Khazraei et al. 2010). In this autonomous 

voltage control strategy, the capacitor voltages are measured, and a control strategy 

uses these measurements, as well as the values of the reference signals and 

knowledge about the system, to define the switching logics that are subsequently 

applied. As pointed out in Srikanthan et al. (2009), the different control strategies 

have evolved alongside with the development of the multilevel power converter 
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topologies. Various independent control mechanisms exist, and these can be divided 

into two groups. The one group uses separate controllers for each controlled system 

variable, mostly with an inner loop for the control of the voltages of the flying 

capacitors. The other group uses a single controller for all the controlled system 

variables at the same time. Some representative examples of these types of control 

systems are represented as follows: 

 

i. First group of controllers 

A typical example of the first group of control strategies is a system where a 

proportional-integral-derivative (PID) controller controls the load current (or 

another load parameter) and generates an input for a PWM scheme in the form 

of a voltage command. An inner loop controller uses the obtained output voltage 

level from the PWM, together with the voltage measurements of the flying 

capacitors, to select an appropriate switch state; this is done in an attempt to 

bring the capacitor voltages to a more balanced state. 

One such way to choose between the redundant switching states was presented 

by Shukla et al. (2007); their control scheme is shown in Figure 2.18. The desired 

PWM technique is input at the carrier and the reference; for example, a 

sinusoidal wave is input at reference. For each flying capacitor, a reference exists 

from which the measured voltage is subtracted. 

The comparators determine whether the voltage of the flying capacitors should 

either be increased or decreased. The control law receives the switching state 

input from the reference and carrier comparison and uses the flying capacitor 

voltage comparisons to choose between the appropriate redundant switching 

states. The corresponding switching signals are then produced by the gating 

circuit. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2.18: Control strategy for voltage balancing 

 of flying capacitor voltages 
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ii. Second group of controllers 

The second group of control strategies attempts to control all the system 

variables at once. This strategy permits decision on a future switch state using all 

information available. Predictive controllers are a typical example of such 

controllers. The influence of all possible future switch states on the system 

variables is predicted. The controllers using a model for the predictions are 

referred to as model predictive controllers, and they incorporate an MPC system. 

A cost function, which describes the cost corresponding to the predicted values of 

the system variables, is used to evaluate the possible future switch states and 

select the best option. This selected switch state is then applied to the converter, 

and a new iteration of the prediction method is started.  

An alternative to the PWM scheme is to use a hysteresis-based predictive control 

scheme (Shukla et al. 2008). The controller selects the n possible voltage levels 

that the inverter can produce in order to attempt to force the output current error 

to zero. When the current error exceeds the defined hysteresis limit, the next 

higher (or lower) voltage level should be selected.  

The hysteresis-based predictive control scheme is used in this thesis. This 

algorithm is proposed for DC-link capacitor and flying capacitor voltages and an 

in-depth study of this control scheme is presented in Chapter four and Chapter 

five respectively. This algorithm will keep the DC-link capacitor voltage and flying 

capacitor voltage within acceptable limits in relation to their reference values. The 

proposed control algorithms are based on the calculation of the currents that flow 

through floating capacitors; these currents depend on the instantaneous state 

vector applied to the MLC. The knowledge of the expressions of these currents 

and the voltages of the unbalanced capacitors form the basis of the balancing 

control algorithms.  

 

2.7   Software simulation integration in enhancing engineering design in power 

conversion studies 

There are various software applications available to analyse power electronic devices 

and circuits. These programs enable the designer to view and assess semiconductor 

switching characteristics, and they provide accurate information on the behaviour of 

power electronic circuits with regard to properties like voltage, current and harmonic 

distortion. Many studies mainly use languages like SPICE (Simulation Program with 

Integrated Circuit Emphasis) and ACSL (Advanced Continuous Simulation 

Language). These programs are useful in detailed design studies where time-domain 
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analysis is necessary for predicting circuit performances in detail (Bose 1997; 

PSPICE 1996).  

In the last two decades, simulation tools have made a significant contribution to the 

rapid progress in the development of power electronic systems. Computer simulation 

can greatly aid in analysis, design and education in the field of power electronics and 

its applications. PSIM and MATLAB are the most commonly used software packages 

available for the simulation of power electronic systems (Almaktoof et al. 2014; 

Rodríguez & Cortés 2012). PSIM is a simulation software application specifically 

designed for power electronic systems (Boscaino & Capponi 2011; PSIM® User’s 

Guide 2014). With fast simulation and a user-friendly interface, PSIM provides a 

powerful simulation environment for studies in power electronics, control systems, 

and motor-drive systems (Boscaino & Capponi 2011; PSIM Software 2006). MATLAB 

is one of the most popular software packages used in control systems, and 

MATLAB/Simulink is highly suited for dynamic system simulation because of the 

many toolboxes and modules available for use within the platform. In using 

MATLAB/Simulink to simulate electric circuits, the program was found to be awkward 

and cumbersome; this was especially so for power electronic circuits using Simulink 

(Boscaino & Capponi 2011).  

The SimCoupler module allows designers of power electronics to simulate control in 

the MATLAB/Simulink environment (Boscaino & Capponi 2011; PSIM Software 

2006); it thus further enhances the control simulation capability of PSIM by providing 

access to numerous Simulink toolboxes for various applications. For example, one 

can achieve automatic code generation with the PSIM-MATLAB/Simulink for SSI. 

First, the power circuit is simulated in PSIM, and the control algorithm is simulated in 

MATLAB/Simulink. Then Simulink toolbox and supporting resources can be used to 

generate production quality code automatically for a target platform. Figure 2.19 

depicts how the SimCoupler module provides an interface between PSIM and 

MATLAB/Simulink for SSI.  

 

 

 

 

 

 

Figure 2.19: The SimCoupler module provides interface 
 between PSIM and MATLAB/Simulink 
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2.8       Application of MLCs in RESs 

Nowadays, the electrical power generation from renewable energy sources has 

become a focal point in research because of environmental problems and a reduction 

of the availability of sufficient traditional energy sources in the not too distant future. 

Since the last decade, researchers have been working on electrical systems for 

variable wind turbines. The major merits of variable-speed turbines are noise 

reduction, maximum power tracking, and proper controlled torque. With variable wind 

turbines, it becomes possible to dampen resonance and to avoid speeds causing 

resonance. Several electrical systems have been presented for the connection of a 

wind turbine with variable speed and frequency, to the constant voltage and 

frequency of a network. The main aspects of these topologies are: an increased 

efficiency and robustness, a decrease in the size and maintenance of the system, 

and eventually a reduction of the whole system cost. 

It is increasingly recognized worldwide that grid-connected PV systems, which are 

currently mainly single-phase PV systems, are making a growing contribution to clean 

power generation. The main advantages of PV systems are their long lifespan, high 

efficiency and environmentally-friendly footprint. The most important issues for the 

wide acceptance of grid-connected PV systems are reliability and low cost. There are 

two approaches to achieve a high voltage and high efficiency. One approach is to 

connect the cells in series to generate high-voltage DC and then to use a high-

voltage DC–AC inverter circuit. However, this configuration needs a high voltage 

rating for the inverter. The other approach is to use low voltage devices for the 

inverter, and then to step up the voltage using transformers; this can increase the 

losses and cost of the system. Using transformerless concepts is beneficial because 

of the high efficiency and the resulting benefits of a reduction in cost, size, weight, 

and complexity when using an inverter as opposed to a transformer. 

Another renewable energy source is fuel cells, which are considered attractive for 

distributed generation (DG) applications. Fuel cells are electrochemical devices that 

convert the chemical energy of fuel and an oxidant, directly to electrical energy and 

heat. In fuel cell powered applications, a low-power fuel cell will supply the system. 

The low voltage from the fuel cell is boosted to a high voltage via a DC–DC converter, 

and this high voltage is then supplied to the DC-link. Thereafter a DC–AC inverter is 

used to obtain an AC voltage to feed the load.  

In some high-voltage, high-power wind turbine or PV systems, if protection is not a 

big issue, MLIs are a suitable configuration in transformerless, grid-connected 

systems (Lopez et al. 2006). MLCs synthesize a higher output voltage than the 

voltage rating of each switching device, so that they can provide a direct connection 

of RESs applications to the grid. Even in grid-connected systems with a transformer, 
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MLIs are suitable topologies due to low THD and low voltage stress, which minimise 

electromagnetic interference (EMI); also, switching losses in MLI topologies are 

greatly reduced when compared to traditional converters. In addition, the above 

advantages will lead to a reduction in the cost and size of the output filter in the 

systems based on MLCs. The attractive features of MLC applications in wind turbine 

and PV systems are explained in the following sections.  

 

2.8.1    Variable-speed wind turbine systems 

A wind-driven generator is the power source in this topology; the generator is 

essentially a synchronous or an induction machine. The topology for processing and 

delivery of the power from the source, consists of a rectifier fed by the generator, 

which is connected to a DC-link, which in turn is connected to an inverter outputting to 

the load or grid; this is depicted in Figure 2.20.  

The two primary aims of this type of system are to extract the maximum amount of 

power from the wind available and to transfer high quality electricity to the load or 

grid. A power electronic converter in this topology can be constructed in one of two 

ways: a diode rectifier with a boost chopper converter connected to a PWM inverter, 

or two bidirectional PWM-Voltage source inverters (VSIs) connected back-to-back 

(Carrasco et al. 2006). Aligned with its aims, this type of system facilitates control of 

active and reactive powers of the power source, while processing by the power 

converter results in the harmonics of current waveform being reduced. To reap the 

benefits of MLIs in such a scheme, Beuno et al. (2008) suggested that inverters at the 

front- and back-end be utilised, based on the DCC converter because it shares the 

DC-link in its structure. 

 

 

 

 

 

 

 

 

Figure 2.20: Power conversion in wind turbine systems 
 using back-to-back configuration 

  

 

An alternative to the power conversion system for a wind turbine using an induction 

machine, is to use a synchronous or permanent magnet generator as shown in Figure 

2.21. The power converter on the generator side is replaced by an AC–DC rectifier 

connected to a step-up DC–DC converter. This is a low cost configuration when 
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compared with the back-to-back topology. As the wind energy is variable, the step-up 

converter is responsible to increase the rectifier voltage to the DC-link voltage of the 

inverter. Also, this structure can provide transformerless connection systems due to 

the regulation of the DC level voltage using a boost converter. Based on back-to-back 

configuration, using MLCs for medium- and high-voltage applications has favouarable 

aspects, considering that MLCs can increase the voltage without increaseing the 

voltage rating of the switching components (Alepuz et al. 2006). 

 

 

 
 

 

 

 

Figure 2.21: Power conversion in wind turbine systems 
 using a rectifier and step-up converter 

 

 

2.8.2    Photovoltaic systems 

PV systems are mostly used in single-phase residential applications, with or without 

grid connection systems. The main advantages of these systems are their long 

lifespan, high efficiency, and low environmental impact. As the output voltage of PV 

panels is a low DC voltage, one approach to power conversion in this type of system, 

is to use a low voltage inverter and then increase the AC voltage using transformers. 

However, this approach can increase losses and also the cost of the system.  

An alternative power connection topology illustrated in Figure 2.22, utilises a DC–DC 

boost converter to generate a high DC voltage for an inverter DC-link, which 

necessitates a high-voltage DC–AC inverter. This imposes the requirement of a high 

voltage rating for switching devices. To address this problem, MLCs such as DCC 

and FCC are good candidates for this configuration because they can increase the 

number of voltage levels without increasing the voltage rating of power components 

in a DC–AC inverter (Myrzik 2003; Sharma & Hongwei 2006). A configuration 

consisting of a single-phase PV system with a CHBC is shown in Figure 2.23. The 

DC–DC converters are responsible for boosting the low input voltage and a CHBC 

can synthesize a high AC voltage by adding inverter cell output voltages. As 

mentioned before, a CHBC is a suitable topology for this kind of application, as it 

needs a separate DC voltage. However, DCC and FCC structures can be utilised in 

this configuration only if DC-link capacitor voltage and flying capacitor voltage 

imbalances can be solved (Nami et al. 2008; Pulikanti 2012; Warszawska 2012).   
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Figure 2.22: Power conversion in transformerless PV systems 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 
 

Figure 2.23: MLC in transformerless PV systems 

 

 

2.9       Summary 

In this chapter the state-of-the-art of MLC technology and its applications, were 

expounded on. At the start of the chapter, an introduction to power electronic 

converters was presented. The fundamentals and concepts of MLC structures were 

outlined, as well as the advantages and disadvantages of each type of converter. 

Next, a comparison of the most promising multilevel topologies was presented in 

terms of the number of components and isolated DC sources. Following this section, 

voltage balancing problems as related to the MLC topology, were highlighted. In this 

chapter, current and more practical industrial applications of MLCs as used in RESs, 

were addressed with specific emphasis on the use of MLCs to interface with PV 

and/or wind turbine resources. It should be noted that not all multilevel power 

converter related applications could be covered in this chapter; however, the basic 

principles of the different MLCs have been methodically discussed.  
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3.1       Introduction 

Initially, the linear PID-controllers used in electric drive technology, were mostly built 

with analog operational amplifiers and used the control deviation in order to generate 

an actuating signal. With the availability of inexpensive microcomputers and the 

development of digital control techniques in drive technology, the idea originated to 

pre-calculate the behaviour of a plant by means of a mathematical model, and 

determine optimum values for the actuating variables from these pre-calculated 

values (Linder et al. 2010:17). 

The first predictive controllers could only be applied to relatively slow processes such 

as those in the chemical (Emeljanov 1969) and process engineering fields (Antwerp & 

Braatz 2000; Eaton & Rawlings 1992); because these controllers were slow and not 

very powerful. However, the development of digital controllers in recent years has 

made them more efficient and powerful enough for implementation in accelerated, 

more complex production schemes. Furthermore, power electronic converters are 

well adapted for predictive control methods because of their discrete nature which is 

the result of their individual switching states. The first ideas for predictive control 

methods were published in the 1960s by Emeljanov (1969).   

Many predictive control algorithms that are fundamental for drive technology, like 

direct torque control (DTC) (Aaltonen et al. 1995; Takahashi & Noguchi 1985), and 

predictive current control (Holtz & Stadtfeld 1983), were developed in the decades 

following the 60s. However, further publications relating to the control of the armature 

current of DC drives with the help of line-commutated converters (Holtz & 

Schwellenberg 1982; Kennel 1984) decreased significantly. More publications about 

predictive drive control appeared in the late 1990s. For instance, Purcell and Acarnley 

(1998) published extensions and improvements of known control methods, while 

other authors (e.g., Flach 1999; Trzynadlowski et al. 1999) published completely new 

control strategies. But ultimately most of these methods turned out to be only further 

enhancements or combinations of already-published fundamental predictive control 

strategies. Hence, it makes sense to point out the basic functional and fundamental 

principles of predictive control strategies first. 

The main characteristic of predictive control is the use of a model of the system for 

predicting future behaviour of the controlled variables. This information is used by the 

controller in order to obtain the optimal actuation, according to a predefined 

optimization criterion. 

Section 3.2 of this chapter presents an introduction to predictive control techniques 

for power conversion, and also discusses the functional principles of the different 

control methods based on predictive control. An FS-MPCC approach for the control of 

a power converter is presented in Section 3.4. Next, the parameters used in model 
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predictive control are presented. The modelling parameters of the system and 

approximations for the derivatives of the differential equations used are given; the 

Euler forward method is used in this study. The cost function classifications are 

discussed in terms of weighting factors, delay compensation and reference frames. 

Simulation results of a two-level, three-phase VSI using FS-MPCC are carried out to 

demonstrate the influence of some system parameters, such as the predictive current 

control operation, with and without delay compensation. 

 
   

3.2  Predictive control techniques for power conversion. 

Converter control can be divided into a number of categories, one of these is 

predictive control. One of the earlier predictive control methods used in power 

converters is the dead-beat control, which replaced the classic linear controller. 

Dead-beat control is used to calculate the required reference voltage in order to 

achieve the desired reference value for a certain variable (usually the current); the 

method requires a modulator. This method has been applied to the current control of 

inverters (Abu-Rub et al. 2004), rectifiers (Zhang et al. 2003), active filters (Jeong & 

Woo 1997) and uninterruptible power supplies (UPSs) (Stolze et al. 2011).  

Hysteresis-based predictive control aims to keep the controlled variables within the 

boundaries of a defined band, while in the trajectory-based control method, the 

variables are forced to follow a predefined trajectory. However, predictive control was 

unsuitable for controlling power electronic converters because of limited availability of 

digital controllers. Calculation speed is of utmost importance when using predictive 

control and the high switching frequencies as required by some converters, rendered 

available digital controllers too slow. Figure 3.1 displays a breakdown of the different 

control techniques and the classification for MPC methods used in power electronics. 

A different approach is model predictive control in which a model of the system is 

considered in order to predict the future behaviour of the variables over a time frame 

(Camacho & Bordons 1999). These predictions are evaluated, based on a cost 

function, and then the sequence that minimizes the cost function is chosen. This 

whole process is repeated again for each sampling instant, by considering the new 

measured data. 

Early applications of the MPC in power electronics can be found in the 1980s high-

power systems where a low-switching frequency was considered (Holtz & Stadtfeld 

1983). The use of higher switching frequencies was not possible at that time due to 

the large calculation time required for the control algorithm. However, with the 

development of fast and powerful microprocessors, interest in the application of MPC 

using power electronics has increased considerably over the last decade.  
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Figure 3.1: Breakdown of different control techniques and classification of predictive control methods used in power electronics 
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Figure 3.2 shows the typical structure of a predictive controller. An example of a 

converter under predictive control is chosen. The measured variables, namely the 

converter current, voltage and load are processed simultaneously in a model of the 

drive in a block converter and load. In this model, ���� is the reference current       

and  �  is the measurement taken at time �; therefore, the future values of the load 

current, i(k+1), are predicted for all permissible switching states to bring the controlled 

currents closer to their reference. Exact information of the prevailing system state can 

be obtained, and then transferred into a block called 'prediction and calculation' for 

processing. This functional block can be regarded as the heart of a predictive control 

system as it determines an optimum value for the actuating variable by comparing the 

prevailing converter state with the desired behaviour. By applying this actuating value 

to the plant via the actuator, the control loop is closed. Calculation of the optimum 

value for the actuating variable is done in the block 'prediction and calculation', 

subject to the desired optimum condition, and issues like minimum current error, and 

minimum current distortion among others, are considered. An evaluation of the 

effects of changing the values of the actuating variables can be done too. 

 

 

 

 

 

 

 

 

 

Figure 3.2: Typical structure of a predictive controller 

 

 

The basic principle described above is common to all predictive control strategies 

applied in power conversions; the only differences occur in the functionality of the 

block 'prediction and calculation'. Because of these differences in prediction and 

optimization, predictive algorithms can be classified according to different criteria, 

namely: the basic functional principle, the prediction horizon and the inverter control. 
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strategies. There is no clear-cut boundary between these groups; the transition 

between them can be quite blurred. 

 

3.2.1.1 Hysteresis-based  

Hysteresis-based control aims to keep the controlled variables within boundaries of a 

specified band. Hysteresis-based predictive control will predict the outcome of the 

controlled variables for all the possible control inputs and then select the input that 

will keep the controlled variables within the boundaries for the longest time. This will 

also automatically reduce the switching frequency to a minimum. It is an improvement 

on simple 'bang-bang' control (Holtz & Stadtfeld 1983). 

Figure 3.3 showing the reference vector and boundary of a current controller. Assume 

that the power electronic converter being used to control the current has three 

possible switching states. At the instant that the load current, �� reaches the 

boundary, three trajectories are calculated, one for each of the three switching states; 

these trajectories, ��, �� and ��, have their origin at the contact point of �� with the 

boundary. The switching state that will keep �� inside the boundary for the longest 

time will be chosen;  �� would be chosen. A zero-sized hysteresis band will result in 

an infinite switching frequency. This is because the current will always be on or 

outside the hysteresis band. The switching state will therefore constantly be changed. 

 

 

 
 

 

 

 

 

 

 

 
 

 

 

 

Figure 3.3: Hysteresis-based predictive control 
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3.2.1.2 Trajectory-based 

The model of the system is based on offline calculation of all the permissible 

trajectories that the controlled variables can follow. When the system becomes active, 

the shortest route from the initial state via the available trajectories can be determined 

and thus the sequence of control inputs. The system can then be steered to reach the 

required state. Varieties of trajectory control are direct self-control (Depenbrock 

1988), direct torque-control (Takahashi & Noguchi 1986) and direct speed-control 

(Mutschler 1998). 

With reference to Figure 3.4, a descriptive example of direct predictive speed control 

follows. The trajectories relating to the acceleration of the system and speed error are 

parabolas. The route to get to the origin at  � = 0, can be determined, and the system 

can be steered to reach that point. The final value does, however, require a positive 

and a negative tolerance, effectively creating a tolerance band; this is necessary to 

allow a limited switching frequency. A zero tolerance will result in an infinite switching 

frequency because the controller will attempt to keep the state at the final value. In 

the adjoining figure it is depicted how the trajectory to reach a zero error must be 

selected; a tolerance band for zero error is, however, not shown. The trajectory that 

the system selects will be the one that yields the shortest path from the starting to the 

required state. 

 

 
 
 

 

 

 

 

 

 

 

 
 

 

 

Figure 3.4: Trajectory-based predictive control 

 

 

3.2.1.3 Dead-beat  

At each sampling instance the model of the system is used to calculate the reference 

that will result in a zero error at the next sampling instant. For a power electronic 

converter under pulse width modulation control, the PID controller will be replaced by 

a dead-beat controller; this is shown in Figure 3.5. The references, ���� and ����, are 

calculated and compared to the triangular carrier in order to determine the switching 

�  

� = � − ���� 
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signals for the converter. Errors in the model of the system severely degrade the 

performance of the controller and could render the system unstable. Moreover, it is 

difficult to accommodate non-linearities in the controller. This type of controller has 

been used for inverters (Chen et al. 2003; Le-Huy et al. 1994; Springob & Holtz 

1998), rectifiers (Malesani et al. 1999), active filters (Jeong & Woo 1997; Mossoba & 

Lehn 2003), UPS applications (Buso et al. 2001; Mattavelli 2005; Nasiri 2007), DC-

DC converters (Saggini et al. 2007) and torque control of induction motors (Correa et 

al. 2007). Kukrer (1996) investigated the effects of the control delay on the controlled 

current of PWM inverters. 
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Figure 3.5: Dead-beat predictive control 

 

 

3.2.1.4 Model-based 

Among the more advanced control techniques, as compared to standard PID control, 

model-based predictive control is one that has been successfully used in industrial 

applications in the past decades (Camacho & Bordons 1999; Goodwin et al. 2005; 

Maciejowski 2002). MPC allows for non-linear models and can handle general system 

constraints, which are required to protect components against excess voltages or 

currents. MPC can be divided into two subsets: infinite and finite control set MPC. 

The classification of MPC methods is shown in Figure 3.1.   

Several works have reported the use of the MPC technique in power converters such 

as the three-level DCC, FCC inverters, active-front-end (AFE) rectifiers, cascaded H-

bridge MLCs and matrix converters (MC) (Garcia et al. 1989; Linder & Kennel 2005; 

Mayne et al. 2000; Rossiter 2003). A summary of recent implementations of MPC in 

different power converter topologies is presented in Figure 3.6.  

 

(i) Infinite control set 

In an MPC system where the output from the controller is transmitted through a 

pulse width modulator, the process is referred to as the infinite control set. The 

converter receives the switching signals from the modulator. Therefore, the 

feasible reference values transferred to the modulator have to be calculated and 

a cost function is utilised to select the most suitable reference set. 
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Figure 3.6: Application of MPC in different power converters 
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(ii) Finite control set 

FS-MPCC does not need a modulator to determine the switching signals for the 

converter. When modelling a power electronic converter, the switches can be 

modelled as an ideal switch with only two states: 'on' and 'off'. Since power 

converters have a finite number of switching states, the MPC optimization 

problem can be simplified and reduced to the prediction of the system behaviour 

only for those switching states permitted. Each prediction is then used to evaluate 

a cost function, and subsequently the state with minimum cost is selected and 

generated. This control method is known as an FS-MPCC approach, since the 

possible control actions (switching states) are finite. It has been successfully 

applied to a wide range of power converter and drive applications as a current 

controller for two-level inverters (Linder & Kennel 2005; Rodríguez et al. 2004, 

2004(a); Rodríguez et al. 2007), three-level inverters (Perantzakis et al. 2005(a); 

Vargas et al. 2007) and four-level inverters (Perantzakis et al. 2005).  

In addition the currents of the active and reactive power can also be controlled 

(Rodríguez et al. 2005). An FS-MPCC approach has also been applied to control 

more complex converters such as matrix converters (Muller et al. 2005), direct 

converters (Catucci et al. 2005, 2006; Dang et al. 2006) and FCCs (Silva et al. 

2007).  

 

3.2.2  Classification based on prediction horizon and control principle 

Another classification method for predictive control algorithms is based on two other 

criteria. The first distinctive criterion is the depth of the pre-calculation, which is 

referred to as the prediction horizon. The second criterion relates to the partition that 

can be made according to the type of inverter control, also called the control principle. 

While some predictive controllers immediately calculate optimum inverter switching 

states by controlling the inverter directly. Other strategies determine a value-

continuous control signal, which must be synthesized by a modulator before it is 

passed on to the inverter. Some predictive control methods and their classification 

into the different families according to the above differentiation criteria are given in 

Table 3.1. 

 

 

Table 3.1: Classification of predictive control algorithms 

Prediction 
Horizon 

Control principle 

With modulator Direct 

1 
Direct control of IM currents 

Direct flux control 

Direct torque-control 

Direct self-control 

Direct speed-control 

> 1 Generalized predictive control Direct model predictive control 
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Most of the control schemes which have been investigated in drive technology so far, 

have a prediction horizon of only one single sampling cycle. Two well-known 

examples incorporating a modulator are the direct current control of induction motor 

currents by Mayerv and Pfaff (1985) and the direct flux control proposed by Asher et 

al. (2001). The biggest segment of the one-step predictive controllers is made up of 

the group of the prediction schemes with direct inverter control. Among this group are 

such prominent controllers as DTC (Aaltonen et al. 1995; Takahashi & Noguchi 1985) 

and its derivatives, as well as direct self-control (Depenbrock 1985) and direct speed-

control (Mutschler 1998). Predictive control strategies with a prediction horizon of 

more than one single sampling cycle are exclusively model-based predictive 

controllers. Thus, these schemes are also referred to as long-range predictive control 

(L-RPC) schemes. The only scheme of this kind used for drive control so far, is a 

generalized predictive control scheme (Clarke et al. 1987). Its suitability for drive 

applications has been investigated by Kennel, Linder and Linke (2001). 

  

3.3  Basic principles of an MPC scheme 

An MPC scheme encompasses a wide family of control methods (Camacho & 

Bordons 1999). The common elements of this kind of control strategy are that it uses 

a model of the system to predict the future behaviour of the variables up to a 

predefined time horizon and that it selects the optimal actuations by minimizing a cost 

function. This structure has several important advantages: 

a. Concepts are very intuitive and easy to understand. 

b. The multivariable case can be easily considered. 

c. Dead times can be compensated for. 

d. Non-linearities are easily included in the model. 

e. Constraints are simple to accommodate. 

f. The resulting controller is easy to implement. 

g. Depending on specific applications, this control scheme is suitable for the 

inclusion of modifications and extensions. 

Some disadvantages include the larger number of calculations required, when 

compared to classic controllers. The quality of the model has a direct influence on the 

quality of the resulting controller, and if the parameters of the system change over 

time, some adaptation or estimation algorithm has to be considered. The basic ideas 

present in an MPC method are the following: 

1. The use of a model to predict the future behaviour of the variables up to a 

predefined time horizon. 

2. The use of a cost function to represent the desired behaviour of the system. 

3. The optimal actuation obtained by minimizing the cost function. 
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The model used for prediction is a discrete-time model, which can be expressed as a 

state-space model as follows: 

�(� + 1)  =  ��(�)  +  ��(�)       � ∈  {0, 1, 2, …  }                                          (3.1) 

�(�)  =  ��(�)  +  ��(�)             � ∈  {0, 1, 2, …  }                                          (3.2) 

 where �(�) and �(�) are the state and control input values at time, � and 

�(� + 1) is the predicted state. 

A cost function, � that represents the desired behaviour of the system needs to be 

defined. This function takes into account the references, future states and future 

actuations: 

� =  � (�(�), �(�), ..., �(� +  �))          � ∈  {0, 1, 2, …  }                               (3.3) 

MPC is an optimization problem that consists of minimizing the cost function, � for a 

predefined horizon in time, �, subject to the model of the system and the restrictions 

of the system. The result is a sequence of � optimal actuations. During each 

sampling instant, when the optimization problem is solved again the controller will 

apply only the first element of the sequence using the new measured data and 

obtaining a new sequence of optimal actuations each time. This is called a receding 

horizon strategy. The working principle of MPC is summarized in Figure 3.7. The 

future values of the states of the system are predicted until a predefined horizon at 

time, (� + �) using the system model and the available information (measurements) 

until time, �. The sequence of optimal actuations is calculated by minimizing the cost 

function, and the first element of this sequence is applied. This whole process is 

repeated again for each sampling instant upon consideration of the new measured 

data. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7: Working principle of MPC scheme 
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3.4  An FS-MPCC approach for the control of a power converter  

In the design stage of a finite control set MPC approach for the control of a power 

converter, the following steps are identified: 

1. Model the power converter, identifying all possible switching states and the 

corresponding input voltages or currents, or the output voltages or currents.   

2. Find a cost function representative of the prescribed system behaviour. 

3. Derive discrete-time models that allow the prediction of the performance of the 

variable to be controlled. 

In the modelling of a converter, the fundamental component is the power switch; 

typical switches used are IGBTs, thyristors, and gate turn-off thyristors (GTOs). In an 

elementary model an ideal switch has only two states: 'on' and 'off '; the total number 

of switching states of a power converter, therefore, equals the number of different 

combinations of the two switching states for each switch, keeping in mind that some 

combinations, however, are not permitted and some are redundant. An example of 

combinations not permitted, are those that short-circuit the DC-link. As a general rule, 

the number of possible switching states, U, is given by: 

U = x�                                                      (3.4) 

 where x is the number of possible states for each leg or phase of the 

converter, and  y  is the number of phases or legs of the converter.   
 

Based on Equation 3.4, the possible number of switching states in a three-phase, 

two-level converter is U = 23 = 8; in a three-phase, three-level converter U = 27; and a 

five-phase, two-level converter U = 32. The number of switching states of the 

converter, in some multilevel topologies, can be extremely high. For example, in a 

three-phase, nine-level cascade H-bridge inverter, the number of switching states is 

in excess of 16 million.  

An additional perspective of a converter model is the relationship between the 

number of switching states and either the voltage levels in the case of single-phase 

converters, or the voltage vectors in the case of three-phase or multi-phase 

converters. It can be found that in several cases, the same voltage vector is 

generated by two or more switching states; an example of this occurs in a three-

phase, two-level converter, in which eight switching states produce seven voltage 

vectors, and two of the switching states generate the zero vector. A three-phase, 

three-level DCC has 27 possible switching states, of which eight are redundant, and 

therefore there are only 19 different voltage vectors. Similarly, in a three-phase, 

three-level FCC with 64 possible switching states, of which 45 are redundant, also 

leaving only 19 different voltage vectors. Figure 3.8 depicts the relationship between 

switching states and voltage vectors for three different converter topologies. 
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The basic principle of FS-MPCC strategies for power conversion is shown in Figure 

3.9, where  �(�)���  represents the reference currents at time, � for controllable 

variables, �(�) is the current load measurements taken at time, �, and �(� + 1) are the 

predicted current of the states for  �  possible switching states at time,  (k+1). The 

error between the reference and predicted current is obtained to minimize the cost 

function, and then the switching state that minimizes the cost function, is chosen. The 

switching signals, S, of the chosen state are then applied to the converter.  
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Figure 3.8: Voltage vectors by different converters having different levels 
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In general, the control algorithm as shown in Figure 3.9 can be summarized by the 

following steps: 

1. Measure the load currents. 

2. Initialize the value of the optimum cost function. 

3. Predict the load currents for the next sampling instant for all the possible 

switching states. 

4. Evaluate the cost function for each prediction. 

5. Select the optimal switching state that minimizes the cost function. 

6. Apply the new switching state. 

 

 

 

 
 
 
 
 

 
 
 

Figure 3.9: FS-MPCC block diagram 
 

  

3.5  Model predictive control parameters and simulation  

The predictive control technique consists of different aspects (Rossiter 2003) working 

together to control certain variables. These aspects interact with each other and the 

system to provide the inputs that will drive the system. The terminology most often 

used in connection with an MPC method is the following: predictions, system model, 

cost function, receding horizon and computation. Simulation results of a two-level, 

three-phase VSI using FS-MPCC was carried out in order to show the effects of 

different approximation methods on the load current and voltage as well as on the 

predictive current control operation with and without delay compensation. 

  

3.5.1  System modelling 

A model is needed to predict the response of the system to a control input. This 

model should take into account the control inputs as well as the current state of the 

controllable variables. This model can be linear or non-linear. The modelling of the 

system to be controlled is an important step. Rossiter (2003) uses the term 'fit for 

purpose' to qualify the model of a system. Such a model will give sufficiently accurate 

predictions without further modelling effort. For instance, the 'fit for purpose' model of 

a non-linear system may be a linearized version. 
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As stated in Section 3.4, a power electronic converter can be discretised by viewing 

the power switches as ideal switches with only two states: 'on' and 'off' (Cortés et al. 

2008). This means that by only changing the switching combinations at fixed 

sampling intervals, the measuring and predicting actions of the FS-MPCC need also 

to be done only at fixed intervals. If  T�  is the sampling period of the controller, then 

the discretised time will be  � = �T�  with � ∈  {0, 1, 2, …  } as the sampling instances. 

The converter can be modelled so that: 

�(� + 1) = � ��(�), �(�)�          � ∈  {0, 1, 2, …  }                                              (3.5) 

where �(�) and �(�) are the state and control input values at time,  �, and 

�(� + 1) is the predicted state.  

FS-MPCC allows for constraints on both the control inputs and the system states. 

Therefore, the control inputs can be restricted to 

 �(�) ∈  U ≤  ��        � ∈  {0, 1, 2, …  }                                                             (3.6) 

where  U   is the set of permitted switching combinations and � is the number 

of switches.  

Consequently, all the switching combinations will be contained in  ��.  If, however, a 

flying-capacitor or diode-clamped converter is used, some of the combinations are 

not permitted.  

Similarly, the states of the converter can be constrained by the control system by 

applying: 

�(�) ∈  � ≤  ��    � ∈  {0, 1, 2, …  }                                                                                  (3.7) 

The constraints,  �, can be used to limit voltages or currents to which components are 

subjected. Subsequent to predicting the states of the converter using Equation 3.5, a 

cost function is employed to assess the different switching states and select the best 

one. The following generic cost function can be applied when a finite horizon of 

length, �, is used: 

���(�), �(�)� ≜ ∑  �(�(�), �(�))�����
���                                                         (3.8) 

where 

� is a weighting factor, 

�(� + 1) = � ��(�), �(�)�          � ∈  {�, � + 1, � + 2, …  }                                   (3.9) 

are the predicted states, and 

�(�) ∈ U      � ∈  {�, � + 1, � + 2, …  }                                                             (3.10) 

are the control inputs. 
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� is applied to penalise an unwanted state or control input behaviour. For instance, if 

the predicted state for a given switching state is  �(� + 1) ∉ �,  the cost function 

should penalise that switching state so severely that it will not be chosen as the 

switching state for the next sampling period. 

When the cost functions have been evaluated, a whole series of control inputs, �(�), 

are available to drive the system. However, the receding horizon dictates that only the 

first control input is used, and the horizon over which the values are being predicted 

is shifted one sample period into the future. Thus, at time, (� + 1), a measurement 

will be taken, and the predicted states will be calculated from: 

�(� + 1) = � ��(�), �(�)�          � ∈  {� + 1, � + 2, � + 3, …  }                        (3.11) 

 

3.5.2  Approximation methods 

Equation 3.5 is not necessarily a linear equation, and this poses a problem because it 

has to be implemented in a digital controller. Non-linear systems such as 

exponentials or logarithms are not a problem to implement, but differential and 

integral equations need special attention. Differential and integral equations need to 

be approximated by discrete-time equations that can be executed on the digital 

controller. Three major approximation methods for differentials are the Euler forward, 

the Euler backward and the Runge-Kutta (Zill & Cullen 2000). Approximations for 

integrals are not given because they do not form part of the models for the power 

electronic converters in this thesis. 

The state-space representation of a system is: 

�(̇�) = � .�(�) + � .�(�)                                                                             (3.12) 

where �(�) and �(�) are the state and the control inputs to the system 

respectively. Matrices � and �  are the transition matrices. It is �(̇�)  that needs 

to be approximated. 

The Euler forward, Euler backward and Runge-Kutta approximations have been used 

for two-level VSI with one prediction step for sampling time, TS= 25 µs, to control the 

load current (Rodríguez et al. 2007). 

 

3.5.2.1 Euler forward method 

The Euler forward approximation method will approximate a differential equation as: 

� =̇  
��

��
≈  

�(���) �  �(�)

��
                                                                                 (3.13) 

Therefore, the state-space representation of a system in discrete time becomes: 

�(� + 1) ≈ T� .  �� .  �(�) + � .  �(�)� + �(�)                                              (3.14) 
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3.5.2.2 Euler backward method 

The Euler backward approximation method will approximate a differential equation 

as: 

� =̇  
��

��
≈  

�(�) �  �(���)

��
                                                                                 (3.15)    

Therefore, the state-space representation of a system in discrete time becomes: 

�(�) ≈ T� .  �� .  �(�) + � .  �(�)� + �(� − 1)                                              (3.16)    

Shifting time one sample interval yields: 

�(� + 1) ≈ T� .  �� .  �(� + 1) + � .  �(� + 1)� + �(�)                                 (3.17)    

The difficulty with the backward method is in obtaining an explicit solution for      

�(� + 1). If it is possible to obtain such a solution it will result in a more stable 

controller for large values of  T�. 

 

3.5.2.3 Runge-Kutta method 

The Runge-Kutta approximation uses a fourth-order function to approximate the 

gradient at time, �. The process approximates the slope, �(̇�), by averaging four 

slopes obtained from Equation 3.12. 

��̇ = � .  �(�) + � .  �(�)                                                                              (3.18) 

��̇ = � .  ��(�) + 
�

�
T���̇� + � .  �(�)                                                            (3.19) 

��̇ = � .  ��(�) + 
�

�
T���̇� + � .  �(�)                                                           (3.20)     

��̇ = � .  [�(�) + T���̇]+ � .  �(�)                                                               (3.21) 

 

The four slopes are averaged and the predicted states can then be calculated with: 

�(� + 1) = �(�) + 
�

�
T�  .(��̇ + 2��̇ + 2��̇ + ��̇)                                         (3.22) 

 

To include the approximation methods, an example of a two-level VSI converter with 

an RL-load was studied. In Figure 3.10(a) the load currents and the load voltages 

using the Euler forward approximation are shown, while Figure 3.10(b) shows load 

currents and load voltages after applying the Runge-Kutta approximation. As can be 

seen from the simulated results in Figure 3.10, with the output currents tracking their 

references, the control algorithm has very good tracking characteristics. However, the 

implementation with Runge-Kutta approximation method shows less ripple than the 

Euler approximation method. Therefore, because of its simplicity and reduced 

computation burden, the Euler forward approximation method was used in this study.  
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                                                                              (b) 
 

  

Figure 3.10: The load currents and voltages for a sampling time �� = 25 µs using:  
(a) Euler forward approximation (b) Runge-Kutta approximation 
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3.5.3  Stability 

Consider the discrete state-space model given by Equation 3.12, with an initial 

condition  ��  and constrained control inputs; then Tsirukis and Morari (1992) proved 

the following: 

1. If ��, the eigenvalues of matrix A in Equation 3.12, lie in or on the unit circle, that 

is |��| ≤ 1, then ��  ∈ � can be controlled by a sequence of control inputs,  

�(�)  ∈ � such that �(∞) = ����. 

2. If at least one ��, the eigenvalues of matrix A in Equation 3.12, lies outside the 

unit circle, that is |��| > 1, then ��  ∈ � cannot be controlled by a sequence of 

control inputs, �(�)  ∈ � such that �(∞) = ����. 

 

3.5.4  Cost function classification in terms of weighting factor 

After predicting the response of the system to all the different control inputs, the 

predicted states should be evaluated to enable the selection of the best action. This is 

done by evaluating a numerical expression that takes the controllable states of the 

system as its parameters. The control action that minimizes the cost function is 

chosen, meaning that the optimum outcome of the cost function represents the 

desired behaviour of the system. Although the main objective of the cost function is to 

keep track of a particular variable and control the system, it is not limited to this. In 

fact, one of the main advantages of an MPC is that the cost function admits any 

necessary term that could represent a prediction for another system variable, system 

constraint or system requirement. Since these terms most likely can be of a different 

physical nature (e.g. current, voltage, reactive power, switching losses, torque, flux) 

their units and magnitudes can also be very different. This issue has been commonly 

dealt with in MPC by including a weighting coefficient or weighting factor,  �  for each 

term of the cost function: 

� = ��‖�∗ −  ��‖ + ��‖�∗ −  ��‖ + ⋯ + ��‖�∗ −  ��‖                                (3.23) 

Depending on the nature of the different terms involved in the formulation of the cost 

function, they can be classified in different groups. This classification is necessary in 

order to facilitate the definition of a weighting factor adjustment procedure that could 

be applied to similar types of cost functions or terms. Table 3.2 shows the cost 

functions with and without weighting factors, and with equally important terms. 
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3.5.4.1 Cost functions without weighting factors 

In this kind of cost function, only one variable, or its components are controlled. This 

is the simplest case, and since only one type of variable is controlled, no weighting 

factors are necessary. Some representative examples of this type of cost function are 

found in the predictive current control of a voltage source inverter (Rodríguez et al. 

2007), in the predictive power control of an AFE rectifier (Cortés et al. 2008(a)), in the 

predictive voltage control of a UPS system (Cortés et al. 2009), in the predictive 

current control with imposed switching frequency (Cortés et al. 2008(b)) and in the 

predictive current control of multi-phase inverters (Barrero et al. 2009; Cortés et al. 

2009(a); Duran et al. 2011). The corresponding cost functions of the examples 

mentioned are summarized in Table 3.2. 

Note that all the terms in a cost function are composed of variables of the same 

nature (same unit and order of magnitude). Moreover, some variables originate from 

a single vector that has been broken down into two or more components, therefore no 

weighting factors or their corresponding tuning processes are necessary. 

 

3.5.4.2 Cost functions with secondary terms 

Some systems have a primary goal, or a more important control objective that must 

be achieved in order to ensure proper system behaviour; additionally there are 

secondary constraints or requirements that should be accomplished to improve 

system performance, efficiency, and power quality. In this case, the cost function 

contains primary and secondary terms and the importance of the secondary terms 

can vary widely, depending on the application and its specific needs. Some examples 

are: predictive current control with a reduction in the switching frequency to improve 

efficiency (Vargas et al. 2007), predictive current control with a reduction in the 

common-mode voltage to prevent motor damage (Vargas et al. 2008) and predictive 

current control with reactive power reduction to improve power quality (Muller et al. 

2005; Vargas et al. 2008(a)). Cost functions with secondary terms are listed in Table 

3.2. The importance of the secondary term (i.e., how much the switching frequency, 

the common-mode voltage, or the reactive power, is reduced) will depend on the 

specific requirements of the application and will impose a trade-off with the primary 

control objective; for cost functions with secondary terms the primary objective is 

current control. Note that in each cost function, a weighting factor, � is included with 

the corresponding secondary term. Hence, balancing the trade-off can be seen as a 

weighting factor adjustment to the cost function. 
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Table 3.2: Cost function classification 

Application  Cost function Symbols and nomenclature 
1. Cost functions without weighting factors  

Current control of a VSI ���
∗ −  ��

�
� + ���

∗ −  ��
�

� 
��,�

∗ : reference currents  

��,�
�

 : predicted currents 

Power control of an AFE rectifier |��| +  |�∗ −  ��| 

�∗: reference active power 

��: predicted active power 

��: predicted reactive power 

Voltage control of a UPS (���
∗ −  ���

�
)� + (���

∗ −  ���
�

)� 
���,�

∗ : reference output voltages 

���,�
�

: predicted output voltages 

Current control of a multi-phase VSI ���
∗ −  ��

�
� + ���

∗ −  ��
�

� + ���
∗ −  ��

�
� + ���

∗ −  ��
�

� 
��,�,�,�

∗ : reference currents 

��,�,�,�
�

: predicted currents 

2. Cost functions with secondary terms  

Switching frequency reduction ���
∗ −  ��

�
� + ���

∗ −  ��
�

� +  ������
�

 
���

�
: number of commutations to reach the next state 

���: weighting factor 

Common-mode voltage reduction ���
∗ −  ��

�
� +  ���

∗ −  ��
�

� + �������
�

� ���: weighting factor 

Reactive power reduction ���
∗ −  ��

�
� +  ���

∗ −  ��
�

� + ��|��| ��: weighting factor 

3. Cost functions with equally important terms  

Torque and flux control 

1

���
�  ���

∗ −  ��
�

�
�

+ 
��

���
� (|��|∗ −  |��|�)���

 
��

∗: reference torque 

��
�
: predicted torque 

|��|∗: reference stator flux 

|��|�: predicted stator flux 
 

Capacitor voltage balance 

1

���  ����
∗ −  ��

�
� + ���

∗ −  ��
�

�� +  
�∆�

����∆��
�

�
��

 
 

�∆�: weighting factor 

�∆��
�

�: absolute error of predicted capacitor voltage 
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3.5.4.3 Cost functions with equally important terms 

Unlike the previous case, there are systems in which several variables with equal 

importance need to be controlled simultaneously in order to control the system. Here 

the cost function can include several terms with equal importance, and it is the task of 

the weighting factors to compensate for the difference in nature of the variables. An 

example is the torque and flux control of an induction machine, where both variables 

need to be controlled accurately to achieve proper system performance (Miranda et 

al. 2009; Rodríguez et al. 2004). 

Another example is the current control of a DCC inverter, in which the balance of  the 

DC-link capacitor voltages is essential to reducing voltage distortion and avoiding 

system damage (should there be a chance that the permitted voltage level of the 

capacitors could be exceeded, capacitors with a higher rating need to be used) 

(Vargas et al. 2007). Both cost functions mentioned in the examples above are 

included in Table 3.2. Note that the two additional terms in each cost function are 

used to normalize the quantities in relation to their nominal values (denoted by the 

subscript �).  

The following are some examples of converter and drive control applications that are 

presented to illustrate the use and wide variety of cost functions and weighting factors 

in predictive control schemes. 

(i) Switching frequency reduction 

Figure 3.11 was obtained by performing several simulations, starting with λsw = 0, 

and gradually increasing this value after each simulation (Rodríguez & Cortés 

2012). Figure 3.11 shows comparative results for load current and load voltage 

with three different values of  ���,  with one of them being the selected value. 

Note how the load current presents higher distortion for a larger value of  ���;  

this is due to the large reduction in the number of commutations. 

However, with,  ��� = 0, the current control works at its best, but at the expense 

of higher switching losses. Since the DCC is intended for medium-voltage, high-

power applications where losses become important, the selection of  ��� = 0.05, 

provides a suitable trade-off of efficiency versus performance. A comparison of 

this predictive method and a traditional PWM-based controller can be found in 

Vargas et al. (2007). 

 

 

 

 

 



 

71 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.11: Results comparison for different weighting factors 

 
(Permitted/adapted from Rodríguez & Cortés 2012:169) 

 
 

(ii) Common-mode voltage reduction 

The results show that a common-mode voltage is a variable that is more 

decoupled from the load current than is the switching frequency decoupled from 

the load current. This occurs because the current error remains very low 

throughout a wide range of   ���.  Hence, the selection of an appropriate value is 

easier, and values of  0.05 ≤ ��� ≤ 0.5  will perform well. This can be seen in the 

results shown in Figure 3.12, where a noticeable reduction in the common-mode 

voltage is clearly achieved without affecting the current control. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 

Figure 3.12: Results comparison for different weighting factors  

 
(Permitted/adapted from Rodríguez & Cortés 2012:171) 
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(iii) Torque and flux control  

The objective of the control algorithm is to simultaneously control the electrical 

torque, ��, and the magnitude of the stator flux,  ��. This objective can be 

expressed as a cost function with two terms, namely torque error and flux error. 

Rodríguez et al. (2004) proposed that the weighting factor must handle the 

difference in magnitude and units between these two terms. A different approach 

consists of using a normalized cost function, where each term is divided by its 

rated value, as can be seen in Table 3.2 (Torque and flux control). Using this cost 

function, the same importance is given to both terms by using �� =  1, as 

proposed by Miranda et al. (2009). However, the optimal value can be different, 

depending on the defined criteria for optimal operation. 

Results for different values of   ��   are given in Figure 3.13, showing the 

performance achieved by the predictive torque and flux control. Note that 

�� = 0.85  yields a very good combination of torque step response, steady-state 

flux control and load current waveforms. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 3.13: Results comparison for different weighting factors  

 
(Permitted/adapted from Rodríguez & Cortés 2012:173) 
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(iv) Capacitor voltage balancing 

Cost functions with equally important terms for capacitor voltage balancing will be 

studied in detail for the DCC and the FCC in Chapters four and five respectively.  

In the case of a DCC, the inverter has two DC-link capacitors, which are required 

for generating three voltage levels at the output of each phase. These voltages 

need to be balanced for the proper operation of the inverter. If this balance is not 

controlled, the DC-link voltages will drift and introduce considerable output 

voltage distortion, not to mention that the DC-link capacitors, unless they are 

over-rated, could be damaged by over-voltage. In the case of an FCC, the 

structure of the converter does not, unlike the DCC, require a split DC-link 

voltage. There are, therefore, no junction currents between the DC-link capacitors 

that will unbalance their voltages. However, for the three-level converter it is very 

important that the voltages across the flying capacitor be half the DC-link 

voltages. If these voltages are unbalanced, the clamping mechanism will not 

function correctly, and the danger of exposing some switches to over-voltages 

arises. 

 

3.5.5  Delay compensation 

When control schemes based on an MPC are implemented experimentally, a large 

number of calculations are required, introducing a considerable time delay in the 

actuation. This delay can result in deterioration of the performance of a system, if not 

considered in the design of the controller. In a number of  the references consulted, 

the aspect of compensating for the calculation delay has been dealt with (Arahal et al. 

2009; Cortés et al. 2008; Cortés et al. 2008(b); Cortés et al. 2009; Miranda et al. 

2009). For other predictive control schemes, such as dead-beat control, comparable 

compensation methods have been presented (Abu-Rub et al. 2004). 

Another source of delay in these types of control schemes appears due to the need 

for future values of the reference variables in the cost function. Usually the future 

reference is considered to be the same as the actual reference, which is a good 

assumption when the reference is a constant value, or the sampling frequency is 

much higher than the frequency of the reference variable. However, during transients 

and with sinusoidal references, a delay between the controlled and reference 

variables appears. In order to eliminate this delay, the future reference variables need 

to be accurately calculated.  
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3.5.5.1 Effect of delay due to calculation time 

The control of a three-phase inverter with a passive load (resistive–inductive) is used 

as an example application for explaining both the effects of the delay due to 

calculation time, as well as the delay compensation method. However, the same 

ideas are valid for all predictive control schemes. 

The predictive current control scheme using MPC is already shown in Figure 3.9 and 

consists of the: 

1.  measurement of the load currents, 

2. prediction of the load currents for the next sampling instant for all possible 

switching states, 

3.  evaluation of the cost function for each prediction, 

4.  selection of the switching state that minimizes the cost function, 

5.  application of the new switching state. 

In the case of current control, the cost function is defined as the error between the 

reference current and the predicted currents for a given switching state, and is 

expressed as: 

� = ���
∗ (� + 1) −  ��

�
(� + 1)� +  ���

∗ (� + 1) −  ��
�

(� + 1)�                              (3.24) 

where  �� 
∗  and  �� 

∗  are the real and imaginary parts of the reference current 

vector, and  ��
� 

 and  ��
�

  are the real and imaginary parts of the predicted load 

current vector, ��(� + 1).  

The predicted load current vector is calculated using a discrete-time model of the 

load, which is a function of the measured currents,  �(�)  and the inverter voltage (the 

actuation),  �(�)  and is expressed as: 

��(� + 1) = �1 −
���

�
� �(�) +

��

�
�(�)                                                           (3.25) 

where  �  and  �  are the load resistance and inductance, and �� is the 

sampling time.  

To graphically illustrate the predictive current control, only  ��  is shown in Figure 3.14. 

This simplifies the example as the seven different voltage vectors produce only three 

different values for their β component, and hence there are only three possible 

trajectories for  ��.  In the figure, the dashed lines represent the predictions for  ��  as 

given by Equation 3.25, and the solid line is the actual trajectory given by the 

application of the optimum voltages obtained by minimization of the cost function from 

Equation 3.24. 
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In the ideal case, the time needed for the calculations is negligible, and the predictive 

control operates as shown in Figure 3.14; this ideal case is shown for comparison. 

The currents are measured at time,  ��,  and the optimal switching state is calculated 

instantly. The switching state that minimizes the error at time, ����  is selected and 

applied at time,  ��,  and then the load current reaches the predicted value at  ����.  As 

the three-phase inverter has seven different voltage vectors, the predicted current 

from Equation 3.25 and the cost function from Equation 3.24 are calculated seven 

times. In this way, depending on the sampling frequency and the speed of the 

microprocessor used for the control, the time between measurement of the load 

currents and application of the new switching state can be considerable. 

 

 

 
 
 
 
 
 
 
 
 
 

 
 
 

 
 

Figure 3.14: Operation of the predictive current control without delay (ideal case) 

 
(Permitted/adapted from Rodríguez & Cortés 2012:180) 

 
 
 

If the calculation time is significant compared to the sampling time, there will be a 

delay between the instant at which the currents are measured and the instant of 

application of the new switching state; this is shown in Figure 3.15. During the interval 

between these two instants, the previous switching state will continue to be applied. 

As can be observed from Figure 3.15, the voltage vector selected using 

measurements at   ��,  will continue being applied after  ����, causing the load current 

to move away from the reference. The next actuation will be selected upon 

consideration of the measurements at ���� and will be applied near  ����. As a 

consequence of this delay, the load current will oscillate around its reference, 

increasing the current ripple. 
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Figure 3.15: Operation of the predictive current control without compensation:  
long calculation time (real case) 

 
(Permitted/adapted from Rodríguez & Cortés 2012:180) 

 

 

3.5.5.2 Delay compensation method 

A simple solution to compensate this delay is to take into account the calculation time 

and apply the selected switching state after the next sampling instant. In this way, the 

control algorithm is modified as follows: 

1.  The load currents are measured. 

2.  The switching state (calculated in the previous interval) is applied. 

3.  The value of the currents at time   ����,  taking into account the applied 

switching state, are estimated. 

4. The load currents for the next sampling instant, occurring at time,  ����, for all 

permitted switching states, are predicted.  

5.  The cost function for each prediction is evaluated. 

6.  The switching state that minimizes the cost function is selected. 

Compared to the original control algorithm mentioned in Section 3.5.5.1, application 

of the new voltage vector is moved to the beginning, and the estimation of the 

currents at time,  ���� , is added. Note that the estimation of the currents increases 

the calculation time, but it only increases marginally because it needs to be calculated 

only once. The operation of predictive control with compensation delay is shown in 

Figure 3.16.  
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Figure 3.16: Operation of the predictive current control with delay and compensation: 
long calculation time (real case) 

 
(Permitted/adapted from Rodríguez & Cortés 2012:183) 

 

 

Here the measured currents and the applied switching state at time �� are used in 

Equation 3.25 to estimate the value of the load currents at time,  ����. This current is 

then used as a starting point for the predictions for all switching states. These 

predictions are calculated using the load model, shifted one step forward in time: 

��(� + 2) = �1 −
���

�
� �̌(� + 1) +

��

�
�(� + 1)                                              (3.26)       

where � ̌ is the estimated current vector, and �(� + 1) is the actuation to be 

evaluated.  

The cost function is modified for evaluation of the predicted currents, ��(� + 2), 

resulting in: 

� = ���
∗ (� + 2) −  ��

�
(� + 2)� +  ���

∗ (� + 2) −  ��
�

(� + 2)�                              (3.27)   

The switching state that minimizes this cost function is selected and stored for 

application at the next sampling instant. Figure 3.17 illustrates the operation of the 

predictive current control method with a large delay due to the calculations. It can be 

seen that the ripple in the load currents is considerable when the delay compensation 

is not accounted for. The delay compensation method that reduces the ripple and 

operation is similar to the ideal case. Note that the cost functions in Equations 3.25 

and 3.26 require future values of the reference currents,  �∗(� + 1) and �∗(� + 2)  

respectively. The calculation of these values is discussed in the next section. 
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Figure 3.17: Predictive current control operation with  

and without delay compensation (��= 75 μs)  

 

  

3.5.5.3 Prediction of future references 

In the application of the predictive control approaches as stated in this thesis, the cost 

function depends on the future error. This requires that future references must be 

known so that the error between the reference and the predicted variable can be 

calculated at the next sampling instant.   

However, future references are unknown, so they need to be estimated. Based on the 

assumption that the sampling frequency is much higher than the frequency of the 

reference signal, an uncomplicated way of achieving this is by considering that the 

future value of the reference is roughly equal to the present value of the reference. 

For the predictive current control example it can be assumed that  �∗(� + 1) =  �∗(�), 

which means that the cost function can be rewritten as: 

� = ���
∗ (� + 1) −  ��

�
(� + 1)� +  ���

∗ (� + 1) −  ��
�

(� + 1)�                              (3.28)        

This approximation will lead to a one-sample frame delay in the tracking of the 

reference currents. If compensation for the calculation-time delay (presented in the 

previous section) is considered, the reference �∗(� + 2) is required. Using the same 

idea, the future reference current can be assumed as  �∗(� + 2) =  �∗(�), resulting in 

the cost function given by Equation 3.29 below; reference tracking will then be subject 

to a two-sample frame delay.    

� = ���
∗ (�) −  ��

�
(� + 2)� +  ���

∗ (�) −  ��
�

(� + 2)�                                           (3.29)   

With delay compensation 

 

Without delay compensation 
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The effect of the delay introduced by this approximation of future references is shown 

in Figure 3.18. It can be seen that this delay is noticeable for larger sampling times 

like ��= 75 μs, but it is not visible when the sampling time is smaller. 

It is common to use smaller sampling times in predictive control schemes, so this 

approach is reasonable in those cases. When the references are constant at a 

steady-state operation, this approach has no negative effects, and the two-sample 

delay can be observed only during transience. 

 

 

 

 

 

 

 

 

 

                                   (a)                                                                                   (b) 
 

 

Figure 3.18: The load and reference currents for predictive current control using 
�∗(� + �) = �∗(�)  for a sampling time (a) ��= 75 µs, (b) ��= 25 µs 

 

 

3.5.6  Reference frames  

For a three-phase system, the voltages and currents can be described in different 

reference frames, also called coordinate systems. As a result, the controller can be 

designed to operate in different coordinate systems.  Here, voltages are taken as an 

example to describe the different reference frames, but the analysis can equally be 

applied to currents as well—and even to some other quantities (see Bose 2001, 

2009). In many applications it is useful to present the system model in a static  αβ  or  

a rotating dq  reference frame using the well-known Clarke transformation for the 

former and the Park transformation for the latter (see Appendix A). The natural  ���  

and stationary reference  ��  frames will be discussed in the subsections immediately 

following.  
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3.5.6.1 Natural  ���  frame 

The voltages of a balanced three-phase system in the natural frame, also called the 

��� frame, can be represented as: 
 

�

��

��

��

� = �

��cos (�)

��cos (� −
��

�
)

��cos (� +
��

�
)

�                                                                               (3.30) 

where  ��  is the peak value of the voltage; ��  is the voltage of phase a and    

�  is the phase angle of  ��,  which changes with time �.  
 

Hence, the voltages are functions of time, � (and frequency). Note that the phase 

sequence here is  ���. The three phases �, � and � in the natural frame can be 

regarded as spatially distributed away from each other by  
��

�
  rad, as shown in Figure 

3.19(a). Also, the three phases are drawn to be consistent with the phase 

sequence,  ���.  The three-phase voltages  ��, ��  and  ��   at a particular time, � or 

phase, �, can be plotted as vectors according to their values, and spatially distributed 

in accordance with their coordinates, as shown in Figure 3.19(a). Therefore, ��   is on 

the horizontal line,  ��   is in line with the vector  � = ��� 
�� 

�  ,  and  ��   is in line with the 

vector  �� = ��� 
�� 

� .   The resulting diagrams are referred to as spatial diagrams in the 

sequel. Note that this is different from the widely used phasor diagrams, where the 

length of a vector is the amplitude of the voltage, and the angle of the vector is the 

phase of the voltage; here the length of a vector on a spatial diagram is the 

instantaneous value of the voltage, and the angle of the vector is fixed as the angle of 

the coordinate, that is 0 for phase  �, −
��

�
  rad for phase   �,  and  

��

�
   rad for phase  �; 

see Figure 3.19(a). Moreover, a phasor diagram is independent of time, but the 

spatial diagram is dependent on time (and frequency). When  �  changes with time, �, 

the vectors  ��,  ��  and  ��  on the spatial diagram shown in Figure 3.19(a) change 

their lengths and direction, but do not rotate. 

For a balanced system, �� +  �� + �� = 0, which means that there are only two 

independent variables and that the three-phase balanced voltages can be expressed 

in two-dimensional space.  

 
3.5.6.2 Stationary reference  ��  frame 

Taking the spatial feature of the voltages in a spatial diagram into account, the 

vectors representing the instantaneous voltage values in the natural frame, as given 

in Equation 3.30, can be transformed to a space vector: 

�̅� = �(�� + ��� + ����)                                                                            (3.31) 
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This space vector,  �̅�  can be broken down into a real part,  ��,  and an imaginary part, 

 ��,  and  therefore   �̅� = �� + ���;  this is shown in Figure 3.19(b).     

Note that the instantaneous values of  ��,  ��  and  �� ,  and not their phasors, are used 

to form the space vector,  �̅�.  As a result, both  ��  and  ��  are functions of both time 

and frequency. 

For � = �� 
�� 

�  and � =
�

�
 , the voltage space vector, using Equation 3.31, is:  

�̅� = �(�� + ��� + ����) 

     = ��� + � �cos
2�

3
− �sin

2�

3
� �� + �(cos

4�

3
− �sin

4�

3
)�� 

     = � ��� −
1

2
�� −

1

2
��� + ��(−

√3

2
�� +

√3

2
��) 

Hence, 

�
��

��
� = ��� �

��

��

��

�                                                                                 (3.32) 

with the ��� →  ��  transformation matrix 

��� =
�

�
�
1 −

�

�
−

�

�

0 −
√�

�

√3

2

�                                                                      (3.33) 

The reference frame with �� and �� as coordinates, is often referred to as the 

stationary reference frame or the  ��  frame. The transformation in Equation 3.32 is 

called the Clarke transformation or the  ��� →  ��  transformation. It transforms the 

voltages in the natural frame into the stationary or  ��  frame.  

For balanced systems, �� + �� + �� = 0, hence, 

�
��

��
� = �

��

√�

�
(− �� + �� )

�                                                                                (3.34) 

The  �-component in the  ��  frame is always the same as  ��   in the ��� frame. In 

other words,  ��  remains unchanged and stationary in the �� frame. Moreover, 

according to Equation 3.30, 

�� =
√3��

3
(cos �� +

2�

3
� − cos(� −

2�

3
)) 

      = − �� sin� 

Hence, setting these values into Equation 3.31, gives the space vector as: 

�̅� = �� cos� − ��� sin� = ������                                                              (3.35) 
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When � changes with time, �, the length of the space vector,  �̅�  does not change, but 

the angle does. As a result, the vector, �̅�  rotates clockwise when � increases with 

time, �. The direction of the rotation is the same as the spatial order  ���,  shown in 

Figure 3.19(a). Note that the  ��  reference frame itself is stationary and does not 

rotate; hence, the name stationary reference frame. Here, the introduction of the 

space vector has converted translational movements on a spatial diagram into 

rotational movements on the �� reference frame. 

 

 

 

 

 

 

 

 

 

 

                                    (a) The ��� frame                             (b) The �� frame 

Figure 3.19: Reference frames for three-phase system 

 

 

3.6  Summary 

Various predictive control methods were introduced in this chapter. It is clear that 

predictive control has been widely used for the control of power electronic converters 

and motor drives. This chapter presented an examination of the terminology used in 

predictive control and described the modelling of a system and the approximations for 

derivatives of differential equations. The cost function classifications in terms of 

weighting factors, delay compensation and reference frames were also presented. 

This chapter further detailed different types of terms that can be included in a wide 

variety of cost functions and weighting factors. Examples of the procedures discussed 

were provided to illustrate the wide variety of cost functions and adjusted weighting 

factors available for use in predictive control applications. Finally, simulation of a 

three-phase VSI using a finite set-model predictive current control was carried out to 

obtain results indicating the influence of some system parameters used in predictive 

control on the load current and load voltage. 
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4.1       Introduction 

Nowadays, PV systems and wind turbines can be used with maximum efficiency by 

using an appropriate power converter. The increase in the use of power from these 

resources has led to the need for research on new control strategies and a suitable 

topology for high-power converters to meet the demands for performance and 

efficiency. MLCs have been extensively studied in the last few decades. By 

considering the increasing energy demands and the requirements for power quality 

and efficiency, power conversion by means of power electronics have become 

important topics in RESs applications. 

Research of modern voltage source MLCs was started with the introduction of diode-

clamped, three-level inverters in 1981 (Nabae et al. 1981). Pulse width modulation 

(Carrara et al. 1992; Holmes & Lipo 2003; McGrath & Holmes 2002) and space 

vector modulation (Celanovic & Boroyevich 2001) are the most common modulation 

techniques proposed for controlling this kind of converter. The DC-link balancing 

problem in this topology is another subject that has been studied in recent years 

(Bendre et al. 2006; Tallam et al. 2005; Yaramasu et al. 2013).  

The application of power electronics for predictive control has been researched since 

the 1980s (Kennel & Schroeder 1983). This technology requires a high number of 

calculations compared to classic control methods, but the fast microprocessors 

available today have made it possible to implement predictive control for voltage 

source MLCs. Additionally, MPC has distinct advantages when compared to the 

traditional PWM methods (Najmi et al. 2012; Rodríguez & Cortés 2012). 

The inherent discrete nature of power converters sets the stage for implementing 

MPC in power converters and motor drives. Since power converters have a finite 

number of switching states, the MPC optimization problem can be easily formulated, 

simplified and reduced to the prediction of the system behaviour specifically for those 

possible switching states. Each prediction is used to evaluate a cost function. 

Consequently, the switching state with the lowest cost is selected, generated and 

applied in the next switching instant. This control method is known as an FS-MPCC 

approach, since the possible control actions (switching states) are finite; this is the 

control strategy used in this study. Many studies have been conducted into the 

successful application of FS-MPCC schemes incorporated in three-phase MLIs and 

drive applications (Abu-Rub et al. 2004; Li et al. 2009; Vargas et al. 2007; Yaramasu 

et al. 2013(a)).  

Chapter four outlines a finite set-model predictive current control strategy that is 

proposed to handle the output current, as well as the balancing of the DC-link 

capacitor voltages for a three-phase, three-level DCC inverter with an RL-load. This 

strategy allows for fast load current control, while keeping the DC-link capacitor 
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voltages balanced.  In this chapter the problem of balancing the DC-link voltage and 

output current reference tracking, are examined through co-simulation of MATLAB 

and PSIM software. A voltage balancing algorithm to control the DC-link capacitor 

voltages and keep them within the hysteresis band, is presented. Thereafter, the 

robustness of a control strategy subject to variable DC-link voltages, as encountered 

in RESs applications, was investigated. The robustness was assessed in terms of the 

THD and tracking behaviour of the reference currents applied to all the DC-link 

voltage values. The system performance in terms of tracking behaviour was 

investigated, along with the dynamic response of the system with a step change in 

the amplitude of the sinusoidal wave reference. Additionally the control algorithm was 

tested with a constant waveform and a square waveform in orthogonal coordinates as 

the reference current. Lastly, the system robustness of the proposed control algorithm 

was studied by comparing the model parameters with the actual system parameters.  

Chapter four starts with an overview of the SimCoupler module for SSI with PSIM-

MATLAB/Simulink, described in Section 4.2. The power converter model that is used 

in this chapter is presented in Section 4.3. Firstly, the time-continuous model is 

presented and then discretized to obtain the output currents and DC-link capacitor 

voltages. The control scheme that is used to control the power converter model and 

balance the DC-link capacitors is developed in Section 4.4. Results and discussions 

are presented next, followed by a summary in the last section of the chapter. 

 

4.2          Software simulation integration of two independent software platforms 

The software packages available for the simulation of power electronics and drives 

are PSIM and MATLAB. The link between PSIM and MATLAB/Simulink for SSI/co-

simulation is provided by the SimCoupler module. With the SimCoupler module, full 

use can be made of the power simulation capability of PSIM and the control 

simulation capability of MATLAB/Simulink, in a complementary way. 

One of the objectives of this study is to show how to use the SimCoupler module for a 

three-phase MLI using a model predictive strategy with an RL-load. In this study the 

theoretical approach of the system model is explained, and subsequently the 

simulation results are presented so as to show the effectiveness of the system in the 

SSI arena.    

To validate the feasibility of the proposed control algorithm, MATLAB/Simulink and 

PSIM modelling for SSI work were carried out for different conditions of the current 

references and loads implemented for a  three-phase, three-level DCC with an RL-

load. The SimCoupler module allows the designers of power electronics to simulate 

control in the MATLAB/Simulink environment. This ability further enhances the control 

simulation capability of PSIM by providing access to numerous Simulink toolboxes for 
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various applications. For example, code can automatically be generated with the 

PSIM-MATLAB/Simulink for SSI. First, the power circuit is simulated in PSIM, and the 

control algorithm is simulated in MATLAB/Simulink. Then the Simulink toolbox and 

supporting resources can be used to generate production quality code automatically 

for a target platform. Figure 4.1 depicts SSI between PSIM and MATLAB/Simulink. 

An MPC strategy is applied in a three-phase, three-level DCC inverter with an RL-

load; the power converter and the load are implemented in PSIM and the MPC is 

implemented in MATLAB/Simulink—this is shown in Figure 4.1. The proposed control 

block and reference current are represented in Simulink, and the SimCoupler model 

block (highlighted in Figure 4.1(a)), which represents the PSIM calculation, is 

connected to the rest of the system through input/output ports as shown in Figure 

4.1(a). In PSIM, shown in Figure 4.1(b), three-phase load currents, voltages and DC-

link capacitor voltages are connected to the output link nodes, so as to pass these 

variable values to MATLAB/Simulink. To receive values back from Simulink, there are 

three signals that are connected to the input link nodes, and through which all the 

switching states can be applied to the inverter.  

When the connection of the system model has been completed, there follows the 

important step in an SSI setup of time synchronization of the two independent 

software platforms used—in this case, PSIM and MATLAB/Simulink. This step is 

done by setting the solver type in MATLAB/Simulink to either fixed-step, or variable-

step. If the fixed-step type is chosen, the fixed-step size should be the same as, or 

close to, the time step used in PSIM (in this study, the PSIM time step was 2 µs). The 

Simulink circuit will resemble that shown in Figure 4.1(a). Alternatively, the variable-

step solver option can be used. However, in this case, a zero-order-hold must be 

inserted to each input port of the SimCoupler model block, and the sampling time of 

the zero-order-hold must be equal to, or close to, the time step used in PSIM.  
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(a) Model predictive current control and SimCoupler model block implemented in 

MATLAB/Simulink 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) The three-phase, three-level DCC inverter with an RL-load implemented in PSIM   

 

Figure 4.1: The SSI between the PSIM and MATLAB/Simulink 
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4.3  System description overview 

A three-phase DCC with an AC filter is coupled to a resistive-inductive load and 

powered by a PV system and a wind turbine; this is shown in Figure 4.2. In this 

chapter, an FS-MPCC scheme for a three-phase DCMLI with an RL-load is 

discussed. Although the use of a diode-clamped multi-level converter requires quite a 

large number of active devices, it has the following advantages (Pan & Peng 2009): 

- Lower input current harmonics 

- Bidirectional power flow 

- Ability to control the DC-link voltage 

- Ability to control the input power factor 

 

 

    

 

 

 

 
 

 
Figure 4.2: Three-phase inverter with AC filter and  

  RL-load for RESs applications 

 

 

4.3.1  Three-phase, three-level DCC inverter topology  

A three-phase, diode-clamped multi-level converter is depicted in Figure 4.3. It 

includes a three-phase, three-level DCC inverter; a DC-link, which has a DC source, 

���, and capacitors  C1  and  C2. The DCC has twelve switches, and six DCC-diodes 

referred to as D1x and D2x   where  x = a, b, c. Additionally there is an AC filter connected 

to the RL-load. The reason for using an RL-load is that it represents one of the most 

common applications for this kind of converter.  

In the DC-link the voltage,  ���, is split into three levels by using two series-connected 

capacitors, C1 and C2. The midpoint, n, is regulated at half the DC-link voltage and is 

defined as the neutral point. To avoid short-circuiting the DC source, the three-level 

DCC has two pairs of complementary controlled switches in each phase, (S1x, S3x) and 

(S2x, S4x), where x = a, b, c; this is shown in Figure 4.3. This leads to twenty-seven 

different, possible combinations of the switching states. The switching states of the 

three-level DCC inverter are summarized in Table 4.1. Any given output phase of the 

converter can be connected to the negative point, (S1a= 0, S2a= 0), the neutral point, 

(S1a= 0, S2a= 1) or the positive point, (S1a= 1, S2a= 1) of the DC-link, which results in 
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different current paths between the DC-side and AC-side. Figure 4.4 illustrates the 

allowed switching states. 

 

 

 
 

  

 

 

 

 
 

 

 
Figure 4.3: Three-level DCC inverter circuit topology 

 

 

Table 4.1:  Switching configurations possible in a three-level DCC 
 

 

 

 
 
 
 

 

 

4.3.2    DCC switching vectors: αβ plane analysis 

In a three-phase, three-level DCC inverter there are 27 switching states that generate 

19 different voltage vectors on the AC-side of the converter (18 active vectors and 

one null vector) with eight redundancy states (see Appendix B). Some switching 

states are redundant, generating the same voltage vector. For example, the zero-

voltage vector, V0 can be generated by three different switching states: (+, +, +), (0, 0, 

0) and (−, −, −), as shown in Figure 4.5. The availability of redundancies of different 

states provides extra degrees of freedom. The 19 voltage vectors, generated from the 

27 switching states, as shown in Figure 4.5, can be applied by the inverter to the 

load. 

# 

complementary pair 
no. 1 

complementary pair 
no. 2 �xn 

S1x S3x S2x S4x 

1 0 1 0 1 - ���/2 

2 0 1 1 0 0 

3 1 0 1 0 ��� /2 

AC filter + Load DC-link 3-phase, 3-level DCC 
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         (a) [S1a = 0, S2a = 0]  ia  > 0                            (b)   [S1a= 0,  S2a= 0]  ia < 0 

 

 

         

 

 

      

 

 

 

 

 

     

         (c) [S1a= 0,  Sa2 =1]  ia > 0                               (d)  [S1a = 0,  S2a = 1]  ia < 0 

 

 

 

 

 

 

 

 

 

 

           

 

         

           (e) [S1a= 1,  S2a= 1]  ia > 0                                 (f) [S1a= 1,  S2a= 1]  ia < 0 

  

 

Figure 4.4: Current flow paths of the three-level DCC 
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Assuming that the system shown in Figure 4.3 is a balanced, three-phase power 

system, the following equations per phase can be derived for the converter:    

   

��� =  
�����(���� ���)

�
���� +  

�����(���� ���)

�
����  

��� =  
�����(���� ���)

�
���� +  

�����(���� ���)

�
����                                             (4.1) 

��� =  
�����(���� ���)

�
���� +  

�����(���� ���)

�
����  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
  

Figure 4.5: Voltage vectors generated by a three-level converter 
  

 

4.3.3    Load model 

To obtain the continuous-time, state-space equations of the load for each phase, the 

differential equation of the load currents is applied: 
 

��� (�)  =  R .�(�)  +  �
��

��
                                                                                  (4.2) 

                       

When an AC filter is added to the resistive-inductive load, inductance, L = Lf + LL; this 

is depicted in Figure 4.6. 

 

 

 

 

 

Figure 4.6: Representation of the AC filter with inverter load 
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Applying the Clarke transformation to the voltages and currents, the load model can 

be expressed in a simplified coordinate system with linearly independent axes, � and 

�, as follows:   

α = 2/3 (a – 0.5 b – 0.5 c)                                                                                         (4.3) 

β = 2/3 (0 + 0.5 √3 b – 0.5 √3 c)                                                                             (4.4) 
  

This results in the continuous-time, state-space equation of the load, which is:    
 

�

��

   
  

�� 
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−
�

�
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��

�  +  �  

�

�
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��

�                                                 (4.5) 

 

A discrete-time equation for the future load current is obtained by using the Euler-

forward approximation to obtain a discrete-time system representation. The derived 

approximation is given by:         
 

� ≈̇  
�(���) �  �(�)

��
                                                                                            (4.6) 

 

where TS is the sampling period, k is the current sampling instant and x is the 

state variable.  

Then, the discrete-time load model can be derived as: 
                                                                            

�
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��(�)
  
  

��(�)

�           (4.7) 

 

Equation 4.7 is used to predict the load current for each switching possibility. The 

cost function, g, is evaluated for each of the 19 possible voltage vectors generated by 

this inverter to calculate the future value of the load current. The voltage vector that 

minimizes the cost function is selected and applied during the next sampling instant. 

This is because the current will always be on or outside of the hysteresis band. In this 

way, the switching state will constantly be changed. 

  

4.4      Finite set-model predictive current control of DCMLIs. 

Figure 4.7 shows a DCC converter subject to FS-MPCC where Xref represents the 

reference values for the predictive control, X(k) is the measured variable at time, k , 

and X(k+1) are the predicted values for n allowed switching states at time,  (k+1). The 

errors between the reference and predicted values are obtained to minimize the cost 

function, and the switching state that minimizes the cost function, is chosen. The 

switching signals, S, of the chosen state are then applied to the converter. To reduce 

the computational effort that arises from the switching possibilities (27 different 
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switching possibilities for one prediction step), the switching state that delivers the 

best voltage vector among 19 voltage vectors is determined; this is illustrated in 

Figure 4.5. The optimal switching state, which is the one that minimizes the simple 

cost function, is selected and applied at the next sampling instance when the time is 

(k+1). In the case of the current control mode, the switching signals, S, which are 

obtained by selecting the (switch) settings that minimize the cost function when the 

errors between the reference current and predicted current are considered, are then 

applied to the power converter. 

 

 

 

 

 

 

 

Figure 4.7: FS-MPCC block diagram 

 

 

With a long prediction horizon, the increase in multiple possibilities raises the 

calculation effort substantially, and creates the need for very powerful computers with 

very fast microprocessors and ample RAM capabilities. It is the availability of such 

computers that makes the SSI technique possible. The specifications of the computer 

used in this study are presented in Table 4.2.  

 

 

Table 4.2: The specifications of the computer hardware components needed for co- 
simulation 

Computer hardware 
components 

Specifications 

Processor 
Intel Core i7-3930K (3.2GHz, 12M Cache, 12x Cores), 
Overclocked to 4.5GHz Per Core CPU 

Memory 32 GB Quad Channel (8x4GB) DDR3 1600MHz  

Two Storage Drives 
128GB SSD Read: 560MB/s Write:430MB/s Solid-State Drive  

4TB, 6.0Gb/s Hard Drive 
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4.4.1    DC-link capacitor voltages 

To balance the two DC-link capacitors, it is necessary to understand the mechanisms 

that lead to an imbalance of the two voltages. A hysteresis-based voltage balancing 

algorithm is used to balance the DC-link capacitor voltage. Hysteresis-based 

predictive control aims to keep the capacitor voltages within upper and lower 

boundaries. The proposed control predicts the outcome of the capacitor voltages for 

all the possible control inputs; the cost function then selects the input that will keep 

the controlled variables within the boundary for the longest time. After the optimum 

voltage vector for the next sampling cycle has been determined, the optimum 

switching state that produces this voltage vector has to be found and applied. The 

two capacitor voltages have to stay within a certain hysteresis band around their 

desired voltage of  ���/2. The differential equation for the capacitor current is given by 

Equation 4.8. 
 

�� = � 
���

��
                                                                                                     (4.8) 

 

A discrete-time equation for the DC-link capacitor voltage is obtained by using the 

Euler forward method (from Equation 4.6) in order to obtain a discrete-time system 

representation. At this point, the discrete-time DC-link capacitor voltage will be: 
 

���,�(� + 1) =  ��(�) + 
�

�
��(�) T�                                                                  (4.9) 

 

where �c1,2(k + 1) are the predicted DC-link capacitor voltages; ic(k) is the 

current through the capacitor; �c(k) is the capacitor voltage; and C is the 

capacitance. 
 

Equation 4.9 is used to predict the DC-link capacitor voltage for each permissible 

switching possibility. The currents through the capacitors are obtained based on the 

load currents and the present switching state; no additional measurements are 

required. Predictions of the future value of the voltage of the capacitor, based on its 

present current and voltage, can be determined using Equation 4.9. 

The proposed control algorithm chooses the switching state that produces the 

requisite voltage vector and keeps the capacitor voltages within their hysteresis 

bands. As long as the capacitor voltage is within its limits, a switching combination 

leading to a zero voltage is allowed. If, however, a capacitor voltage has deviated out 

of the hysteresis band, only the switching state that drives the voltage back into the 

hysteresis band is selected and implemented at the next switching instance. The 

voltage balancing algorithm has to keep both DC-link capacitor voltages equal to 

each other. Hence, the absolute values of the predicted DC-link capacitor voltages 

have to be within the hysteresis band for the longest time. The hysteresis band value 

was chosen to be 0.1% of the  ���  value. 
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4.4.2   Optimization and cost function  

As shown in Figure 4.8, the cost function requires predicted output currents, i(k+1), 

and capacitor voltages, �c1(k+1) and �c2(k+1). In Equations 4.7 and 4.9, the prediction 

of the load current and capacitor voltages were obtained using an Euler forward 

approximation based on  i(k)  and  ���(k) respectively.  

The controller, shown in Figure 4.8, can use any permissible output to bring the 

controlled currents, closer to their reference current and also to balance the DC-link 

capacitor voltages. The future value of the load current, i(k+1), and capacitor 

voltages, �c1(k+1) �c2(k+1), are predicted for the 19 permissible switching states 

generated by the inverter. For this purpose, it is necessary to measure the prevailing 

load currents, i(k), and DC-link capacitor voltages, �c1(k) and �c2(k). After obtaining the 

predictions, a cost function, g, as given by Equation 4.10, is evaluated for each 

switching state. The switching state (and therefore the voltage vector generated by 

the DCC inverter) that minimizes g, is selected and applied in the next sampling 

period.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4.8: DCC topology connected to the load and control block diagram 
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The proposed cost function, g, is defined as 
  

� =  � �����(� + 1), �(� + 1)� + ���|�����|                                                (4.10)
  

where λDC is the weighting factor which can be adjusted to handle the 

relationship between terms dedicated to reference tracking and voltage 

balance within the cost function.  
 

The objective of the second term, ���|�����|, in Equation 4.10, is to take advantage 

of the redundant states of the three-level inverter studied in this work;  this advantage 

stems from the fact that the tracking cost function, g,  in Equation 4.10, depends only 

on the voltage vector selected. The proposed composition of the factor ����� is 

shown in Equation 4.11. 
 

����� = ���(� + 1) −  ���(� + 1)                                                                (4.11) 
 

Equation 4.11 gives the value of the difference between the two predictions of the 

DC-link capacitor voltage. The redundant switching states of the DCC inverter, which 

result in smaller differences, are also available for implementation. Within the cost 

function, the weighting factor, λDC handles the relationship between the terms 

dedicated to reference current tracking and those dedicated to voltage balance.  

To take advantage of the possibilities offered by this algorithm, it is necessary to 

adjust the parameter, λDC. To maintain the DC-link voltage balance by only selecting 

the appropriate switching state from the redundant states that generate a given 

voltage vector, a value of λDC should be selected by taking the average value of Delta. 

For the DCC inverter, a simple cost function can be defined in absolute value terms 

by one prediction step, as in Equation 4.12.  
 

� =  ������(� + 1) −  ��(� + 1)� + ������(� + 1) − ��(� + 1)�+���|���(� + 1) −

                         ���(� + 1)|                                                                                          (4.12) 
 

To simplify the calculations, it can be assumed that the current reference value is 

constant for the prediction horizon where sampling time, TS, is small. This 

approximation is given by Equation 4.13.  
 

 ����(� + �) ≈ ����(�)                                                                                 (4.13) 
 

For a more accurate approximation, the reference current values, ����(� + 1), as 

required in Equation 4.12,  have to be predicted from the present and previous values 

of the reference current using a second-order extrapolation technique given by: 
 

����(� + 1) = 3����(�) − 3����(� − 1) + ����(� − 2)                                    (4.14) 

 

Equation 4.14 has been obtained from the quadratic Lagrange extrapolation formula 

(Kukrer 1996).  
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In Figure 4.9 a flow diagram of how the predictive algorithm is implemented for the 

three-phase, three-level DCC is illustrated. At the start of the algorithm control loop, 

the required signals are sampled. Thereafter, the algorithm measures the active 

component of the load and initializes the value of the optimum cost function, ��������, 

which it does by making use of Equation 4.5. This optimum cost function is a variable 

that will contain the lowest cost function value determined by the algorithm up to this 

point. The algorithm then goes into an internal loop in which, for each permissible 

switching state, the cost function given by Equation 4.12 is calculated, taking account 

of the predicted output current obtained from Equation 4.7, and the predicted 

capacitor voltage obtained from Equation 4.9. If, for a particular switching state, the 

value of the cost function, �, is less than the value of  ��������, that lower value, is 

then stored as ��������, and the switching state number corresponding to the newly 

stored cost function value, is stored as ��������. The internal loop is complete after all 

27 switching states have been assessed. The value of variable  ��������  at that stage 

identifies the state that produces the optimal value of �, and this state is then 

activated in the converter during the next sampling period—the control algorithm is 

then re-run again.  

In general, the control algorithm, shown in Figure 4.9, can be summarized by the 

following steps: 

(1)  Measure the load currents and DC-link voltage. 

(2)  Initialize the value of the optimum cost function. 

(3) Predict (for all permissible switching states) the load currents and capacitor 

voltages for the next sampling instant. 

(4)  Evaluate the cost function for each prediction. 

(5)  Select the optimal switching state that minimizes the cost function. 

(6)  Apply the new switching state. 
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Figure 4.9: Flow diagram of the implemented control algorithm 
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4.5      Results and discussion 

The FS-MPCC strategy for a three-phase, three-level DCC was co-simulated using 

MATLAB/Simulink together with PSIM to evaluate the performance of the proposed 

control algorithm and to check the performance and robustness of the proposed 

predictive control method. A sinusoidal reference current was applied to the system, 

and the amplitude of the reference current was set to 4 A at a frequency of 50 Hz per 

phase. An RL-load was then connected to the output of the DCC as shown in Figure 

4.8. Table 4.3 shows the parameters used for the simulations. 

                          

    

Table 4.3: Parameters used for the simulations 

Parameter Value 

Load resistor,  R 10 Ω 

Load inductor,  L 20 mH 

DC-link capacitor  3300 μF 

DC-link voltage,  ��� 200 V 

Reference amplitude current, ���� 4 & 5 A 

Hysteresis-band limits relative to ���    0.1%  

Sampling time, TS 25 and 100 μs 

 

 

4.5.1   DC-link capacitor voltages balancing 

A weighting factor of λDC = 0.02 was implemented to provide better balanced DC-link 

capacitor voltages with a smaller steady-state error (Figure 4.10(a)). The selected 

weighting factor provides: the best performance in terms of the DC-link capacitor 

voltages balance; excellent current reference tracking; and the lowest harmonics 

content in the load current. But when only current control is considered in the cost 

function, the DC-link capacitor voltages are out of control, as is illustrated in Figure 

4.10(b). The top two graphs of Figure 4.10(c) show that the DC-link capacitor 

voltages are kept within the hysteresis band. The band-limited performance of the 

controller with reduced error is shown in the bottom graph of Figure 4.10(c).  

The three-phase load currents with capacitor voltage balancing are depicted in Figure 

4.11(a), and the same currents, but without capacitor voltage balancing, are shown in 

Figure 4.11(b). When only current control is considered in the cost function and the 

capacitor voltages are not controlled, then λDC = 0. As is apparent from Figure 4.11(b), 

when capacitor voltages are not controlled, the load current ripple increases 

significantly, when compared to that in Figure 4.11(a) where the capacitor voltages 

have been considered in the cost function.  
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Figure 4.10: DC-link voltage (a) with capacitor voltages balancing, (b) without capacitor 

voltages balancing and (c) capacitor voltages �c1 and �c2 around their hysteresis bands and 
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Figure 4.11: Load current, (a) with capacitor voltage balancing  
and (b) without capacitor voltage balancing  

 

 

4.5.2   Stability of the control strategy of a three-level DCC subject to a variable DC-link 

input  

The robustness of the proposed control method of a DCC subject to variable DC-link 

voltages was investigated in this section; more specifically, when the DC-link voltage 

was changed from 140 to 280 V for TS=25 µs. Figure 4.12 shows the output currents 

for different values of the DC-link voltage. Observe that the proposed control 

algorithm has the ability to track sinusoidal reference currents irrespective of the DC-

link voltage variations around the desired voltage. The results plotted in Figure 4.12 

are tabulated in Table 4.4.  

In Figure 4.12(a), the DC-link was set to 140 V and the THD was at 0.89%, whereas 

in (b), the DC-link was set to 180 V and the THD was increased to 1.10%. In Figure 

4.12(c), the DC-link was set to 240 V and the THD was increased to 1.47%, while in 

(d) the DC-link was set to 280 V and the THD was increased to 1.81%.  

It was noted that voltages lower than the designed DC-link voltage value of 200 V 

produced a lower THD, which tracked the reference current with a very small error. 

On the other hand, DC-link values greater than the designed value, produced higher 

THD but with a relatively small amplitude error. This simulation confirms that the 

predictive control method has the ability, even with marginal differences in DC-link 

values, to track sinusoidal reference currents while showing excellent tracking 

behaviour with all DC-link voltage values. 
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Table 4.4: THD and Fundamental output current for variable DC-link voltages  
 

 

 

 

 

 

 

 

 

 

               

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4.12: Output currents for different values of the DC-link voltage 

 

DC-Link voltage 
value [V] 

Fundamental output 
current at 50 Hz, [A] 

THD [%] 

140 4.996 0.89 

180 4.998 1.10 

200 5.000 1.24 

240 4.998 1.47 

280 4.996 1.81 
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4.5.3    Reference tracking 

The third simulation was to assess the system performance when a step change in 

the amplitude of the reference and current reference tracking occurs and when the 

weighting factor is set to 0.02 for TS = 25 µs with one prediction step.    

 

4.5.3.1 Sinusoidal reference 

The system performance with a prediction horizon of one sample time, as shown in 

Figure 4.13(a), illustrates how the output currents track their references, indicating 

that the control algorithm shows excellent tracking behaviour. The error between the 

reference and actual current has been evaluated, and the error has been found to be 

small, as indicated in Figure 4.13(b). 
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Figure 4.13: (a) Reference tracking for the load current with RL-load  
and (b) the error between the reference and load currents  
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4.5.3.2 Sinusoidal reference steps 

The result of step changes in the amplitude of the references iα and iβ were changed 

from -4 A to -3 A at 0.042 s and 0.05 s respectively, as shown in Figure 4.14(a). As 

seen in Figure 4.14(b), during the step change of the currents iα and iβ, the load 

voltage, υα, is kept at its maximum value until the reference current, iα, is achieved. 

However, the capacitor voltages, shown in Figure 4.14(c), are kept constant with a 

minimal error.  
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Figure 4.14: Sinusoidal reference steps for, (a) load current,  
(b) load voltage υα and (c) capacitor voltages 
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This simulation clearly demonstrated the ability of the proposed control algorithm to 

track sinusoidal reference currents. From this simulation, it was noted that the 

predictive control method has a fast, dynamic response with inherent decoupling 

between ��  and ��. Once again, the proposed algorithm showed excellent tracking 

behaviour.  

The load currents for a three-level DCC inverter were obtained using PID controllers 

with PWM, and are shown in Figure 4.15 (Rodríguez & Cortés 2012). The same 

simulation parameters were used by Rodríguez & Cortés as were used for this 

simulations test. At time t = 0.015, the amplitude of current  ��
∗   was kept fixed while 

the amplitude of reference current ��
∗  was reduced from 4 to 2 A. These adjustments 

were performed to assess the decoupling capability of the current control loop. The 

FS-MPCC method from Figures 4.14 can be compared to the classical control with 

PWM as shown in Figure 4.15. A noticeable coupling is observable between      

��   and ��, along with a slower response due to the dynamics of the closed current 

loops; see Figure 4.15. The response of the predictive current control for the same 

test is shown in Figure 4.14(a). This is a rapid dynamic response with an inherent 

decoupling between both current components and has been discussed before.  

 

 

 
Figure 4.15: Results for a step in the reference current ��

∗  using  
classical current control with PWM  

 
(Permitted/adapted from Rodríguez & Cortés 2012) 

 



 

106 
 

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
-6

-4

-2

0

2

4

6

Time [s]

i L
 &

 i
r
e

f 
[A

]

4.5.3.3 Square waveform reference 

In this simulation, the control algorithm was tested with a square waveform in 

orthogonal coordinates as a reference current. The result for square waveform in the 

amplitude of the references  iα  and  iβ  was set to 2 A with TS= 100 µs, and is shown 

in Figure 4.16. The iα and iβ currents correctly followed the reference, and the 

remaining current ripple in steady-state results from the finite switching and controller 

frequency. 

This simulation demonstrates that the predictive control method has a fast dynamic 

response, and once again, the algorithm shows excellent tracking behaviour. 

  

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Figure 4.16: Square waveform reference for load current 

  

 

4.5.3.4 Constant reference steps 

In this simulation the performance of the control strategy using constant reference 

steps, was assessed. The simulation shows the control result for constant reference 

steps values, when a step change in the amplitude of the reference iα and iβ were 

changed from 0 A to 4 A and 0 A to -3 A respectively at 0.02 s; this is shown in Figure 

4.17. It can be seen in Figure 4.17 how the load currents reach their reference values 

with a fast dynamic response. Also, the current ripple exhibits a steady state that 

results from the finite switching and controller frequency. 
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Figure 4.17: Constant reference steps for load current 

 

 

4.5.4   Comparison of the model and actual system parameters 

In nearly all systems, the parameters can change or are, to a degree, indeterminate. 

For example, the stator and rotor resistances and inductances of an induction 

machine can be changed due to temperature changes or saturation phenomena 

respectively. In the last evaluation, a mismatch between selected model parameters 

and the corresponding system parameters was considered. Different values were 

used for the load resistor and inductor. These values were estimated in order to 

evaluate the parameter sensitivity of the proposed control algorithm and to determine 

how stably the system could track the reference signal and the variation of the THD. 

The investigation in this section focused on the effect of parameter uncertainty in the 

system model under consideration.  

The actual inductance was estimated to be 50% higher and lower than the parameter 

used in the model for sampling times TS=25 µs and TS=100 µs. In the other case, the 

inductance was increased to 100% for TS= 25 µs and TS= 100 µs. The actual 

resistance was estimated to be 40% higher and lower than the parameter used in the 

model for TS= 25 µs. 

It was noted in Figure 4.18(a) and (c) that when the load inductance was estimated to 

be +50% (THD= 1.02%) and +100% (THD= 1.09%) respectively for TS= 25 µs, the 

control algorithm showed excellent reference tracking behaviour. When the sampling 

time, TS, was increased to 100 µs, the current ripple on the load current increased; 

this is shown in Figure 4.18(b) where THD= 4.19%, and in Figure 4.18(d) where     

THD= 3.16%.  
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Figure 4.18: Inductance sensitivity for load current when estimated to be 
(a) +50% for 25 µs, (b) +50% for 100 µs, (c) +100% for 25 µs  

and (d) +100% for 100 µs  
 

 

If, however, the inductance was estimated to be 50% lower than the parameter used 

in the model for TS= 25 µs, the load current ripple increased a little, compared to the 

model inductance value (THD= 3.44%); for TS= 100 µs, the current ripple increased 

(THD= 14.28%); this is shown in Figure 4.19. 
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Figure 4.19: Inductance sensitivity for load current when estimated to be 
(a) -50% for 25 µs and (b) -50% for 100 µs  

 

 

Figure 4.20 shows the simulation results when the actual resistance was estimated to 

be 40% higher as well as 40% lower than the parameter used in the model for        

TS= 25 µs. In both cases, the predictive control method performed better in tracking 

the load current references. When the load resistance was estimated to be -40%, the 

load current was lower than its reference value (THD= 1.45%); when the load 

resistance was estimated to be +40%, the load current was higher than its reference 

value (THD= 1.53%). 
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Figure 4.20: Resistance sensitivity for load current when estimated to be 
(a) -40% and (b) +40%  
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4.6      Summary 

This chapter presented the FS-MPCC strategy with one-step prediction time to 

control the three-level DCC inverter. The RES model was used in this study to 

investigate the system performance when power is supplied to an RL-load. The best 

one of the 19 different voltage vectors was selected and applied to the inverter, 

although there were 27 different switching combinations.  

In this chapter, as part of the DCC case study, the effectiveness of SSI technique was 

presented. The SimCoupler module enables MATLAB/Simulink users to implement 

and simulate power circuits in their original circuit form; this significantly shortens the 

time required to set up and simulate a system that includes electronic circuits. The 

important step in the SSI technique is the time synchronization of the two 

independent software platforms used, in this case: PSIM and MATLAB/Simulink. 

The minimization of the current and voltage errors in the cost function provides rapid, 

dynamic response for load current control and guarantees capacitor voltage balance. 

The two main advantages of using FS-MPCC are that there is no need for modulation 

of any kind, nor for a linear controller, and the designer has the option of adjusting the 

weighting factor, λDC, within the cost function (g). Having this option permits the 

manipulation of the relationship between the terms dedicated to reference tracking, 

and those dedicated to voltage balancing in the DC-link. 

The FS-MPCC algorithm was evaluated by means of co-simulation, and results were 

obtained for four different cases.  Firstly, the DC-link capacitor voltage was balanced. 

The control algorithm provided excellent current tracking behaviour and the capacitor 

voltages were very well balanced with minimal error. The balancing of the DC-link 

capacitor voltages of the DCC was done with λDC = 0.02. The selected weighting 

factor provided the best performance in terms of the DC-link capacitor voltage 

balance, excellent current reference tracking and the lowest harmonics content in the 

load current. Secondly, the assessment of the stability of the control strategy 

subjected to a variable DC-link RES application was done in terms of the THD. The 

results showed that the predictive control method has the ability to track sinusoidal 

reference currents and perform exceptional tracking behaviour with all DC-link 

voltage values. Thirdly, sinusoidal waveform reference tracking was investigated. The 

control algorithm was tested by applying the following reference currents: a sinusoidal 

waveform and step changes in the amplitude of the sinusoidal waveform reference 

current, a step function waveform, and a square waveform in orthogonal coordinates. 

Results showed that the predictive control algorithm has a fast dynamic response and 

gives perfect tracking behaviour with inherent decoupling between iα and iβ currents. 

Lastly, the performance of the proposed control was assessed by mismatching 
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selected model parameters and the corresponding actual system parameters. The 

results obtained showed that an FS-MPCC strategy gives very good performance 

under these conditions. All the assessments revealed that the FS-MPCC has 

flexibility under these conditions. 

The results of the assessments of the FS-MPCC strategy applied in this research, 

have demonstrated that this strategy is a powerful tool when compared to the 

conventional method using modulation techniques. The FS-MPCC concept can be 

extended to any power converter system.  
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PREDICTIVE CURRENT CONTROL TECHNIQUES FOR AN FCC 
INVERTER USED IN RESs APPLICATIONS  

 

 

5.1 Introduction  

5.2 Predictive control techniques for an FCC inverter  

5.2.1      System model 

5.2.2      Finite set-model predictive current control of flying capacitor MLC 

5.2.2.1           Estimation step 

5.2.2.2           Predictive step 

5.2.2.3           Optimization step 

5.3 Hysteresis-based predictive control of flying capacitor voltages 

5.4 Results and discussion 

5.4.1        Control strategy robustness under variable DC-link of three-level FCC 

5.4.2        Reference tracking 

5.4.2.1           Sinusoidal reference steps 

5.4.2.2           Sinusoidal reference tracking with two prediction steps 

5.4.2.3           Square waveform reference 

5.4.2.4           Constant reference steps 

5.4.2.5           Sawtooth waveform reference 

5.4.3        Comparison of the model and actual system parameters 

5.5 Conclusion



 

113 
 

5.1      Introduction  

The increase in the use of power from RESs, has led to the need for research on both 

new control strategies and better topologies for high-power converters; this is 

necessary to provide in the dual demand for performance and efficiency. In the last 

couple of decades, the multitude of applications of MLCs found in most industrial 

domains, have been intensively researched. By reflecting upon the increasing 

worldwide energy needs and the requirements for improved power quality and better 

efficiency, it is clear that control and power conversion by means of power electronics 

are becoming increasingly vital issues in renewable energy system applications in the 

present. The flying capacitor multilevel converter was presented by Meynard and 

Foch in the early 1990s as an alternative to diode-clamped inverters (Meynard & 

Foch 1992). The advantages of the FCC topology over other multilevel topologies 

such as diode-clamped converters and cascaded converters (Fazel et al. 2007; Lai & 

Peng 2002; Nami et al. 2008), has of late featured prominently in the literature (Defay 

et al. 2010; Escalante et al. 2002; Fazel et al. 2007; Feng et al. 2007; Hotait et al. 

2010; Lai & Peng 2002; Lezana et al. 2009; McGrath & Holmes 2008; Meynard et al. 

1997; Thielemans et al. 2010).  

Many studies have been concluded in which an FS-MPCC scheme for three-phase 

multilevel inverters and drive applications has successfully been incorporated 

(Almaktoof et al. 2014; Li et al. 2009; Rodríguez & Cortés 2012; Vargas et al. 2007; 

Yaramasu et al. 2013). For RESs applications, the robustness and power of the       

FS-MPCC technique for a MLI, has been assessed when subjected to variable DC-

link voltages, and variations in specific model parameters (Almaktoof et al. 2013; 

2014a). The results indicated that FS-MPCC gives excellent performance under 

these conditions.  

For MPC with a flying capacitor multilevel inverter, the two foremost control objectives 

are reference current tracking and balancing the voltages of the flying capacitor. 

These objectives are achieved concurrently by the multivariable control scheme. The 

MPC algorithm inputs are the measured currents and flying capacitor voltages, as 

well as the reference currents. The algorithm output corresponds to one of the switch 

states of the converter, without the application of a modulation scheme. A flying 

capacitor voltage algorithm based on predictive control, is presented to balance the 

flying capacitor voltage, because the natural balancing of the capacitor voltages of 

FCCs fails in certain circumstances, as in the case with PWM (Defay et al. 2010; 

Feng et al. 2007; Hotait et al. 2010; Khazraei et al. 2012). 
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This chapter presents a new direct model predictive control strategy for a three-

phase, three-level FCC. Additionally, a hysteresis-based algorithm is presented which 

interacts with the FS-MPCC algorithm in a complimentary manner, to resolve the 

issue of balancing the flying capacitor voltages. There is no need for internal current 

control loops, and no modulators are required as the gate drive signals are generated 

directly by the proposed control method. Section 5.2 discusses the predictive current 

control technique for an FCC inverter. The control scheme used to control the flying 

capacitors is developed in the section 5.3. The results and a discussion of the 

performance of the algorithm, taking into account the RL-load are presented in 

Section 5.4. Section 5.5 contains the conclusion.   

 

5.2.     Predictive control techniques for an FCC inverter  

For a directly controlled, three-phase, three-level FCC inverter, the calculation effort 

rises with the number of possible switching states. This kind of inverter would 

normally require 64 possible switching states if the best switching state for the next 

sampling cycle is to be determined in only one prediction step.  

The proposed algorithm, however, needs to consider only 19 of those 64 switching 

states to select the correct voltage vector in one step. By using the 19 voltage vectors 

for two prediction steps, only 192 = 321 possibilities would have to be evaluated; this 

is an enormous reduction of the calculation power required. Additionally, a weighting 

factor would have to be added to the cost function in order to keep a good balance 

between the original control task as well as keep the flying capacitor voltages within 

the prescribed bounds around their reference values. The task of finding the correct 

weighting factor can sometimes be elaborate and has to be done with care. In the first 

task, only the optimum voltage vector from 19 possibilities is chosen; thereafter, the 

best switching state for balancing the voltages of the flying capacitors is selected and 

applied to the inverter by means of a hysteresis-based predictive control system. 

 

5.2.1 System model 

The topology of the three-level flying capacitor converter was discussed in detail in 

Chapter two and is depicted in Figure 5.1. With only one flying capacitor per phase, 

this is one of the less complicated converters, and it is for this reason that it was 

chosen for the MPC analysis; it was not expected to add any complications. The 

three-level FCC uses two pairs of complementary controlled switches, (S1, S’1) and 

(S2, S’2). These switches enable the connection of the flying capacitors, C��, where 

� = �, � and �—the capacitors are in a series with the RL-load, as depicted in Figure 

5.1. A summary of the different switch states and the corresponding output voltages 

is presented in Table 5.1. Consider the switch pair, S�� where i =1 or 2: with the upper 
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switch of the switch pair is closed, Six is 1; with the lower switch is closed, Six is zero. 

When the load is coupled in a series with a flying capacitor, the voltage associated 

with the current flowing through the capacitor, changes. In a three-level FCC the 

voltage of the flying capacitor, C�� must always be maintained at  ���/2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.1:  Three-phase, three-level FCC inverter with RL-load  
 

 

Table 5.1: Switching states in one leg of the three-level FCC   

Voltage 

Level 

complementary 

pair no. 1 

complementary 

pair no. 2 
Leg voltage  

(�an) 
S1 S’1 S2 S’2 

1 1 0 1 0 
���

2�  

2 
1 0 1 0 

0 
0 1 0 1 

3 0 1 0 1 
− ���

2�  

 

 

Because the maximum voltage stress occurs at  ���/2, this requirement provides an 

optimal voltage rating for the switches. The transitional output voltage is generated by 

the two conditions of each phase; this allows a correction of the voltage of the 

capacitor for every possible direction, and it furthermore presents a way of controlling 

the capacitor voltage. The current paths for positive and negative phase currents are 

depicted in Figure 5.2, and all the circuit topologies for each possible switching state 

for a one leg, three-level FCC are depicted in Figure 5.3. 
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                              (a) [S1a= 0, S2a= 0]                                                  (b) [S1a= 1, S2a= 1] 
 

 

 

 

 

 

 

 

 

 

 

                      

                  (c) [S1a= 0, S2a= 1]                                                 (d) [S1a= 1, S2a= 0]   

 

Figure 5.2: Conduction paths of the three-level FCC 

 

 

 

 

 

 

            (a) Load voltage = − ���/2, [S1a= 0, S2a= 0]            (b) Load voltage = ���/2, [S1a= 1, S2a= 1]  

 

 

 

 

 

 

(c) Load voltage = 0 v, [S1a= 0, S2a= 1]                    (d) Load voltage = 0 v, [S1a= 1, S2a= 0] 

 

Figure 5.3: Circuit topologies for available switching states for one leg, three-level FCC 
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5.2.2    Finite Set-Model Predictive Control of Flying Capacitor MLC 

As described in Chapter three, an FS-MPCC strategy is a method to control the 

selected state by optimization of future switch states. For this application, a controller 

operating in discrete time and with a fixed update frequency is considered. If a switch 

state defined by the controller in the preceding update period is applied at time 

instant, �, the effect on the system states can be observed at time instant (� + �1). 

Over the time interval [ �, � + �1 ], the controller can no longer change the outcome 

of the states at  (� + �1). Thus, the control algorithm starts by calculating the system 

states at time instant (� + �1), from the prevailing system model as defined by the 

measurements taken at time  �. This is called the estimation phase. 

From  (� + �1) onwards, the controller uses an optimization algorithm to define the 

optimal sequence of a future switch state. In the predictive step, the controller 

calculates all possible control sequences over the time span from (� + �1) to 

(� + �2),  based on the estimation at time, (� + �1). Once the future states for all 

possible control sequences have been predicted, the optimal sequence can be 

selected. The optimal sequence amongst the permitted sequences is found by 

evaluating all sequences in a cost function, �, during the optimization step. The 

sequence which makes the cost function a minimum, is selected and the first switch 

state of this sequence in the prediction horizon, is applied by the controller at the time 

instant (� + 1). At that update instant, a new measurement sample starts a new 

iteration of the MPC algorithm, resulting in a so-called receding horizon. The following 

discussion of an FS-MPCC is directly applied to a three-phase, three-level FCC 

inverter with RL-load, which is depicted in Figure 5.1.  

A three-phase, three-level FCC can only deliver 64 possible switching states, of 

which 45 are redundant; this leaves 19 different voltage vectors (see Figure 5.4).  

Some switching states are redundant, generating the same voltage vector. For 

example, the innermost vector, V0, shown in Figure 5.4, can be generated by three 

different switching states: (+, +, +), (0, 0, 0) and (−, −, −); see Appendix B. With this 

redundancy, a finite set-model predictive control with more than one prediction step 

can be implemented. The effort of calculation increases exponentially with the 

prediction horizon if the optimum inverter switching state is determined directly with a 

model-predictive control algorithm. For this reason the control task would not be 

feasible for prediction horizons greater than one prediction step. A complete 

enumeration of all switching states would already lead to 642 = 4 096 possible 

combinations for two prediction steps. By only using 19 voltage vectors for two 

prediction steps, only 192 = 321 possibilities need to be evaluated—an enormous 

reduction of the calculation power required.  
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Figure 5.4: Voltage vectors and switching possibilities 
 generated by a three-level inverter  

 

  

In this study, the selection of the most suitable voltage vector of the 19 delivered was 

done with a prediction horizon of one, and two prediction steps. This facilitates a 

marked decrease in the amount of calculation required, as compared to carrying out 

the calculations for all 64 switching possibilities in one prediction step. Hence, the 

task is split into two different control algorithms based on the MPC. For these 

algorithms, a simple cost function (L1-norm) was used. The voltage balancing 

algorithm for choosing the best switching state regarding the voltage balance was 

performed by a hysteresis controller. In the implementation stage of FS-MPCC of a 

three-phase, three-level FCC for RL-Load, the following steps were performed:  

1. An estimation step 

2. A predictive step 

3. An optimization step 

 
5.2.2.1 Estimation step 

For the three-phase, three-level FCC system, �x is the number of update periods. It 

has been assigned as 1 because the goal is to finish all calculations in one update 

period and apply the selected switch state at the end of the update period. This 

means that when a measurement sample is taken at time instant  �, it is possible to 

do all the calculations required by the MPC algorithm and to apply a newly defined 

(0 + -) (+ + -) (- + -) 

(+ 0 -) 
(- + 0) 

(+ - -) 

(+ - +) (- - +) (0 - +) 

(+ - 0) 

(- + +) 

(- 0 +) 

(+ + 0) 

 (0 0 -) 

(0 + 0) 

 (- 0 -) 

(+ 0 0) 

(0  -  -) 

(0 + +) 

(- 0 0) 

(0 0 +) 

(- - 0) 

(+ 0 +) 

(0 – 0) 

  V0 

(+ + +) 

(0 0 0) 

 (- - -) 

� 
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switch state at time instant (� + 1). To enable prediction of the impact of future 

possible switch states, an estimate of the state variables at (� + 1) is required. 

The measurements of the phase currents, ��(�), and the flying capacitor voltage, 

���(�) with � =  �, �, �, are taken at time, �. These measurements in combination 

with the applied switch states, S��(�), are used as inputs for the system model, so as 

to obtain an estimation of the state variables at  (� + 1). The switch states, S��(�), 

remain unaltered throughout the update period, and any change in the capacitor 

voltage is taken to be sufficiently small for it to be neglected when the output voltage 

is calculated. With the aforementioned assumptions, the equations below have been 

derived for the voltage, ���, between the output pole, �, and the neutral point, �, of 

the power supply of a three-level FCC:      

 

���(� + 1) =  �S��(�) −  1 2� � ��� −  (S��(�) −  S��(�)) ���(�)                    (5.1) 

 

where: the DC-link voltage, ���, is obtained by measurement.  
 

The load phase voltage, ��� (between the output pole and the neutral point), is 

determined from: 

 

���(� + 1) =  
���(� � �)����(� � �)����(� � �)

�
                                                  (5.2) 

and 

���(� + 1) =  ���(� + 1) +  ���(� + 1)                                                         (5.3)  
 

where: ��� is the star-point voltage.  
 

The flying capacitor voltages and output currents at time, (� + 1), have to be 

estimated.  

 

Estimation of the output current:  

At time, (k + 1), the expression for the current can be determined by means of the 

Euler forward method, which yields a discrete-time equation that can be used to find 

the future load current. To derive the continuous-time, state-space equations for the 

load of each phase, consider the differential equation of the load current:    

���(�) = �.�(�) + �
��

��
                                                                                     (5.4)                         

With the Clarke transformation applied to the load model, the load currents can be 

stated in relation to a simplified coordinate system having linearly independent axes,  

� and �. The values of � and �  are defined as    

 

�� =  
�

�
(�� −  0.5�� −  0.5��)                                                                                 (5.5) 

�� =  
�

�
(0.5√3 �� −  0.5√3 ��)                                                                               (5.6) 
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After applying the transformation, the continuous-time, state-space equation of the 

load takes on the following form:  

                                                                  

�

��

   
  

�� 

� = � 

−
�

�
       0   

               

0       −
�

�
 
� �

��

 
   
��

�  +  �  

�

�
        0 

               

0         
�

�

 � �

��

  
  

��

�                                                 (5.7) 

 

The Euler forward equation (see Equation 5.8) is used to derive a discrete-time 

equation system representation for the future load current, which is required to obtain 

a discrete-time system representation. The derived approximation is given by       

 

 �̇ ≈  
�(���) �  �(�)

��
                                                                                           (5.8) 

 

where:  TS  is the sampling time; k  is the current sampling instant; and x is the 

state variable.  
 

The equation of the discrete-time load model is then expressed by 

 

�

��(� + 1)
    
  

�� (� + 1)

� = � 

1 − T�
�

�
            0       

               

0                1 − T�
�

�

� �

��(�)
 
   

��(�)

�  + �  

��

�
          0  

               

0             
��

�

� �

��(�)
  
  

��(�)

�           (5.9) 

  

Estimation of the flying capacitor voltage:  

At the end of time, (� + 1), the flying capacitor voltages have to be estimated. The 

switch state determines whether, and in which sense, the load current passes 

through the capacitors; this is given by  (S��(�) −  S��(�)) in Equation 5.10. 
 

���(� + 1) =  ���(�) −  
��

��
 (��(�) +  ��(� + 1)) (S��(�) −  S��(�))              (5.10) 

 

where C is the capacitance of the flying capacitor and � is �, �, �. 
 

Equations 5.9 and 5.10 are used to predict the load current and flying capacitor 

voltage for each switching likelihood. For determining the subsequent values of the 

load currents and flying capacitor voltages, the cost function, �, is calculated for every 

one of the 19 possible voltage vectors produced by the inverter. The voltage vector 

that results in a minimum cost function is chosen and implemented during the 

sampling instance that follows. This is because the current and flying capacitor 

voltage will always be on or outside the hysteresis band. The switching state, 

therefore will be changed constantly. 
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5.2.2.2 Predictive step 

Starting at time, (� + �1), the controller has the capability to process any information 

it is fed during every update period, in order to bring the controlled variables closer to 

their desired values. Therefore, on the basis of estimates at time, (� +  �1), the 

controller is able to forecast the result of all feasible switch states, over the whole 

prediction horizon between (� +  �1) and (� +  �2). The overall forecast horizon is 

defined by 
 

�� =  �2 −  �1                                                                                         (5.11) 
 

In essence, the prediction equations are the same as the estimation equations except 

that they are evaluated �1 sample periods later (for the first prediction step, � and 

(� +  1) in the estimation equations are augmented to (� +  �1) and (� +  �1 +  1) 

respectively for the prediction equations). 

Also, the output current and flying capacitor voltage are not determined by 

measurement because the values estimated or forecasted from the preceding step 

are applied. This leads to the subsequent group of equations being assessed for all 

feasible switching states for � ∈ [��, ��]. In the case of the three-level converter, the 

output voltages are 

 

���(� + � + 1) =  �S��(� + �) −  1 2� � ��� −  �S��(� + �) −  S��(� + �)� ���(� + �)   (5.12) 
 

the star point voltage is 
 

���(� + � + 1) =  
�����+�+1� + �����+�+1� + �����+�+1�

3
                              (5.13) 

 
and the yielding phase voltages are 

 
���(� + � + 1) =  ���(� + � + 1) + ���(� + � + 1)                                     (5.14) 

 

To bring the controlled currents that much closer to their reference, the controller can, 

from �(� + 1) onwards, process any possible output. In the next step, the controlled 

current is  �(� + 2). The controller thus calculates the measured currents at (� + 2) for 

all possible switch states achieved at (� + 1). The output current with the RL-load can 

be expressed as 

 

�

��(� + 2)
    

�� (� + 2)
� = � 

1 − T�
�

�
             0       

               

0                 1 − T�
�

�

� �

��(� + 1)
 
   

��(� + 1)

� + �  

��

�
             0  

               

0               
��

�

� �

��(� + 1)
  
  

��(� + 1)

�     (5.15)  
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And with a long prediction horizon, the result of the output currents in �� frame is 
 

�

��(� + �)
    

�� (� + �)
� = 

�

1 − T�
�

�
           0       

               

0              1 − T�
�

�

� �

��(� + � − 1)
 
   

��(� + � − 1)

� + �  

��

�
        0  

             

0          
��

�

� �

��(� + � − 1)
  
  

��(� + � − 1)

�         (5.16) 

 

Using this particular solution, the result of the output currents in the �, �, � frame is 

 

��(� + � + 1) =  ���� 
�

�
��(���) + 

�� �
��� 

�
�

 

�
 ���(� + � + 1)                             (5.17) 

 

These currents influence the capacitor voltages, as given by 
        

���(� + � + 1) =  ���(� + �) −  
��

��
 (��(� + �) +  ��(� + � + 1)) (S��(� + �) −

                                   S��(� + �))                                                                      (5.18) 
 
From Equations 5.13 and 5.14, it is apparent that in the system model the phase 

output voltages of all phases determine the phase voltage of the load. The outcome is 

a set of equations that are convincingly linked. The results of all the switch state 

combinations are determined and applied in the optimization step; this is similar to the 

prediction phase where all the control actions have to be evaluated.    

 

5.2.2.3 Optimization step 

By assessing a cost function, �, the best sequence can be chosen; however, this can 

only happen after the paths of the prescribed variables for all possible control 

sequences have been computed. The sequence with the minimum cost is chosen, 

the first switch state is initiated by the controller at time, (� + ��), and the algorithm is 

re-started, producing what is called a receding horizon. The cost function assigns a 

cost to a deviation of state variables from their desired values, which are the 

reference values. In general, the cost is defined by the difference between the 

predicted variables and their references. When adding all the cost functions for each 

predicted future state, the total cost function is obtained. For a three-phase, three-

level FCC inverter, a straightforward cost function can be expressed as an absolute 

value term with a single prediction step, as given in the following equation:    

 

� =  ������(� + 1) −  ��(� + 1)�+���� ������(� + 1) −  ���(� + 1)�              (5.19) 

 

The reference value is ����� for the phase current and ������ for the voltage of 

capacitor  C��. The weighting factor  ���, expresses the relative importance of an error 

in the flying capacitor voltage compared to an error in the output current. The optimal 
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switching operation is found when the total cost function is minimized and the cost 

function for a future predicted step, �, is 
 

� =  ∑ ������(� + �) −  ��(� + �)��
��� + ����������(� + �) −  ���(� + �)�    (5.20) 

The total cost function is the sum of the cost function for each converter phase.  

To simplify calculations in this study, the following approximation is taken into 

account: the reference current is considered to remain constant when the prediction 

horizon has a short sampling time, TS; this is shown in the following equation:      
   

����(� + �) ≈ ����(�)                                                                                  (5.21) 
 
 

For a more exact estimate, the values of the reference current, [����(� + 1)], for the a, 

b, and c axes are needed for Equations 5.18 and 5.19. These values have to be 

predicted from the existing current and previous values of the reference current, by 

applying the following second-order extrapolation:     

 

               ����(� + 1) = 3����(�) − 3����(� − 1) + ����(� − 2)                                   (5.22) 
 

Equation 5.22 is derived using the quadratic Lagrange extrapolation formula (Kukrer 

1996; Rodríguez et al. 2007). 

 

5.3       Hysteresis-based predictive control of flying capacitor voltages 

To balance the flying capacitor voltages in a complimentary way when using the FS-

MPCC scheme, a hysteresis algorithm, based on predictive control is presented. It 

must be noted that to enable the inverter to switch to zero voltages, the flying 

capacitors, C�, C� and C� have to be charged to a voltage of  ���/2. If in a phase, one 

of the zero switching states is selected, it will cause the corresponding flying 

capacitor voltage to either increase or decrease. The voltage change—increase or 

decrease—will be established by the direction of the current in the phase being 

considered and by the possibility that the voltage selected will be zero. Therefore, 

regardless of the switching states selected, the flying capacitor voltages must at all 

times remain balanced. After the determination of the most suitable voltage vector for 

the sampling cycle to follow, the corresponding optimum switching state generating 

this voltage vector must be identified. The voltage of each of the three flying 

capacitors has to remain within the tolerance set by a hysteresis band which 

straddles the reference voltage,  ���/2. For the control algorithm presented, natural 

voltage balancing effects are insufficient for maintaining the flying capacitor voltages 

within the specified proximity to their reference values, making it necessary for an 

additional voltage balancing algorithm to be incorporated (Defay et al. 2010; Feng et 



 

124 
 

al. 2007; Khazraei et al. 2012; Hotait et al. 2010; Wilkinson et al. 2006). This 

algorithm selects the switching state which gives the derived optimum voltage vector 

and maintains the flying capacitor voltages inside their hysteresis bands. Provided 

that the flying capacitor voltage remains within its limits, either of the switching state 

combinations leading to a voltage of zero are allowed for this situation, and the 

switching state corresponding to zero that can be assigned with the lowest number of 

transitions is chosen. However, if the flying capacitor voltage drifts outside the 

boundaries of the hysteresis band straddling the reference voltage, only the switching 

state which forces the voltage back into the limits of that band, is allowed. The 

selection of the zero switching state to be used is made by taking the direction of the 

current in that phase into consideration. In this study, the width of the hysteresis band 

is the result of selecting a tolerance of 0.1% of the  ��� value. This allows a finite set-

model predictive control with a prediction step greater than one to be implemented. A 

block diagram of the entire control algorithm of an FCC inverter with an RL-load is 

given in Figure 5.5. 

The flowchart of a hysteresis-based voltage balancing algorithm is depicted in Figure 

5.6. If an FCC is controlled directly, the switching states can only be changed at the 

beginning of a sampling cycle, which is different to conventional PWM. As a result, 

the flying capacitors have to be dimensioned with care as a zero voltage will be 

applied for a whole sampling cycle; this is in contrast to modulator-controlled 

inverters. A worst-case estimation of the necessary capacitor size can be done easily 

(see Equation 5.23) on the assumption that the maximum allowed current per phase, 

���� , is drawn for the whole sampling cycle, TS, and that the maximum flying 

capacitor voltage ripple,  ∆�  is defined as: 
 

 �� =  
������

∆�
                                                                                                 (5.23) 

 

 

 

 

 

 

 
 

 
 

 

Figure 5.5: Block diagram of the proposed control algorithm of an FCC inverter  
connected to an RL-load 
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Figure 5.6: Hysteresis-based voltage balancing algorithm 
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5.4       Results and discussion 

The FS-MPCC strategy for a three-phase, three-level FCC was co-simulated using 

MATLAB/Simulink together with PSIM; this was done to evaluate the performance of 

the proposed control algorithm and to check the performance and robustness of the 

proposed control method. The FS-MPCC algorithm was evaluated with regard to 

three performance indicators: the effectiveness of reference current tracking, the 

ability to balance the flying capacitor voltages and the THD. Table 5.2 shows the 

parameters and their values, as used for the co-simulations. 

 
Table 5.2: Parameters used for the co-simulations 
 

 

 

 

 

 

 

 

 

 

5.4.1   Control strategy robustness under variable DC-link of three-level FCC 

This simulation demonstrated the stability of the proposed control method under 

conditions of variable DC-link voltages; in particular when the DC-link voltage was 

changed from 350 to 450 V with TS = 25 µs. Figure 5.7 shows the output currents for 

different values of DC-link voltages. It can be observed that the proposed control 

algorithm has the ability to follow sinusoidal reference currents despite substantially 

changing the DC-link voltage from the desired voltage. These results of the simulation 

are in Table 5.3.  

 
           
Table 5.3: THD and output current for variable DC-link voltages 

DC-Link value 

[ V ] 
Fundamental current at 

50 Hz, [A] 
THD [%] 

350 13.63 2.49 

360 13.89 1.21 

370 14.01 0.78 

380 14 0.82 

390 14 0.82 

400 14 0.84 

410 14 0.86 

420 14 0.88 

430 14 0.89 

440 14 0.91 

450 14 0.93 

Parameter Value 

Load  resistance,  R 15 Ω 

Load  inductance,  L 10 mH 

Flying capacitor 560 μF 

DC-link voltage,  ��� 400 V 

Amplitude of the reference current, ���� 10 & 14 A 

Hysteresis-band limits relative to ���  0.1%  

Sampling time, Ts 25 and 100 μs 
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                    (a)                                                                                  (b)   

 

 

 

 

 

 

 

 

 

 

 

 
 

                                 (c)                                                                                   (d) 
  

Figure 5.7: Output currents for different values of DC-link voltage 

 

 

In Figure 5.7(a) are shown, the results of the DC-link when it was set to the designed 

voltage value of 400 V and the THD was 0.84%. Compare these results to those 

shown in Figure 5.7(b) when the DC-link was set to 440 V and the THD was 

increased to 0.91%, as well as those shown in Figures 5.7(c) and (d) when the DC-

links were set to 370 V and 350 V and the THDs were decreased to 0.78% and 

increased to 2.49% respectively.   

It is notable that voltages higher than the designed DC-link voltage value of 400 V 

produced a lower THD, while the amplitude of the output current was kept constant 

and tracked the reference current with a very small error. On the other hand, for DC-

link voltage values smaller than the designed value, a higher THD with a relatively 

small amplitude error was produced.    
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5.4.2    Reference tracking 

The second co-simulation run demonstrated the performance of the system for one 

and two prediction steps with an amplitude step change in the reference current and 

the current reference tracking when the weighting factor was set to 0.02 for              

TS = 25 µs.   

  

5.4.2.1 Sinusoidal reference steps 

From the simulation, the control results for sinusoidal reference values were obtained; 

the load currents and load voltages are respectively shown in Figures 5.8(a) and (b). 

The flying capacitor voltages can be seen in Figure 5.9. The outcome of step 

changes in the amplitude of the reference currents is as follows: for iα  at time  0.035 s, 

the amplitude changed from 14 A to 12 A and for iβ at time 0.04 s, the amplitude 

changed from 14 A to 10 A (see Figure 5.8(a)). Over the intervening time between the 

step change in the amplitude of currents iα  and  iβ  respectively, the load voltage, υβ, 

was kept at its maximum value until the reference current, iβ, was achieved.       

The voltage balancing algorithm demonstrated that it has the ability to maintain the 

voltages of the flying capacitors within the band created by their hysteresis 

boundaries, as shown in Figure 5.9. The fact that the hysteresis boundaries were 

exceeded at some points where the voltage strayed outside the band, as depicted in 

Figure 5.9, was due to corrective action by the control algorithm. Where these 

transgressions occurred, a positive or negative switching state command was issued 

in the corresponding phase. The flying capacitor voltages can only be influenced if a 

zero switching state command is issued in that phase, and only then can the flying 

capacitor voltage be changed. 

The ability of the proposed control algorithm to monitor sinusoidal reference currents 

was clearly demonstrated by the simulation. The predictive control method, as can be 

seen from this simulation, has a fast, dynamic response with built-in decoupling 

between iα and iβ. Again, the algorithm showed exceptional monitoring performance, 

and the voltage balancing algorithm managed to keep the flying capacitor voltages 

within the proximity of their reference values.  
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                                                                      (b) 

Figure 5.8: Sinusoidal reference steps for (a) load currents and (b) load voltage υβ  

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.9: Flying capacitor voltages during an RL-load step 
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5.4.2.2 Sinusoidal reference tracking with two prediction steps 

The robustness of the proposed control method was tested with two prediction steps. 

In Figures 5.10 and 5.11, the currents and load voltage are shown respectively. In 

Figure 5.10 is shown how the output currents track their references; this illustrates the 

excellent tracking behaviour of the control algorithm.   

For the prediction horizon of two prediction steps, the error between the reference 

and actual current was evaluated to check the influence of the prediction horizon; this 

is shown in Figure 5.12. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 5.10: Output load currents for a two-step prediction horizon 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.11: Load voltage for a two-step prediction horizon 
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Figure 5.12: Error between the reference and load current for a two-step prediction 

horizon with a sampling time TS = 25 µs 
 

 

The flying capacitor voltages, as shown in Figure 5.13 were kept within the hysteresis 

band. The figure indicates that there were some points where the flying capacitor 

voltage output fell outside the band, but this situation was remedied by the operation 

of the control algorithm that brought the voltage back within the confines of the 

hysteresis band. In these cases where the voltage went out of bounds, a positive or 

negative switching state command was issued in the corresponding phase. The flying 

capacitor voltages can only be influenced if a zero switching state command is issued 

in that phase, and only then can the flying capacitor voltage be changed. 

This simulation clearly demonstrated the ability of the proposed control algorithm to 

track sinusoidal reference currents while the flying capacitor voltages were kept within 

the hysteresis band straddling their reference voltages. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 5.13: Flying capacitor voltages for a two-step prediction horizon 
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5.4.2.3 Square waveform reference 

One of the applications of a square waveform is in a stepper motor driver where two 

things are normally required: a controller to create step and directional signals and 

that which the MPC does. A square waveform in orthogonal coordinates was applied 

as a reference current in order to assess the control algorithm of the model 

developed in this study. The resultant amplitude of the square waveform of the 

references, iα and iβ set to 3 A and with TS = 100 μs is shown in Figure 5.14. The 

flying capacitor voltages, also with TS = 100 μs are shown in Figure 5.15. The 

currents, iα and iβ correctly followed the reference, while the current ripple, which 

remained in a steady state, was affected by the controller frequency and finite 

switching. The flying capacitor voltages were maintained within the bounds of their 

reference voltages by the voltage balancing algorithm (see Figure 5.15). 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.14:  Square waveform reference for load current with Ts = 100 μs  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.15:  Flying capacitor voltages with a sampling time TS = 100 μs 
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The result for the square waveform reference, iα and iβ with amplitude 3 A and          

TS = 25 μs is shown in Figure 5.16, and the result of the flying capacitor voltages with 

TS = 25 μs is shown in Figure 5.17. The currents iα and iβ correctly followed the 

reference with less ripple when compared to the results where TS = 100 �s was used. 

The hysteresis-based voltage balancing algorithm ensures that the flying capacitor 

voltages are kept within the hysteresis band, as shown in Figure 5.17. At points 

where the hysteresis boundaries were breached, the voltage was pulled back into the 

band by the operation of the control algorithm. Like in the other cases, to coerce the 

voltage back into the band, a positive or negative switching state command was 

issued in the corresponding phase. The flying capacitor voltages can only be 

influenced if a zero switching state command is issued that phase and only then can 

the flying capacitor voltage be changed. 

 

 

 

 

 

 

 
 

 

 

 

Figure 5.16:  Square waveform reference for load current for TS = 25 μs 

 

 

 

 

 

 

 

 

 

 
 
 
 

 

Figure 5.17:  Flying capacitor voltages with a sampling time TS = 25 μs 
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5.4.2.4 Constant reference steps 

In this simulation, the performance of the control strategy using constant reference 

steps was tested. The resulting load currents with constant reference steps are 

shown in Figure 5.18. The simulation displayed the control result for constant 

reference steps values, when a step change in the amplitude of the references, iα   

and iβ from 0 A to 10 A occurred at 0.02 s; this is shown in Figure 5.18. As can be 

seen, the load currents reach their reference with a fast, dynamic response; the 

current ripple that is caused by the finite switching and controller frequency, can be 

seen in a steady state. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.18: Constant reference steps for load current when  
 amplitude current changed to 10 A   

 
 

5.4.2.5 Sawtooth waveform reference 

The control algorithm was tested with a sawtooth waveform in orthogonal coordinates 

as a reference current. The result for sawtooth waveform with the amplitude of the 

references, iα and iβ set to 10 A, and TS= 25 µs, are shown in Figure 5.19. The 

corresponding flying capacitor voltages are shown in Figures 5.19 and 5.20.  

In this simulation, the currents, iα and iβ correctly followed the reference. The 

remaining current ripple, having a steady state, resulted from the finite switching and 

controller frequency. The voltage balancing algorithm was able to keep the flying 

capacitor voltages within their hysteresis boundaries, as is shown in Figure 5.20. A 

violation of the boundaries can be noticed in the bottom graph of Figure 5.20; this is 

attributed to the long sampling time of the control algorithm. A hysteresis controller 

can only detect a violation of the hysteresis boundaries at the sampling instances.  
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This simulation demonstrated that the predictive control method has a fast, dynamic 

response. Again, the algorithm showed excellent tracking behaviour, and the flying 

capacitor voltages were kept within the hysteresis band by the hysteresis-based 

voltage balancing algorithm. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Figure 5.19: Sawtooth waveform reference for load current when  
amplitude current was set to 10 A with TS= 25 µs   

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5.20: Flying capacitor voltages with TS= 25 µs  
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5.4.3   Comparison of the model and actual system parameters 

In the last evaluation, a mismatch between the selected model and the corresponding 

system parameter was considered. To evaluate the parameter sensitivity of the 

proposed control algorithm, different values for the load resistor and inductor were 

used. These values were estimated in order to determine how robustly the system 

could track the reference signal, balance the flying capacitor voltages and control the 

THD. The investigation in this section was designed to study the effect of parameter 

uncertainty on the system model under consideration.  

The actual inductance was estimated both 50% higher and 50% lower, than the 

parameter used in the model, with sampling times, TS= 25 µs and TS= 100 µs. In 

another case, the inductance was increased to 100% with TS= 25 µs and TS= 100 µs. 

The actual resistance was estimated at 40% higher and 40% lower than the 

parameter used in the model, with TS= 25 µs. 

As indicated in Figure 5.21(a), when the load inductance was estimated at +50% with 

TS= 25 µs (THD = 0.63%), the control algorithm showed excellent reference tracking 

behaviour. However, when TS was increased to 100 µs, the current ripple on the load 

current increased (THD = 2.43%); this is depicted in Figure 5.21(b).  

Comparatively, when the load inductance was estimated at +100% for TS= 25 µs 

(THD=1.97%), the control algorithm demonstrated excellent reference tracking 

behaviour as shown in Figure 5.21(c). In Figure 5.2(d) the effect of increasing the 

sampling time to 100 µs, on the current ripple of the load current (THD = 2.16%), is 

shown. 
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Figure 5.21: Inductance sensitivity for load current and flying capacitor voltage 
when estimated at +50%  
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If, however, the inductance was estimated at 50% lower than the parameter used in 

the model and with TS= 25 µs, the load current ripple increased marginally, compared 

to the model inductance value (THD = 2.36%). On the other hand, with TS= 100 µs, 

the current ripple increased substantially (THD = 10.23%), as seen in Figure 5.22. 
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Figure 5.22: Inductance sensitivity for load current and flying capacitor voltage when estimated 
at -50% for (a) 25 µs and (b) 100 µs 
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better, both in tracking the load current references and flying capacitor voltage 

balancing, than when the actual resistance was estimated at +40% with TS= 25 µs 

(see Figure 24(a)). In both situations where the load resistance was estimated          

at -40%, the load currents were higher than their reference values with THD = 0.82% 

when TS = 25 µs (see Figure 5.23(a)) and TDH = 3.14% when TS = 100 µs (see 

Figure 5.23(b)).   

 
 
 

                    

                                      

                           (a)                                                                                          (b)   

 

Figure 5.23: Resistance sensitivity for load current when estimated at -40% for 
(a) TS= 25 µs (b) TS= 100 µs 
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however, the load currents were lower than their reference values, and with          

THD = 1.73% when TS= 25 µs and THD = 3.09% for TS= 100 µs. 

The results obtained in mismatching the model and the actual system parameters are 

tabulated in Table 5.4 in terms of fundamental output current, THD and sampling 

period.  
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Figure 5.24: Resistance sensitivity for load current when estimated at +40% 
(a) TS = 25 µs (b) TS = 100 µs 
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Table 5.4: A mismatching between the model and the actual system parameters 

Sampling time 

TS, [µs] 

Inductance, L Resistance, R Fundamental 
output current 

at 50 Hz, [A] 

THD 

[%] % 
Value,  

[mH] 
[%] 

Value, 
[Ω] 

25 +50 15 - - 14.02 0.63 

25 +100 20 - - 13.96 1.97 

100 +50 15 - - 14.12 2.43 

100 +100 20 - - 14.13 2.16 

25 -50 5 - - 13.9 2.36 

100 -50 5 - - 13.65 10.23 

25 - - +40 21 13.73 1.73 

25 - - -40 9 14.21 0.82 

100 - - -40 9 14.83 3.14 

100 - - +40 21 13.75 3.09 

 

 

5.5      Summary 

The FS-MPCC strategy with one- and two-step prediction times to control the three-

level FCC was presented. The RES model was used in this study to investigate the 

system performance, when power was supplied to an RL-load. The best 19 unique 

voltage vectors out of a possible 64 were selected and applied to the inverter.  

The work presented in this chapter demonstrated the effectiveness of the SSI 

technique as shown by its application in the FCC case study presented. The 

SimCoupler Module enables MATLAB/Simulink users to implement and simulate 

power circuits in the original circuit form, thus greatly shortening the time to set up 

and simulate a system that includes electronic circuits. The important step in the SSI 

technique is the time synchronization of the two independent software platforms that 

are used, in this case PSIM and MATLAB/ Simulink. 

The minimization of the current and capacitor voltage errors by using a cost function 

provides a fast, dynamic response for load current control and guarantees balanced 

flying capacitor voltages. The proposed control strategy does not require a linear 

controller or the application of a modulation technique. Additionally it affords the 

designer the freedom to adjust the weighting factor λDC in order to fulfil the 

requirements in terms of reference current tracking and flying capacitor voltage 

balance. The presented hysteresis-based voltage balancing algorithm has the ability 

to keep the flying capacitor voltages within the required proximity of their reference 

values. 

The FS-MPCC algorithm was subjected to three different conditions and evaluated in 

terms of reference current tracking and flying capacitor voltage balance; this 
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evaluation was done by processing the results obtained through co-simulation. The 

first condition relates to the robustness of the control strategy being dependant on a 

variable DC-link as used in RESs applications, and this was assessed in terms of the 

THD. The results demonstrated that the predictive control method has the ability to 

track sinusoidal reference currents and exhibits excellent tracking behaviour with all 

DC-link voltage values. Furthermore, it was established that the capacitor voltages 

remained well balanced with minimal error. For the second condition, the sinusoidal 

waveform current reference tracking and sinusoidal waveform with a step change in 

the amplitude of the reference were investigated. The control algorithm was 

subsequently tested with different current waveforms in order to check the dynamic 

response; these reference currents were a square waveform in orthogonal 

coordinates, constant reference steps and a sawtooth waveform. For all four 

waveforms, the results showed that the algorithm displayed excellent tracking 

behaviour and a fast dynamic response with inherent decoupling between iα and iβ at 

the step changes. Moreover, the voltage balancing algorithm, based on predictive 

control, was able to keep the flying capacitor voltages within the bounds of their 

reference values. Finally, the performance of the proposed control was assessed by 

creating a mismatch between the model parameter and the actual, corresponding 

system parameter. These results indicated that the FS-MPCC approach gives 

excellent results under these conditions. In general, when the sampling time was 

increased, the load current ripple increased while the flying capacitor voltages at 

some points exceeded the hysteresis boundaries for a longer time. This situation was 

remedied by the operation of the control algorithm which, brought the voltage back 

within the confines of the hysteresis band.   

The FS-MPCC strategy applied in this research has demonstrated how powerful the 

tool is when compared to the conventional method of using modulation techniques. 

This concept can be extended to any power converter system, and the developed 

hysteresis-based voltage balancing algorithm will be able to keep the flying capacitor 

voltages within the bounds of their reference values. 
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6.1 Conclusion 

An MPC is based largely on fast microprocessor calculations. This thesis successfully 

addressed and solved the reduction of the enormous amount of calculations required 

in the direct control of an inverter without a modulator. In such a case, the calculation 

cycles usually rise exponentially with an increase in the prediction horizon. This has 

been a major problem to overcome in MPC as the control task is not feasible for 

predicting horizons greater than one prediction step.  

The flying capacitor voltage and DC-link capacitor voltage balance problems was also 

resolved. The main challenge was to ensure that proper functioning of the inverter 

kept the correct voltage across the flying capacitors and DC-link voltages at all times 

during the operation of the converters. In this thesis, both of the above-mentioned 

problems were overcome, along with the reduction of the THD in the output stage of 

the inverters.  

In Chapter two of this thesis, the state-of-the-art of MLC technology and its 

applications was discussed. This chapter started with an introduction to power 

electronic converters. The fundamentals and concept of MLC structures were 

presented, as along with the advantages and disadvantages of each converter type. 

Next, a comparison of the most promising multilevel topologies was presented, based 

on the number of components and isolated DC sources required. Following this 

section, voltage balancing problems depending on the MLC topology were 

highlighted. Most of the focus in this chapter addressed modern and more practical 

industrial applications of MLCs as used in RESs installations where MLCs can be 

used to interface with a PV system and/or wind turbine resources. It should be noted 

that not all multilevel power converter-related applications could be covered; 

however, the basic principles of different MLCs have been discussed methodically. 

Chapter three introduced various predictive control methods. The literature made it 

clear that predictive control is widely used for the control of power electronic 

converters and motor drives. This chapter presented an examination of the 

terminology used in predictive control and described the modelling of the proposed 

system and the approximations for the derivatives of differential equations. The cost 

function classifications in terms of weighting factors, delay compensation procedure, 

and reference frames were also presented. This chapter further detailed different 

compensating procedures which can be included in a wide variety of cost function 

equations and weighting factors. Examples of the presented procedures are provided 

for a wide variety of cost functions, and examples of adjustments for the weighting 

factors of several predictive control applications are also provided. Finally, simulation 

results of a three-phase VSI using a finite set-model predictive current control were 
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obtained in order to show the influence on the load current and load voltage of some 

system parameters used in predictive control. 

Chapter four presented the FS-MPCC strategy with one-step prediction time to 

control the three-level DCC inverter. The RES model was used in this study to 

investigate the system performance when power is supplied to an RL-load. The best 

19 different voltage vectors were selected and applied to the inverter, even though 

there are 27 different switching combinations.  

This chapter demonstrated the effectiveness of the SSI technique, as shown in the 

presented DCC case study. The SimCoupler Module enables MATLAB/Simulink 

users to implement and simulate power circuits in the original circuit form, greatly 

shortening the time required to set up and simulate a system that includes electronic 

circuits. The important step in the SSI technique is the time synchronization of the two 

independent software platforms used, in this case: PSIM and MATLAB/Simulink. 

Minimization of the current and voltage errors in the cost function provides rapid 

dynamic response for the load current control, and guarantees the DC-link capacitor 

voltage balance. The two main advantages of using an FS-MPCC are firstly that there 

is no need for modulation of any kind, nor for a linear controller. Secondly, the 

designer has the option of adjusting the weighting factor, λDC, within the cost function, 

g; this permits manipulation of the relationship between the terms dedicated to 

reference tracking and those dedicated to voltage balancing in the DC-link. 

The FS-MPCC algorithm was evaluated for four different cases using co-simulation 

results. Firstly, the DC-link capacitor voltages were balanced. The control algorithm 

provided very good current tracking behaviour and the capacitor voltages were very 

well balanced with very little error. In the DCC, the balancing of the DC-link capacitor 

voltages was achieved by setting λDC = 0.02. The selected weighting factor provided 

the best performance in balancing the DC-link capacitor voltages, excellent current 

reference tracking and the lowest harmonics content in the load current.  

Secondly, the robustness of the control strategy under variable DC-link voltages was 

assessed in terms of the THD. The results showed that the predictive control method 

has the ability to track sinusoidal reference currents and perform excellent tracking 

behaviour with all DC-link voltage values.  

Thirdly, the control algorithm was tested with reference currents representing a 

sinusoidal waveform (with and without a step change), a constant steps waveform 

and a square waveform in orthogonal coordinates. Results showed that the predictive 

control algorithm has a fast dynamic response and gives excellent tracking behaviour 

with inherent decoupling between iα and iβ currents. 

 Lastly, the performance of the proposed control algorithm was assessed by 

mismatching selected, corresponding parameters of the model and the actual system. 
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These final results showed that the FS-MPCC strategy gives very good performance 

under these conditions, and all the assessments revealed that the FS-MPCC has 

flexibility under these conditions. 

The FS-MPCC strategy as applied in this research demonstrated how powerful the 

tool is when compared to the conventional method of using modulation techniques. 

This concept can be extended to any power converter system.   

Chapter five presented the FS-MPCC strategy as used in RESs applications with 

one- and two-step prediction times to control the three-level FCC. The RES model 

was used in this study to investigate the system performance when power is supplied 

to an RL-load. The best 19 different voltage vectors were selected and applied to the 

inverter.  

This chapter demonstrated the effectiveness of the SSI technique as was shown in 

the presented FCC case study as well as the time synchronization of the two 

independent software platforms. The SimCoupler Module enables MATLAB/Simulink 

users to implement and simulate power circuits in the original circuit form, thus, 

greatly shortening the time to set up and simulate a system that includes electronic 

circuits.  

The minimization of the current and capacitor voltage errors in the cost function 

provides a fast dynamic response for the load current control and guarantees 

balanced flying capacitor voltages. An FS-MPCC affords the designer the opportunity 

of adjusting the weighting factor λDC, thus, influencing the relationship within the cost 

function, g, between the reference tracking term and voltage balancing term.             

A hysteresis-based voltage balancing algorithm was developed and presented; this 

algorithm, applied to flying capacitors, ensures that the voltages are kept within the 

limits of their reference values.    

The FS-MPCC algorithm was tested by co-simulation; three different conditions were 

imposed, and the effect of each condition was evaluated by the resulting deviations in 

terms of reference current tracking and balancing of flying capacitor voltages.  

Firstly, the robustness of the control strategy under a variable DC-link voltage was 

assessed in terms of the THD. These results showed that the predictive control 

method has the ability to track sinusoidal reference currents and showed excellent 

tracking behaviour with all DC-link voltage values. Furthermore, the capacitor 

voltages were very well balanced with an insignificant error.  

Secondly, the tracking of the sinusoidal waveform reference current and step 

changes in the amplitude of the reference current were investigated. The control 

algorithm was also tested with different reference current waveforms: a square 

waveform in orthogonal coordinates, constant reference steps and a sawtooth 

waveform. The results showed that the algorithm exhibits excellent tracking behaviour 



 

147 
 

and a fast dynamic response with inherent decoupling between iα and iβ at the step 

changes. Moreover, based on predictive control, the hysteresis voltage balancing 

algorithm was able to keep the flying capacitor voltages within the bounds of their 

reference values. Lastly, the performance of the proposed control was assessed by a 

mismatch of corresponding, selected parameters of the model and the actual system. 

The results demonstrated that the FS-MPCC strategy gives very good performance 

under these conditions. All the assessments showed that the FS-MPCC has flexibility 

under these conditions. 

The FS-MPCC strategy applied in the research demonstrated how powerful the tool is 

as compared to the conventional method of using modulation techniques. This 

concept can be extended to any power converter system, and the hysteresis-based 

voltage balancing algorithm ensures that the flying capacitor voltages are kept within 

the hysteresis band. 

This thesis has contributed a novel approach by using the FS-MPCC and hysteresis 

based on MPC in a single cost function to control a power electronics converter. The 

technical and theoretical issues regarding the use of the FS-MPCC in power 

electronics have been thoroughly explored and improved upon. The study illustrated 

and provided a benchmark on how to implement predictive control techniques to 

improve the performance in some classes of power converters; these improvements 

relate to power quality and dynamic response. This implementation has huge benefits 

to future micro-power generation and improved efficiency in power electronic drives 

and electronic vehicle developments. In particular, two algorithms have been 

developed. The purpose of the first algorithm is to reduce the calculation effort for the 

MPC and to increase the prediction horizon, making longer prediction horizons 

possible. The second algorithm balances the DC-link capacitor voltages in the DCC 

and flying capacitor voltages in the FCC; this algorithm keeps the DC-link capacitor 

voltages and flying capacitor voltages within the hysteresis band.  

These two algorithms, operating together in one cost function, offer the following 

contributions to the research area: 

1. It is in fact, the use of FS-MPCC which affords the possibility not to use the 

PWM circuits. 

2. They can be applied to different kinds of MLIs and, thus, to a wide variety of 

power electronic circuit applications. 

3. They are suitable for any type of loads and, therefore, applicable to variable 

speed used in induction machines, as well as high-torque DC machines.  

4. They are suitable for RESs applications and, thus, appropriate in UPS, Grid-

Tie and Smart Grid applications. 
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5. They can be applied to different voltage levels without significantly changing 

the control circuit. 

6.  The designer has the freedom of adjusting the weighting factor λDC. 

 

6.2 Further work and recommendations 

The results of this thesis have the potential to be extended in several directions, 

namely: extension of the prediction horizon, estimating online RL-load values in the 

system, improving the selection of weighting factors and finding a general solution for 

multi-level and multi-phase systems. These issues are briefly discussed below. 

 

Extending prediction horizon:  

It is well known that choosing longer prediction horizons, in general, gives better 

closed-loop performance than when shorter ones are chosen. Unfortunately, to find 

the optimal input sequence for an FS-MPCC requires the solution of a complex 

optimization problem; this limits the use of longer horizons in practical applications.  

 To overcome this shortcoming, it would be useful if a suboptimal solution based on 

the stability results presented in this thesis could be found. Therefore, one can 

develop more efficient algorithms that would allow the use of longer horizons in 

solving the optimization problem. 

 

Estimation of online RL-load values in the system: 

The effect of mismatched parameter values in the RL-load resulted in increased THD.  

To further improve the quality of the output currents, online estimation of the RL-load 

parameters is suggested. Such an online estimation system provides the parameters 

of the connected load for updating the model.  

 

Weighting factors design: 

Another key element in the performance of the resulting closed-loop system is the 

selection of suitable weighting factors. Unfortunately, there are no analytical methods, 

numerical methods or control design theories available for adjusting these 

parameters, and currently they are determined by trial-and-error procedures. 

Although this limitation has not hindered MPC from being used productively in several 

power converters, it could be beneficial if an accurate analytical procedure could be 

found; deriving some basic procedures would reduce the uncertainty and improve the 

efficiency of the final-adjustment stage.  
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A general solution for multi-level and multi-phase systems:  

There is an exponential increase in the number of possible switching states when the 

number of levels and/or phases increases—this directly impacts on the number of 

permitted states. To solve the optimization problem without substantially increasing 

the number of the calculations, a better algorithm needs to be developed.  

 

And last but not the least, some important aspects of MPC for power electronic 

converters can be further investigated. For instance, prediction equations for higher 

order systems and loss mechanisms such as the switching losses can be 

implemented in the cost function to optimize the control of the converter. 
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Appendix A: Coordinate transformations  

For a three-phase system, the voltages and currents can be described in different 

reference frames, also called coordinate systems. In many applications it is useful to 

present the system model either in a static αβ reference frame using the well-known 

Clarke transformation, or a rotating dq reference frame, using Park transformation. 

The relation between the Clarke’s and Park’s reference frames is depicted in      

Figure A.1.  
 

Clarke direct  abc/αβ0  and inverse  αβ0/abc  transformations: 
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Park direct  dq0/abc  and inverse  abc/dq0  transformations: 
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Figure A.1: Relationship between the Park’s and Clarke’s reference frames 
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Appendix B: Switching states and voltage vectors 

In a three-phase, three-level inverter there are 27 possible switching states, of which 

19 produce different voltage vectors; this depicted in Figure B.1. Note that some of 

the possible switching states are redundant, generating the same voltage vector. For 

example, the innermost vector, V0 , can be generated by three  switching states, 

namely: (+, +, +), (0, 0, 0) and (−, −, −); the corresponding load configurations 

generated are shown in Figure B.2, and by applying these three states in the 

equation for the space vector definition of the output voltage: 
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Each of these switching states for the innermost generates V0:  
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Figure B.1: Possible voltage vectors and switching states 

 generated by a three-level inverter  
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                  (a)                                                     (b)                                                   (c) 

 

Figure B.2: Different switching states that generate the zero vector V0.  

(a) (+, +, +)   (b) (0, 0, 0)   (c) (−, −, −) 

 

 

All the inner voltage vectors V1 to V6 can be generated by two different switching 

states, which means that if one of two is used, the other one will be redundant.  In 

Figure B.3 the switching states that generate V1 are shown.  Switching state (+, 0, 0) 

yields: 
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and switching state (0, −, −) generates the same vector: 
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From Figure B.1 it can be seen that despite both switching states generating the 

same voltage vector, they affect the DC-link capacitors differently with regard 

charging and discharging. 
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Figure B.3: Different switching states that generate vector V1. (a) (+, 0, 0),  (b) (0, −,  −) 
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Outer vectors present no redundancies. Figure B.4 shows switching state (+, 0, −) 

that generates vector V8, calculated as: 
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Figure B.4: Generation of voltage vector V8. (a) Switching configuration (+, 0, −) 

(b) Vector V8 in the complex plane 
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Appendix C: Total harmonic distortion (THD) factor 

Total harmonic distortion is most commonly used factor to characterize the magnitude 

of the distorted signals. It gives the ratio between the rms of the harmonics and the 

rms of fundamental component. It is a measure of the quality of the synthesized 

waveforms that shows to what deviation is the produced waveform from a perfect 

sinusoidal waveform. 
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Appendix D: Modeling and Co-simulation models 

     D.1     MATLAB/Simulink environment  

 

Figure D.1: Predictive current control techniques for DCC inverter 
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Figure D.2: Predictive current control techniques for FCC inverter using SSI 
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Figure D.3: Predictive current control techniques for FCC inverter using MATLAB
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Figure D.4: The SimCoupler Module for co-simulation PSIM with MATLAB/Simulink  

 

 

 

 

 

 

Figure D.5: Simulink model for RL-Load in αβ coordinates using Clarke transformations 

 

 

 

 

 

 

 

 



 

177 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure D.6: Transformation from abc to αβ coordinates 

 

 

 

 

Figure D.7: Transformation from αβ to abc coordinates 
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       D.2     PSIM Software environment  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure D.8: Three-phase, three-level DCC inverter with RL-load implemented in PSIM 
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Figure D.9: Three-phase, three-level FCC inverter with RL-load implemented in PSIM 
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D.3     Three-phase, two-level VSI with long prediction horizon 

 

An FS-MPCC strategy for a three-phase, two-level VSI was simulated with 

MATLAB/Simulink; this was done to evaluate the performance of the proposed 

control algorithm, and check the performance and robustness of the proposed 

predictive control method subject to four prediction horizons. A sinusoidal reference 

current was applied to the system, the amplitude of the reference current was set     

to 4 A and the frequency to 50 Hz per phase, and an RL-load was connected to the 

output of the VSI; this is shown in Figure D.10. In Table D.1 the parameters used for 

the simulations are shown. 

 

Table D.1: Parameters used for the simulations 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure D.10: Modeling an FS-MPC of VSI using MATLAB /Simulink 

 

The robustness of the proposed control method was tested with four prediction steps; 

it can be seen in Figure D.11 how the output currents track their references with four 

prediction steps, and it can also be seen that the control algorithm shows excellent 

tracking behaviour.   

Parameter Value 

Load resistor,  R 10 Ω 

Load inductor,  L 10 mH 

AC Filter, L  10 mH 

DC link voltage,   � DC 100 V 

Reference amplitude current, iref 4 A 

Sampling time,  TS 50 µs 
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Figure D.11: The load current with RL-load for different values of prediction horizon for a sampling time TS = 25 µs: 
a) n = 1   b) n = 2    c) n = 3   d) n = 4 


