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Abstract

The environment is polluted by many gases of wtgahnbon dioxide is one of them and
unfortunately during the emission of carbon dioxidaygen, which is very important for
keeping all species alive, is depleted. Incredaddstrial activities led to more emission of
carbon dioxide and ultimately global warming arasea result of the greenhouse effect. Global
warming has resulted with high temperatures antdoradioxide production in the atmosphere
and it was necessary to come up with mathematioaletting to investigate processes that may
try to reduce temperature rise, carbon dioxide gimisand oxygen depletion in a stockpile of
combustible material.

The work done in this thesis considered three wiffeal equations, first for temperature
behaviour, second for oxygen depletion and third darbon dioxide emission. The three
equations were solved simultaneously for a readiake of combustible material. An exothermic
reaction in a stockpile of combustible materiaufessdue to the reaction of oxygen with reactive
hydrocarbon material and the products are usually &nd carbon dioxide. A detailed discussion
on this part is given in chapter 1, and also som#ntions of terms applied in this work,
together with literature review, statement of pesb] aim of the study, objectives of the study
and methodology are part of the chapter.

In chapter 2, the nonlinear partial differentiabatjons governing the process are derived. The
derivation of these formulae follows the Eulerisgscription of fluid flow which considers how
properties of fluid flow change at a fluid elemepnfined within a fixed space and timey, z,

t), in other words, a control volume is applied. Tamperature behavior within a reactive slab is
described by energy equation and the oxygen depletnd carbon dioxide emission equations
are described by conservation of species equatidersvation of boundary conditions following
Newton’s law of cooling are discussed, togethehwiitial conditions.

The equations derived in chapter 2 are used intehd& to numerically investigate thermal
decomposition, oxygen depletion and carbon dioxichéssion in a reactive slab of combustible
material. The governing partial differential eqoas were first made dimensionless and solved
numerically using Semi-Implicit Finite-Differenceteeme.

Chapter 4 considers the effects of thermal racdiato carbon dioxide emission and oxygen

depletion. Radiation is assumed to take place onlthe upper surface of the rectangular slab of
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combustible material and symmetric boundary coon#iof the first kind were considered. In
this case a steady state situation was considectdrainary differential equations were used for
the investigation.

The effects of both convective and radiative hesslon carbon dioxide emission, oxygen
depletion and thermal stability are investigatechmapter 5. Asymmetric boundary conditions
for convective heat loss were assumed on the I@amer upper surfaces, whereas symmetric
boundary conditions for radiative heat loss werasatered as in chapter 4. In both chapters 4
and 5, the governing ordinary differential equasiovere solved using the Runge-Kutta-Felberg
method coupled with Shooting method technique.httutd be noted that in this study we
assumed the slab to be undergoing'&order oxidation chemical reaction.

Conclusions and Recommendations including furthenkvare covered in chapter 6.
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Nomenclature

Biy
Bi>
Bi1
Bi,

Bis

bsﬁ H 9

91

92

Slab half width
Pre-exponential factor
Thermal Biot number at slab’s lower surface
Oxygen Biot number at slab’s upper surface
Biot number at slab’s lower surface
Biot number at slab’s upper surface
Carbon dioxide Biot number
Specific heat at constant pressure
Oxygen concentratiokgmol™1)
Specied mass concentration
CQOz concentration (Arrhenius’ greenhouse law)
BaselineCOz concentration (Arrhenius’ greenhouse law)

Oxygen concentration at the slab surféggr(ol™1!)

Oxygen diffusivity in the slab

Internal energy

Activation energyJimol™1)

Error estimate in RKF45

Radiative forcing (Arrhenius’ greenhouse law)

Heat exchange/transfer coefficient

Coefficient of oxygen transfer between ke and the surrounding air
Coefficient of carbon dioxide transfer beem the slab and the surrounding air
Heat transfer coefficient (slab lower soefp

Heat transfer coefficient (slab upper steja

Rate constans(1)

Vii



qi

Qa
Qk

Ra

sh
Shy

Sh,

Thermal conductivity (diffusivity) of the reactirgjab (s™*m~1K~1)

Boltzmann constanjk 1)
Planck number/§)

Numerical exponent
Order of reaction
Avagadro’s number

Nusselt number

Carbon dioxide concentratiohgmol™1)
Carbon dioxide concentration at the slaffesear ftgmol™1)
Heat flux

Heat of reactiojkg1)

Reaction rate source

Heat source

Universal gas constanti~tmol™?

Radiation parameter

Scalar

Optimal step size

Dimensionless oxygen transfer rate at slaltase
Dimensionless carbon dioxide transfer ratgaii’'s surface
Time )

Absolute temperature of the sldf)(

Cold surrounding absolute temperature (ambemperature)K)

Activation temperature

Surface temperature of the sI&b (
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Kinetic energy ix direction

Kinetic energy iy direction

Magnitude of the velocity vector in
thex, y andz directions

Greek letters

a

B
B2

Yp

Oxygen diffusivity parameter
Oxygen consumption rate parameter
Carbon dioxide emission rate
parameter

Carbon dioxide diffusivity parameter
Error control tolerance

Emissivity of the slab
Total energy in control volume
Carbon dioxide diffusivity in the slab
Polanyi parameter

Modified Frank-Kamenetskii
parameter

Dimensionless activation energy
parameter

Stefan-Boltzmann constant
(W/m?K*)

Diffusivity coefficient

Dimensionless temperature

Constant (Arrhenius’ greenhouse law)

2

Pa
pu

pv

pw

Kinetic energy irez direction

Slab rectangular distance (m)

Dimensionless oxygen concentration
Dimensionless carbon dioxide
concentration

Density

Specied mass flux

Momentum flux throughyAz face
in thex direction

Momentum flux throughxAz face
in thex direction

Momentum flux througAxAy face
in thex direction

Average diameter of molecule

Collision radius between speciés
and*

Species reduced mass

Vibration frequencys(?!)
Characteristic speed of colliding
species

Heat conduction coefficient
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Chapter 1

Introduction

In this study the greenhouse gas carbon dioxidé®;) contribution to greenhouse effect is
investigated in a stockpile of combustible materi@pontaneous exothermic reaction in a
stockpile of a combustible material can only ocguthe presence of oxygen. This invariably
leads to the emission of greenhouse gases, deaplatioxygen in the environment and thermal
instability of the material. Mathematically, thisemario is governed by a system of nonlinear
differential equations which may be tackled botimeucally and analytically in order to gain an
insight into the inherent complex dynamics in tgetem. Greenhouse effect is responsible for
global warming and in this study we shall extendarstanding and knowledge about the effect
of exothermic reactions on global warming, due teeghouse effectkyoto Protocol (an
agreement negotiated by many countries to cut @ns®f not only carbon dioxide, but of also
other greenhouse gases) has not succeeded to reiepiom of the greenhouse gases which
encourages climate change and global warming. Tuay sntends also to produce results that
will bring understanding of measures that can Wertato lessen both emission of £énd
depletion of @, and to identify control measures of temperatige in spontaneous combustion
processes to avoid explosions. Greenhouse gaddgbegreenhouse effect are discussed. Again

a discussion on combustion of hydrocarbons and themical kinetics are outlined.

1.1 Definition of Terms

Some of the terms that are relevant to this stueylafined as follows:

1.1.1 Greenhouse Gases

Greenhouse gases are gases in the atmosphereafhaeat energy from the sun. The presence
of greenhouse gases makes it difficult for all Heatn the sun to escape back into space. It is
suggested by most scientists like Wallington 473] that the temperature of the Earth would be
about 30°C colder if greenhouse gases were unavailable colimess could be unfavourable to

sustain our ecosystem. As a result greenhouse bake®o regulate the climate by trapping heat.



The heat trapped is held in a form of warm-air k&rsurrounding the Earth [55]. This process
is the main cause of the greenhouse effect as @dingoto Moll [57]. The common greenhouse
gases found in the atmosphere are water vapoi®)(Harbon dioxide (Cg&, methane (Ch,
ozone (Q), nitrous oxide (MNO), hydro fluorocarbons (HFCs), perfluorocarbon&@B) and
sulphur hexafluoride (S Greenhouse gases are also accelerated by huoti@ities, as

outlined by Fierroet al [24] in the following ways.

Burning natural gas, coal and oil-including gasoline for automobile engines-raigeslevel

of carbon dioxide in the atmosphere.

+ Some farming practices and land-use changaacrease the levels of methane and nitrous
oxide.

+ Many factories produce long-lasting industrial gase that do not occur naturally, yet
contribute significantly to the enhanced greenhoeffect and "global warming" that is
currently under way.

- Deforestation also contributes to global warming. Trees use aarbioxide and give off
oxygen in its place, which helps to create therogakibalance of gases in the atmosphere. As
more forests are logged for timber or cut down skenway for farming, fewer trees are left
to perform this critical function.

« Population growth is another factor in global warming, because asenpeople use fossil

fuels for heat, transportation and manufacturing ldvel of greenhouse gases continues to

increase. As more farming occurs to feed milliohsnew people, more greenhouse gases

enter the atmosphere.

1.1.2 Greenhouse Effect

Greenhouse effect is the rise in temperature thatBarth experiences due to trapping of heat
energy from the sun by greenhouse gases. The tdpgs energy is the one reflected by the
Earth’s surface. Followinyloll [57], research has shown that about 30% of the heat eoerg
sunlight toward Earth is deflected by the outercgpihere and scattered back into space. About
70% of the remaining heat energy reaches the EBastirface and is reflected upward again as
infrared radiation (slow moving energy). The in&drradiation is absorbed by greenhouse gases

which slow its escape from the atmosphere. Greesthgases transfer the absorbed energy to



other components of the atmosphere. The absorledyeis re-radiated in all directions and this
transfers energy to the surface and lower atmosplasra result the temperature there becomes
higher than it would be if direct heating by sotadiation were the only warming mechanism
[73]. This mechanism is fundamentally differentnfrahat of an actual greenhouse. The actual
greenhouse works by isolating warm air inside thecture so that heat is not lost by convection.
The basic mechanism of the greenhouse effect, diocpto Betz [8] is as follows: The Earth
receives energy from the Sun in the form of visilg@at. This light is absorbed by the Earth’s
surface and re-radiated as thermal radiation. Seoirtbis thermal radiation is absorbed by the
atmosphere and re-radiated both upwards and dowlswy#rat radiated downwards is absorbed
by the Earth’s surface. Thus the presence of tm@sthere results in the surface receiving more
radiation than it would were the atmosphere absad;it is thus warmer than it would otherwise

be. The greenhouse effect mechanism, as descrilgethd United States Environmental

Protection Agency (EPA), is illustrated by the dag below.

Solar radiation powers
the climate system.

Some solar radiation
is reflected by
the Earth and the

atmosphere.

OSPHERE ‘

About half the solar radiation
is absorbed by the
Earth's surface and warms it. Infrared radiation is
emitted from the Earth's
surface.

Figure 1.7: Simple diagram of greenhouse effect

Some of common greenhouse gases and their comnbtotgreenhouse effect are: water vapour
(36-70%), carbon dioxide (9-26%), methane (4-9%) arone (3-7%) [8]. A contribution to the
greenhouse effect by a gas is affected by its chenatics and its abundance. For example,
Houghton [31] points out that on a molecule-for-emlile basis methane is about eighty times

stronger greenhouse gas than carbon dioxide, Imipiesent in much smaller concentrations so
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that its total contribution is smaller. It is nobgsible to state the exact percentage of the
greenhouse effect caused by a certain gas, besamseof the gases absorb and emit radiation at
the same frequencies as others. As a result thegtenhouse effect is not just simply the sum
of the influence of each gas, therefore the higmels of the ranges quoted are for each gas alone
and the lower ends account for overlaps with tHeerogases. Clouds also absorb and emit
infrared radiation and therefore have an effecrahative properties of the greenhouse gases.

They are thus the major non-gas contributors tdetimeh’s greenhouse effect.

1.1.3 Global Warming and Climate Change

This refers to the increase in the average temyreraif global surface air and oceans. The
increase in temperature affects the Earth’s surfackiding land, water and near-surface air
[73]. Human contribution to greenhouse effect éases the quantity of G@n the atmosphere
and therefore more greenhouse gases. The morehgresngases imply more infrared radiation
trapped and held. This process gradually increteetemperature of the Earth’s surface and the
air in the lower atmosphere, and the result is gloarming. According to the Union of
Concerned Scientists, in an average year, a typual plant (500 megawatts) generates about
3.7 million tons of CQwhich plays a major part in air pollution [32]. gICQ pollution is the
principal human cause of global warming and clinatange 74, 75]. The following diagram

indicates the production of G@ver the past 200 years since industrializatiartes.

www.globalissues.org

CO., emissions 1751 - 2006

Million Metric Tons of Carbon

Source: Carbon Dioxide Information Analysis Center (CDIAC), April 29, 2009,
http://cdiac.ornl.gov/ftp/ndpO030/global.1751__2006.ems

Figure 1.8: CO, emission 1751 — 2006



According to the 2007 Fourth Assessment Reporthigylhtergovernmental Panel on Climate
Change (IPCC), global surface temperature has dsetk by0.74 + 0.18 °C  during the 28
century [33, 37] Scientists claim that during the entire™@entury, the average global
temperature increased by abdué °C (slightly more thanl °F). The National Geographic
Society gave evidence of global warming by the that the Earth’s average temperatures have
climbed 1.4 degrees Fahrenhei8(°C) around the world since 1880. The United Nations’
Intergovernmental Panel on climate change (IPCGd akported that Arctic ice is rapidly
disappearing, and the region may have its firstgletaly ice-free summer by 2040 or earlier.
The ice loss already causes a suffering on polarsbend indigenous cultures. More evidence is
that glaciers and mountain snows are rapidly mglthn example is Montana’s Glacier National
Park which is currently left with about 27 glaciexsmpared to the 150 in 1910 [25]. The

following pictures show that global warming happerse quickly than predicted.

2070 - 2090

Arctic Climate Impact Assessment, 2004

Figure 1.9: The decrease of Arctic sea ice, minimum extenBi82land 2007, the climate
projections. UNEP/GRID-Arend2007



The pictures are satellite observations that indit¢hat the arctic sea ice is decreasing. The
projections, represented by the last three smpitdures, for the rest of the century predict the
continuous decrease of the sea ice. Climate ssientielieve that the Arctic plays an
unbelievable important role in the balance of thdhes climate as mentioned by Quadretial
[65]. It follows that the changes taking place I farctic sea ice, may affect the whole planet

tremendously.

Many scientists also agree that even a small iseréa the global temperature would lead to
significant climate and weather changes, affectilogd cover, precipitation, wind patterns, the
frequency and severity of storms, and the duratisseasons [10]. The rise in temperature would
have the following effects:

» Raise the sea levels, reduce supplies of freshrvaatélooding occurs along coastlines
worldwide and salt water reaches inland.

» Extinction of many world’s endangered species duegabitat change.

» Millions of people’s lives would be affected, esjadly the poor who live in precarious
locations or depend on the land for subsistendediv

* Increase in the spreading of diseases carried inyadsor insects, for example, malaria.

Many scientists estimated that by the end of th& Qlthe average global temperature will
increase by approximately 1.4 to 3@ . But other scientists argue that global warmsgot a

serious issue.

1.1.4 Spontaneous Combustion/Heating Materials

Spontaneous combustion is a process whereby aasgbstunexpectedly bursts into flame
without ignition from an external source. The comstinn is caused by the oxidation
(combination of a substance with oxygen) of thessaihice within a material [61]. The following

figure illustrates spontaneous combustion scenario.



Figure 1.4: Reaction in stockpile

In the figure above, oxygen from the air reactdiite carbon of the coal and carbon-dioxide is
released. This is an example of exothermic reactidrere heat will be released. Again, what

happens in the process is that a substance undeegstow oxidation and the heat released
cannot escape the substance. As a result the tetapeof the substance rises until ignition takes
place. Spontaneous combustion, as illustrated dayrdi 1.4, often occurs in piles of oily rags,

green hay, leaves, or coal; it can constitute msefire hazard as according to Ozdeniz [61] and
Corbett [18]. Judkins & Fulkerson [36] suggesteat some common materials that can combust

spontaneously include:

* Haystacks, compost piles and unprocessed cotton se#yignite because of heat
produced by bacterial fermentation.

» Grain dust in a hot metal silo can explode viokerdestroying the structure.

» Linseed oil in a partially confined space (suchagsile of oil-soaked rags left out in an
uncovered container) can oxidize leading to a lopildf heat and thus ignition.

» Coal can spontaneously ignite when exposed to axygdech causes it to react and heat

up when there is insufficient ventilation for cowi

Spontaneous combustion contributes much to gremeh@as emissions, hence its great
influence on the greenhouse effect. The combugtimtess for all hydrocarbon materials is
illustrated by equation (1.4) provided under subeacl.1.5.1.2.

Carbon dioxide, the principal greenhouse gas, ptaysajor part in atmospheric temperature
regulation. This concept was investigated by Swegisysical chemist Svante Arrhenius in the

1800's. Arrhenius developed a theory to explain ittee ages, and in 1896 he was the first



scientist to speculate that changes in the levelsacbon dioxide in the atmosphere could
substantially alter the surface temperature thrahghgreenhouse effect, as mentioned by Clark
[16]. He also predicted that emissions of carbasxide from the burning of fossil fuels and
other combustion processes would cause global wgrniirrhenius was able to estimate that
reducing CQto its half would decrease temperatures By- 5°C and a doubling of COwould
cause a temperature rise by 5°C6He later adjusted the value downwards to°C.6n his 1906
publication. His adjustment agrees with the re@di7 estimates from IPCC that this value is
likely to be between 2 and 4.5 °C as accordingidd & Trenberth [37].During his time, his
expectation for the rate of GQevels to rise depended entirely on emissionsekgected CQ
doubling to take about 3000 years. Today, duedb hate of CQ emissions, the doubling of the
gas is estimated to take about a century. His gmese law states thaif the quantity of
carbonic acid (H>CO3 ) increases in geometric progression, the augmentation of the temperature
will increase nearly in arithmetic progression. This is expressed as followAF = oInC/C,,
whereAF is radiative forcing measured in watts per squmaegre,p is a constant assigned the
value between 5 and €,represents Cconcentration measured in part per million by wotu
and Co denotes a baseline or unperturbed2G®Oncentration. Arrhenius reaction is thus a
description of a chemical reaction that gives thengical formulae of both the reactants and
products of the reaction. Balakrishnetral [5] and Zaturskat al [78] agree that this applies to
both exothermic (explosive) and non-exothermic (egplosive) reactions, which are the main

mathematical challenge of the theory of thermal@&sipn.

1.1.5 Combustion Chemistry

According to Dearet al [20] combustion chemistry is the part of chemidtrgit is concerned
with combustion. This part of chemistry relatesrol@l potential energy to heat resulting from
chemical reactions. Combustion chemistry considaiso the study of mechanisms of
hydrocarbons combustion including the thermodynaanid kinetic information thereof [74]. It
is therefore necessary to start by looking at catibn in order to learn more about combustion

chemistry.



1.1.5.1 Combustion

Combustion is described as a form of exothermiersb& reaction which involves two reacting
species to produce carbon dioxide, water and 2€at28]. The reacting species in this study are
fuel (hydrocarbon compound) and oxygen. Combustwnlves also simultaneous collision of
the reactants. The heat releases from the comhystazess results with light that may be in the
form of either glowing or a flame. The fuel canibehe gas, liquid or solid phase. In this study
the solid phase fuel in the form of material stalekgs considered. Combustion of a fuel may be

complete or incomplete.

1.1.5.1.1 Incomplete combustion

In an incomplete combustion the reaction takeseplalcere oxygen is insufficient. The reaction
therefore does not allow the fuel to react compfete produce carbon dioxide and water.
Partially oxidised fuels produce toxic carbon madex (CO). The chemical equation for

stoichiometric (chemically correct) burning of fuelinsufficient oxygen is as follows given by
Frank-Kamenetskii [26]:

ICH; + (l (% + ﬁ)) 0, - liCO + (%’) H,0 (1.1)
An example that involved incomplete combustion @igane is as follows:

2C;Hg + 70, - 2C + 2CO + 8H,0 + 2CO, (1.2)

1.1.5.1.2 Complete combustion

In complete combustion the products are alwaysoradioxide, water and heat for exothermic

reactions. The chemical expression for hydrocarlbamsing in oxygen is:
Fuel + oxygencarbon dioxide + water + heat. (1.3)

The general chemical equation for stoichiometrimimg of fuel in oxygen is:



C:H; + (i + ﬁ) 0, - iCO, + (é) H,0 + heat. (1.4)
An example of chemical reaction involving propamerntiing in oxygen is as follows:
C;Hg + 50, = 3CO, + 4H,0 + heat. (1.5)

For the combustion of fuel taking place in air (&tore of oxygen, 21%, and nitrogen, 79%)
where oxygen is the source for combustion, nitrogesxdded in the general equation [20]. The

word equation is simply:
Fuel + ai¢ carbon dioxide + water + nitrogen + heat (1.6)

The general chemical equation for stoichiometriming of fuel in air is:
CiH; + (i +2) 0, +3.76 (i + L) N, - ic0, + (£) H,0 +3.76 (i + L) N, + heat (1.7)

An example of chemical reaction as also shown bk BleDean [59], involving propane burning

in air is as follows:

#g + 50, +18.8N — 3CO, + 4H,0 + 18.8N + heat (1.8)

1.1.6 Chemical Kinetics

Chemical kinetics deals with how fast chemical tieas occur [26]. Kinetics therefore involves
the dynamic study of interaction between molecutea chemical reaction. Chemical kinetics
also provides a way to describe dynamic events dfigct changes which components of
molecules undergo in a chemical reaction [77]. Eletal reactions are reaction equations that
describe actual molecular activity occurring on mhieroscopical level. A generalised elemental
reaction model for the reaction:

A+B - C+D,
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where A and B are reacting molecules that resuhlt pioducts C and D, is illustrated by the

following diagram:

Figure 1.5: Kinetic model for molecular rearrangement via elatakreaction collisions

Following Chigier [28] the combustion of a hydrdesan does not follow an elemental reaction
model given by figure 1.5, because the interactibhydrocarbon with oxygen is not the actual
kinetic mechanism for carbon dioxide and water fation. The kinetic mechanism involves
many steps which cannot be described by a simplgemdhe combustion of hydrocarbons is

discussed below.

1.1.6.1 Reaction Mechanism

Combustion of hydrocarbons in oxygen involves dcaldchain reaction where many distinct
radical intermediates take part. A radical chaiaction involves radicals (atoms, molecules or
lons with unpaired electrons) [26]. Free radicalByrhave a negative, positive or zero charge.
The patrticipation of radicals (chain carriers) nmktepossible for reactants to be converted to
products. As noted already, fuel combustion invelaenumber and variety of different chemical
reactions that (i) start the chemical kinetic psse(ii) produce the short-lived reactive
intermediate species(radicals), which generatem@thanisms and (iii) terminate the kinetic
process resulting with products of combustion whiech stable. During the fuel combustion
process, a fuel molecule is broken down resultirntd \vmany different hydrocarbon portions,
which are intermediate species. A generalised cagtigureaction of fuel in oxygen given below
is possible in low temperatures of less than 10886 °C). The key steps, although not all since

many are missing, in the reaction as describeddgt€nsermt al [13] are as follows:
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R°+ 0, = RO, 1)

RO, + RH = ROOH + R (2)
ROOH = RO’ + OH 3)
RO, = R°OOH (4)
R'00H = cyRO + OH (5)
R'00H + 0, — chain branching (6)

The combustion of hydrocarbons is assumed to lmted by abstraction on hydrogen atom
from the hydrocarbon to oxygen. The abstractionltesvith the hydroperoxideHQ, ) radicals.
TheHO,  radicals react further to give more hydroperoxigéich decompose to give hydroxyl
radicals QH"). The hydroxyl radicals react with RH (volatileefyito form HO and the alkyl

radical R"). TheR’radical then reacts with Qo give R02° (peroxy radical). A variety of these
processes produce radicals of fuel and oxidisidgceds. As mentioned, these intermediates are

short-lived and therefore cannot be isolated.

The oxidation of hydrocarbons, according to theenéconsensus due to Katimura [39] is that

the two important reaction processes are:
H+O,—» O+ OH
CO+OH-CO;+H

The first reaction is responsible for the consuomptdf & by H radicals, whereas the second
reaction is responsible for converting CO toXd it also generates H radicals needed for the
first reaction. To have an understandable traamofbustion mechanism of larger hydrocarbons,
the lowest hydrocarbon, methane, is considered.cbnebustion example that is considered is
for the reaction:

CHs + 20, » CO, + H,O + heat (1.9)

12



The reaction steps are outlined in the table thisdvs:

STEP

ACTION

CH;+ OS CH,O +H

methyl radical consumed by oxygen atom

CH,0 + H— HCO + H

H abstraction of CHD by H radical, the HCO
decomposes rapidly to CO and H

CH; + OH= CH, + H,0

Some CH radicals will react with OH to give GH

radicals

CH2+M—>CH2+M

Some CHradicals collide with some molecules to for|
stable CH

m

CH,+ O,= CO + H + OH

Some CH can react with @to produce secondary

branching, producing highly active H and OH

CH, +O, —» HCO + OH

CH are still reactive, can react with, @ give HCO and
OH

CH;,+H=CH+ H

Some CH react with H radicals to form CH ang H

CH+ H0— CH,O +H

CH+G,—-HCO+0O

CH radicals are quickly consumed byHand Q

CH;+CH, = CH,+H

Some CH and CH react to form gspecies, which may

undergo further oxidation or may form acetylene

Table 1.1:CH, combustion reaction steps

The diagram summarising the ¢ebmbustion is represented as follows:
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CH,
+H, 0, 0H

. +OH

CH,

+CH

CH, - C,H,

tH, O, 0H

Y
C,Hs 2 = CHj;,CH,O

<

“M CH,0

+0, +M, O, M, O,

Y

/

+ . “H, *CH, . + .
CH, —% > CH —%» CH,0 \ - C,H, © = CHj, HCO
+0O»
\ +H, 0. OH +H, OH
Y
§ 1O,
HCO (2"3 —= Products
+M, H, O, M, H, O,
Y Y
co C,H, 2 » CH,, CO, HCCO (CH,")
'um
y
("()2 Higher molecular weight species

Figure 1.6: CH, combustion mechanism

The combustion reaction mechanism of a larger loattmn is expected to be more complicated
and includes many radicals.

1.1.6.2 Rate of Combustion

According to Clark [16] rate of combustion refessthe amount of mass of a material that goes
through combustion over an amount of time, and xpressed as g/s or kg/s. Increasing the
temperature for any elementary reaction in a reactiechanism has an influence on the reaction
rate and little information on the pressure infloems known up to so far. Another factor that can

be considered to have an influence on the reacéitenis due to the reacting species themselves.

It is therefore necessary to consider the readegies based on the law of mass action.
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1.1.6.3 Mass Action Law

Following Moore [58] the law states that “at a dam$é temperature and pressure, the rate of
chemical reaction is directly proportional to tlencentration of the reacting substances raised to

a particular exponent”. For the generic elementaagtion
aA +bB - P, (1.10)

the law of mass action is expressed as follows

dlal _ _ alsl na[gn _dlal _ _dBl _ pranaggin
=L X [A]M[B]"E, = -~ = — T = K[A]"[B]"® (1.12)

where [A] and [B] are the specied and B concentrations notatiork is the rate coefficient,
ny, ng are the orders of reaction with respecitandB respectively. The overall reaction order
isny, + ng. An example to demonstrate this law is taken ftbe combustion of hydrogen in

oxygen at some temperature and pressure to yidlel wighe equation is expressed as follows:
2H, + 0, = 2H,0. (1.12)

The rate of combustion is found to be:

d[H20] _ _ d[Hz] _ _ d[02] _

2dt 2dt dt K[H,]"*[0,]%7 (1.13)

The above equation is an example of a bimoleculaecond order reaction.
For a general reaction mechanism given as follows,

Fuel + a0, = bCO, + cH,0 + heat. (1.14)
The overall expression for the chemical reactioovalis:

d[Fuel] _ _

-Tq
- [fuel]™ruel [0,]702 Ae (), (1.15)

wherea, b andc are stoichiometric coefficientag,, no,, 4 andT, are empirical (experimental)

coefficients.T, is the activation temperature which is consisyeddpendent on the temperature,
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and it is helpful for modelling non-linearity inrmwerature A is the pre-exponential factor as in

Arrhenius law.

1.1.6.4 Arrhenius Law

In 1889 Svante Arrhenius, the Swedish Physical G$teproposed the dependence of rate
coefficient on temperature. He developed an imporéguation which shows that there is an
exponential relationship between rate constant athamical reaction and temperature, as
according to Clark [16]. He also proposed that thependency of the rate constant on
temperature could be expressed as follows:

dink(T) _ E
dr ~ RTZ2’

(1.16)

whereE is called the activation energy with the uacitl/mole or joule/mole. R is the gas
constant. IfE andR are taken as constants with respect to temperdaher,integrating equation
(1.16) gives:

E
K(T) = k = Ae T, (1.17)

where A is called the collision frequency (pre-exponeitiaictor. A can be calculated from

collision theory which is discussed briefly in thection that follows:
1.1.7 Collision Theory

Figure 1.7 @) gives a model of a collision that is not effeetito result with a reaction whereas
figure 1.7 (b) shows reactants with sufficientlgeious collision that results in a reaction.
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(@) ' M
€< (b) )

o
Figure 1.7@): Non-vigorous collision  Figure 1.7(b):Sufficiently vigorous collision

Collision theory gives a simple explanation to battass action law and Arrhenius law,
especially for bimolecular reactions like combustmf hydrocarbons [17]. Collision theory is
applicable on condition that the reaction rate dgrshould be proportional to the number of
collisions per unit volume per unit time, multiglidy the probability that a collision produces

new specied-or a general reaction:
A*+ B*— (C*+ D*, (1.19)
the collision theory, for specid¥’ is thus:

number of collisions for one molecule Np+ _m(268)>2
f f = Np* 57(29)" (1.20)

unit volumexunit time v 4 '’

Npx . . . .
WhereTB is the number oB*-molecules per unit volume (molar concentration B3f time

Avagadro’s number) and is the average diameter of tB&-molecules . Taking all reacting

species into consideration, the following is obéain

1
number of total collisions Z[A*][ B*] ( 8KT ) /2 7T62A*B*N. (121)

unit volumexunit time TP 4* g+

The characteristic speag which means that all collisions take place wiile same relative
velocity, was substituted according to Maxwell-Baian distribution to give equation (1.2K).

is the Boltzmann’s constani,-z- is the collision radius between specsand B*, @ g+ =

1
—47E"_ s the reduced mash, is the Avogadro’s numbef, is the temperature a dﬂ) 2
my++mpx TP p*B*

represents the average (mean) speed of mole¢bdds The probability for fertile (species
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E
producing) collision to occur depends on the appabe orientation[e_(ﬁ)] of reacting

E
speciese_(ﬁ) is also the probability for a particular collisitmform a reaction . Therefore:

E
(probabilty that a collision is fertile) « e_(ﬁ) :

Finally:

E

* * m —_ —
o AR e 0.2

whereA is the pre-exponential factdk is the temperature unit (Kelvink is omitted in many

literatures. Using equation (1.21), the pre-exptinktiactor A4, is described as followsd =

( 8kgT

1/

2 . .. . .

s ) 8% 4.5+ N Which represents the collision frequency of molesin terms of relative
A*B*

speed. The parametedsm and E from equation (1.22) are experimentally determirsed

mentioned earlier. The Polanyi equation
E = EJ +y,AH, (1.23)

where AH is the heat of reaction ai#} andy, are the Polanyi parameters, can be used to obtain
an estimate of activation energy The advantage of using the Polanyi expressiomas the
parametersd and E can be used to approximate the rate law parameiénisut experimental

work.

1.1.8 Activation Energy

This is the minimum energy the colliding molecutaast possess for the chemical reaction to

take place [58]. Consider the figure that follows:
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State of activated
complex

Potential Energy

Products

Reaction Coordinate

Figure 1.8: Potential Energy diagram

The figure above shows an exothermic reaction inclvhreactants must pass through the
activated complex to form products.is the energy difference between the activatedptexn

and the reactants. That is:

E=Eqp—Qc, (1.24)
whereQ, is the heat released (per mole) in the reactidre factor e_(%) represents the
fraction of collisions having energy higher th&n The Arrhenius factor will decrease with
increasingt’ for a givenT. E, ;, is the activation energy for the backward reactidre backward
reaction in the case of an exothermic reactiotoiwey, because of the largeness of the activation
energyE. The larger the activation energy implies that thaction is sensitive to temperature

variations.

1.1.9 Convective Heat Loss

According to Cengel [14], convection is the transié heat from one place to another by the
movement of fluids. The fluids include liquids, gasplasmas, and some plastic solids, but in
our case the fluids refer to gases movement toftand reactive slab of combustible material.

Convection which involves cooling is also describbdNewton's law of cooling, where the heat
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transfer coefficient may be independent of the tmafure difference between object and
environment [12, 23]. Detailed description of Newtolaw of cooling is given under section
2.5.1in chapter 2.

1.1.10 Thermal Radiation

Thermal radiation in a reactive slab, due to exotiereaction, is defined as an electromagnetic
radiation in the wavelength range of 0.1 to 100roms, and arises as a result of temperature
difference between the slab’s surface temperatoceis surrounding temperature, following
Katsoff [38]. Radiation energy per unit time fronihat body is proportional to the fourth power
of the absolute temperature and it is expressestéfan-Boltzmann LawAccording to Katsoff
[38] and Richmond [67], a hot body radiating enetgyits cooler surroundings has the net

radiation heat loss rate expressed as
q = ep(T* —Ty),

whereq is heat transfer per unit timejs the body’s emissivityp is Stefan-Boltzmann constant,

T is hot body absolute temperature dpds cold surrounding absolute temperature.

1.2 Literature Review

The study on greenhouse gas carbon dioxide emigsispontaneous ignition processes from
stockpile of reactive combustible materials, sushhaap of coal left for a long time at some
electricity power stations, has received seriotentibn by many researchers. This is because the
continual emission of carbon dioxide contributdstdo the Greenhouse effect which has caused
global warming and climate change in the world.B@ar dioxide is produced from chemical
reactions, in which oxygen which is so needful & live, reacts with carbon containing
materials such as coal. Ozdeniz [61] studied sp@mas ignition in a stock pile of coal by
considering external parameters such as air teyveraair humidity, atmospheric pressure,
velocity and direction of wind. Fierret al [24] also studied self-ignition in a coal stoclepil

They explained in their research that various exwotic processes such as low temperature
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oxidation, microbial metabolism, adsorption-desiapiof water due to the differences between
real and equilibrium moisture concentration of iigrand air and oxidation of pyrite may lead to
self-heating of coal and spontaneous combustioth Badeniz [61] and Fierret al [24] carried

out experiments to find out which external paramgetsan reduce self-igniting of coal in a
stockpile and they never considered embedded p&sssmgich as Biot number, carbon dioxide
diffusivity, oxygen diffusivity, activation energyf the reaction and others which are considered
in our study.

The study of exothermic chemical reaction was enguloby many researchers. Koriko &
Amowaye [40] considered a steady state exotherm@mical reaction, where they took the
diffusion of the reactant into account. They alssuemed Arrhenius temperature dependence
with variable pre-exponential factor. In their istigation they were able to come up with a
nonlinear differential equation representing theagerature and Arrhenius expressions. Their
study was based on mathematical description ofirthkeexplosion which includes combined
effects of Frank-Kamenetskii parameter, activagoergy parameter and pre-exponential factor,
on the temperature rise of the system. They sueckershow the existence and uniqueness of
the solution for the nonlinear differential equatidn our study we include these parameters and
more. Makinde [52], in one of his investigationsamined steady state solutions of strongly
exothermic reaction of viscous combustible matsrialThe combustible materials were
considered in a channel filled with saturated psrmedium under Arrhenius kinetics. In his
examination he did not consider reactant consumptie applied Brinkman model in modeling
his problem and he was able to construct solutionghe nonlinear boundary value differential
equation problem using perturbation technique togretwith special type of Hermite-pade
approximations. His examination provided importardperties of temperature profiles including
bifurcations and thermal criticality of the systevere discussed. In our study we also consider
thermal criticality and parameters which help tetain thermal stability of the system.

The model in our study considers a rectangular stalzh consists of combustible reactive
material. The study of exothermic reaction withireactive slab has also received attention from
many researchers, because it has many applicatia@rggineering such as heat transfer gauges,
thermal insulations, metal casting, ice formatiow ghermal control of space vehicles. Aziz &
Makinde [3] in their study investigated the inhdrameversibility in a rectangular slab with

temperature-dependent internal heating. Their spudyided the importance of knowledge on
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the usefulness of the location of the maximum teatpee within a rectangular slab as affected
by various parametershis knowledgeprovides a better understanding of heat treatment
manufacturing processes in microtechnology andespahicle equipment, for which precise
control of the location of the maximum temperatiserequired. Further study involving a
reactive slab of combustible material was done begddi & Makinde [44]. In their study they
considered a steady state exothermic oxidation watmeaction of orden in a slab with
reactant consumption in the presence of convedtigat and oxygen exchange with the
surrounding ambient at the slab surface. Their shgation was able to show how various
thermophysical parameters affect temperature andeayx profiles in a reactive slab, but the
product of the exothermic chemical reaction, carbixide, was not considered. Again the
radiative heat effect on thermal stability and axyglepletion was not investigated.

In this research we extend the study done by Leg&dWlakinde [44] by considering also the
greenhouse gas carbon dioxide, in both convectie radiative heat exchange at the slab
surfaces.

The transport equations for a reacting flow aredahergy and species equations. The equations
are accompanied by appropriate boundary conditi®retailed derivation of the transport

equations is discussed in chapter 2.

1.3 Statement of the Problem

As already discussed above, global warming is @chusge the greenhouse effect due to
greenhouse gases, where carbon dioxide is a majperp The carbon dioxide which contributes
about 9-26% to the greenhouse gases is producadyntgi combustion of carbon containing
materials in oxygen. The oxygen that is very imaottfor life sustaining is used up during the
carbon dioxide synthesis. The intention of thigigtis to investigate spontaneous combustion of
carbon containing materials in exothermic reactiomsich results with emission of the
greenhouse gas (G This study is therefore motivated by investigatof how the production
of carbon dioxide can be reduced and so doingepresy oxygen. The investigation extends to
looking at processes that lessen oxygen depletidhe environment of materials that combust
spontaneously, so as to reduce carbon dioxide Emjsand ultimately alleviate global warming.

Parameters which enhance thermal stability in akpite of combustible materials are also of
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concern, and it is necessary to identify them stoasome up with measures that can control

explosions due to exothermic reactions.

1.4  Aim of the Study

To investigate depletion of oxygen and emissioncafbon dioxide in an environment of
materials that combust spontaneously, and alstetatify factors that can help avoid explosions

in exothermic reactions.

1.5  Objectives of the Study
The objectives of the study are as follows:

(i) To investigate temperature profiles, oxygen prefilearbon dioxide profiles and Nusselt
number versus the rate of reaction profiles inyatlermic reaction of reactive slab.

(i) To identify parameters that help to reduce oxygeplation rate in an exothermic
reactions within a reactive slab of combustibleenat.

(i) To identify parameters that help to reducebmar dioxide emission rate in an exothermic
reactions within a reactive slab of combustibleenat.

(iv) To identify parameters that enable thermal stabihtan exothermic reaction within a

reactive slab of combustible material.

1.6  Methodology

This study considers a spontaneous exothermiciogaetithin a rectangular reactive slab of
combustible material. This results into a systemdtferential equations that describe the
temperature distribution, depletion and emissioncesses of oxygen and carbon dioxide
respectively. The models are of the form of tramspquations which include partial differential
equations and ordinary differential equations, &salibe the chemical species transport, the

species being oxygen and carbon dioxide, and hisbdéat transfer within a rectangular reactive
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slab. Appropriate numerical methods are employeddkle the nonlinear differential equations
problems. Maple Software will be utilised to implemt the numerical algorithm on the

computer.

1.7 Numerical Approach

1.7.1 Semi-Implicit Finite Difference Scheme

This method is applied in chapter 3.

The scheme is built upon the concept of the imiplicite difference scheme outlined below.
The stencil below is used for the implicit finitéfdrence scheme.

j+1,i

o o
j+1,i—-1 j+Li+1

Figure 1.9: Implicit FDM stencil
Consideration of heat equation given by the folloywexpression is used to demonstrate usage of
the scheme.

oT 92T

- = k Pyry)

ot dy?

the left and right hand sides respectively become:

or _ T/T'-1/

Fria v (1.25)
92T /¥ o/ttt 1) —2rl+T)
i g(—”l o ) +(1-9) (W) (1.26)

where ¢ is a chosen number such tha ¢ < 1. Equation (1.26) is called semi-implicit

difference scheme expressioné I& 0.5, then equation (1.26) takes the following form,
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j+1_

ﬁ _ Tiyq 2Tij-'-l"'r['i’r'i1 Tij+1_2Tij+Tij—1
= 0.5( LR 405 (2l (1.27)

which gives the expression known as Crank-Nicolson.
Combining equations (1.25) and (1.26) gives thivahg

J+1_oj
L T _ £
At

i+1
(8y)?

JHL ol ot Jo o i
(T- 2T) " +T; ) T}, ,—2T] +Ti_1)

) +(1-9 ( ToE (1.28)

The rearrangement of equation (1.28) by multiplyith At, writing r = AA—t

57 and putting the

largest time superscript on the left hand sidddgie

—&T/ A+ 28T - T = - OT + [1-2rL = OIT/ +r(1 =T, (1.29)

i+1

The three terms of the left hand side of equatioR9) are unknown, whereas the three terms on

the right hand side are usually known. Dividing fhimterval0 < y < 1 of the slab intm equal
interval, n — 1 internal grid points are obtained per row. It daks that for j =0 andi =
1,..,n—1, then equation (1.29) gives a system of linear 1 equations forn — 1 unknown
values. The unknown values in the system &', /%", 7/*", .., 7/*! and they are interior

grid points at = (j + 1)At as described by Kreyzig [41].

The symbolic form of the semi-implicit formula iBustrated by the following figure, which

shows only the coefficients @fterms.

1y —¢é$r +  1+42ir + —i¢r The

unknowns

jer(1-9+1-2r(1-¢&)+ r(1—=¢) The
knowns

Figure 1.10: Symbolic form of semi-implicit scheme
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The system of linear equations resulting from egunal.29) forms a tridiagonal system. It is

necessary therefore to solve the system of equasimg the following matrices set up.

by cg 0 O 0 T, 1

a by c3 0 0 T, P2

0 a by c3 O 0 T3 P3

0 0 a3 by cy . 0 _
Cm-1

0 . . . . ..x0 by T Pm

The tridiagonal matrix on the left is transformatbian equivalent one as follows

18 00 0 T, o1
018 0 0 T, -
00 1 8 0 0 Ts P3
00 0 1 & 0 _
6m-l ’
0 x0 1 T Pm
where
€1 Ci+1
0 =—; 6y, =—" i=12,...m—2
! b, t bi+1 — a;6;
and
dq diy1 — a;p;
PL=7; Pi+1 = 77— = i=12,...,m-—1.
by biy1 — a;6;

Solving from bottom to top the following can be aibed.

T =0m; Ti =0m — 0;Tis1 i=m—-1m-2,...,2,1.
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The simplest way of solving the system above igdipwing the way of using the formula
Ab = x, whereA is the first matrix on the left of the equatidnrepresents the unknowinx 1
matrix andx is the known matrix on the right hand side. Thstem is solved by evaluating the
inverse ofdA and multiplying it byx, that is,b = A~1x. This method is applied in chapter 3 to

evaluateb and any software can be used to do so.

1.7.2 Runge-Kutta-Fehlberg Method

The Runge-Kutta-Fehlberg method, coupled with the Shgotethod discussed under section
1.7.3, will be applied in chapters 4 and 5.

This method is denoted by RKF45 because first, goroximation to the solution of the initial
value problem (IVP) is made using a Runge-Kuttahoetof order 4, and second, a better value
for the solution is determined using a Runge-Kaotethod of order 5 [11]. In order to arrive at a
reasonable accuracy in the solution of an IVP pitoblem is solved twice using step sizeand
h/2. The answers are then compared at the mesh moimesponding to the larger step size and
this task requires much work of computation for shealler step size. Once it is found that there
is no agreement on the answers obtained, the cabguimust be repeated. The RKF45 is very
useful because it covers a procedure that guamatitaea proper step sizds applied [54]. The
technique followed is such that at each step, tifferdnt approximations for the solution are
obtained and also compared, and in case the tweessbtained are closely related then the
approximation is peacefully accepted. It followsatthif the answers obtained from
approximations disagree to a specified accuraeystép size is reduced and if the answers agree

to more significant digits than required, the stgge is increased for convenience.

Following Mathews [54], the algorithm of the RKF#&&lude these steps:
ki = hf(ti, y:)

ky = hf (& + hyi + 7k1)

3 3 9
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12 1932 7200 7296
k., = hf(t; + =h, y; ki — k k
4 f(l+13 ‘y‘-|_21971 21972+2197 3)

439 3680 845
ks = hf(t; + hy; + 5 2ka — 8ky + — ks — 5 ka)

ke = hf (t; + th,y; — Zhey + 2k, — 22k, 4 1850, 11p (1.30)

The expression for Runge-Kutta method of order @dus approximate the solution of IVP is

given by

Vier = Vi t 7oky + jeeeks + o7k, — ks, (1.31)

216 2565 4104

and Runge-Kutta method of order 5 expression thaised to determine a better value for the
solution is as follows

Zi+1 = yl + 1—6k1 + 6656 k3 + 28561k4 - %ks + 52_5k6' (132)

135 12825 56430

In order to compute a numerical approximation for I¥P over a specified interval, it is
necessary to use a set of discreet points withr ematrol tolerance [27]. The error controt is

included in the following equation

1
2

s= 0.84-0896(

)

|Zip1 — J’i+1|)

wheres is a scalarh is step size, and the produeét is the optimal step size. The error estimate

is the difference of the;,; andy;,;. In other words the errdt = z;,; — y; 41 IS expressed as

E=_lhy — 22k, — 2%, 4 Lo 4 2 (1.33)

2275 "3 75240

All the algorithms for RKF45 outlined are embeddeiaple software and the solutions of the
problem are given using the software.

1.7.3  Shooting Method

This is a numerical method commonly used to finel slolution of two-point boundary value

problems. The technique of this method involvesitarative algorithm that tries to identify
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appropriate initial conditions for a related IVPRattgives the solution to the original boundary

value problem (BVP) [56]. It should be noted tHa# telated IVP initial conditions are used to

approximate boundary conditions for the BVP todkesired accuracy. Should it happen that the
boundary conditions are not satisfied accordingby process is repeated with new set of initial
conditions so that ultimately the boundary condisi@re satisfied to the desired accuracy. The
shooting technique is embedded within Maple andstféware is used to solve the combined

system of IVP’s. When solving the system of equejoone step of the Newton-Raphson

method is applied until the boundary conditions asdisfied according to the prescribed

tolerance [63]. The Newton-Raphson method is aatitee method that determines approximate
roots of a given function. The algorithm accordiadParker [62] is briefly described as follows:

Let Y (t) be some specified function tfsay,Y (t) = e?¢. In order to solve the equation

Y(©) =0, (1.34)
we lett be a guess for the root. We can get an improuedsy " by defining
At =tV — ¢ (1.35)

We apply Taylor expansion to solve equation (1&6hollows:
Yt+At) =Y(@)+Y'(t)At =0, (1.36)

and rearranging (1.36) we obtain the relation

new _ 4 __ Y(t)
(e =t — 5 (1.37)

which can now be solved iteratively far
The shooting technique follows the following algom.
We consider a two point boundary value problem:
y'"=cy(x), (1.38)
with
y(a) = aandy(b) =a (2.39)
We now let

=y, Y=Y, y3=c.

Y=Y
Y2 = Y3y
y3=a
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(@) = aq, y2(b) =a, ys(a) = y3(b)

Figure 1.11 illustrates how the shooting technigquperates [60]. The arrows indicate the
launching of trial integrals that are aimed atsgiing boundary conditions at one endpoint. If
boundary conditions are not satisfied as desireel,discrepancies from the desired boundary
conditions on the other endpoint are used to adpesstarting conditions. This process is done

again and again until desired boundary conditiorsaaquired at both endpoints.

desired
Y boundary
value

boundary
value

required }
Figure 1.11:Shooting method scheme

The RKF45 coupled with shooting method are embedd&thple software.
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Chapter 2

Derivation of Governing Equations

2.1 Introduction

In this chapter we look at the derivation of gowegnequations. Three nonlinear partial
differential equations describing the temperatueygen concentration and carbon dioxide
concentration in a reactive slab of combustibleemailt are derived following the derived energy
and conservation of species equations.

The investigation of carbon dioxide emission, oxygepletion and thermal decomposition in a
reactive slab of combustible material is based stoekpile of reactive material as illustrated by
figure 1.4 in chapter 1. The exothermic reactioat tresults with carbon dioxide emission and
oxygen consumption is as a result of hydrocarb@teineous reaction with oxygen. The
chemical reaction involved in the combustion of skackpile hydrocarbon material is analogous
to the conditions involving flow of a viscous fluid which there is concurrent heat and mass
transfer. It should also be noted that combustimolives a system that combines equations of
chemical kinetics, heat transfer and diffusion [28he objective is to develop differential
equations that will predict temperature and spe@asbon dioxide and oxygen) concentration
fields within the ambient. This is done by applyihgwton’s second law of motion and
conservation of mass, energy and species to aditiel control volume as mentioned by Frank-
Kamenetskii [26].

Two approaches to the study of fluid flow are tlagtangian and Eulerian descriptions [35]. The
Lagrangian description considers a fluid flow fieldmprising of a large number of finite sized
particles. The particles are considered to havesma®mmentum, internal energy and other
properties. The Eulerian description of fluid fleensiders how properties of fluid flow change
at a fluid element confined within a fixed spacel éime §, y, z t), in other words, a control
volume is applied. For the derivation of governiaguations in this study, the Eulerian
description will be used.

The method of the control volume is helpful to destoate the origin of each term of the
equations. These equations are difficult to soivéheir raw form, and as a result most of the
solutions that exist are for highly simplified flosituations where certain terms of the equations
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have been eliminated by application of some ratipnacess. The concept of control volume is

described as follows:
A three dimensional setup for the control volum#lisstrated by the figure below.

oW \|
» Ax

Figure 2.1: lllustration of elemental control volume

For simplicity of the problem, we consider a twandnsional control volume setup as illustrated
by figure 2.2, and the setup is briefly discusseldW.

A small control volume of lengthsAx andAy and depth of unity perpendicular to the-y
plane, is considered. Figure 2.2 Gyirelli & Leckner [29],illustrates the differential control

volume(dx.dy. 1) for mass conservation in two dimensional reactioxture flow.

a(pv)
oy

»

|

Ay

2 (pt
(p l) Ax
Ox

pU—> —_— U T+

Figure 2.2: Control volume (2-D) for mass conservation

The rate of mass entering a face is the produthefdensity, fluid velocity and the face area

[29]. For example, on the side with the arda= AyAz, the densityp is multiplied by the

velocity u in thex direction, so that the rate at which the massrenite control volume is thus
pulyAz.

The mass leaving the volume is expressed in the saamner, but in this case the velocity and

density may have changed as the fluid passes thritvggcontrol volume. The small changes in
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velocity and density are respectively expressed #A\u andp + Ap. It follows that the mass

leaving the control volume, denoted by a negatige, ss expressed as
—(p + Ap)(u + Au)AyAz.

In this study two types of equations are useddnvd governing equations. The first is the
energy equation which describes the temperaturavimhwithin a reactive slab, and the second
is the set of species conservation equations wihésieribe the depletion of oxygen and emission

of carbon dioxide. Both types of equations areudised in sections 2.2 and 2.3 respectively.

2.2 Energy Equation

The energy equation is based on the first law efrttodynamics. For the fluid element (gas) in a
control volume, this law, according to Bakker [4lates thusthe rate of change of the total
energy (internal + kinetic) of a fluid particle is equal to the rate at which total energy enters the
control volume, plus the rate of work done on the control volume boundary by the surface forces

plus the rate at which heat is added to the control volume at the surfaces by heat conduction. In
other words, the change in energy of the fluid eenwithin the control volume is equal to the
net thermal energy transferred into the controuwe plus the rate of work done by external
forces. Therefore, the energy equation will beastiby setting the total derivative to be equal
to the change in energy as a result of the worlednnviscous stresses (external forces) and the

net heat conduction in the control volume.

The total energy per unit mass of the fluid inckidieternal energy and kinetic energ)}{z—z,

where V, the magnitude of the velocity vector in tkey and z directions, is expressed by

V? = u? + v? + w? [35]. Therefore
1
€= e+§(u2 + v?% + w?).

The rate of change (increase) of total energyeénctintrol volume is described by the expression

d(p€
% AxAyAz.

The first law of Thermodynamics can also be exme$s the form
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internal energy increase rate = heat tranfer rate — surface forces work rate. (2.2)
The rate of net transfer of energy through thermbwblume is analogous to the momentum flux

transfer into and out of the control volume, anchagsult the use of the following momentum

conservation expression is applied
2 (pu) | 2 (pu)u | 2 (pv)u | d (P )u (2 2)
at ox oy 0z WL, )

where (pu)u, (pv)u and (pw)u each represents the momentum flux through/Ahaz face,
AxAz face andAxAy face in thex direction. Using (2.2), the net transfer of enepgr unit

volume through the control volume in theélirection is
9 ly2) 4 2 1y2) L 2 lp2) L 9o 1y2
afp(e+2V )+ axpu(e+2V )+aypv(e+2V )+azpw(e+2V ) (2.3)

Expression (2.3) is obtained by replacing (2.2) by the sum of internal and kinetic enesgi

Expression (2.3) can be shortened as
225 Ayaz. (2.4)

The second task is to consider the work done pgwvalume by the surface forces in the control
volume. The following diagram illustrates the ergdrforces (stresses) working on the volume

surfaces in th& direction[4].
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d
[ur}.x + — (ur.\u\.)A)'] AxAz

4 Az| Axay ay 9
UTee + 22 (ut;,)Az| Axd) ~[wtx— 5 (ur:x)Az] AxAy
J
a 1. a
[pu—a(pu)A\]A,\ Az [ > _[pzl+a(pll)A.v]A)'Az
a . ' I A T a
- [uaxx =% (uaM)A.\] AyAz [“ G5 (“(Txx)m] AyAz

......................

u a - .
- - [ur_”. % (uty, )y ]A\ Az
Figure 2.3: Work done by surface stresses (external forces)

In the figure above: is velocity in thex direction,o;; is the normal stress;; is the shear or
tangential stress. The subsciipepresents the plane, eithely or z andj denotes the direction.
For exampleg,, describes the normal stress onxhgiane in thex-direction, whereas,, is the
shear stress on theplane in thex-direction. Adding all the external forces as shdwnfigure

2.1 and dividing by2AxAyAz, the following is obtained:

_A(pw) | d(uoyy) | O(utyx) | 8(utsy)
o Tty T (2.5)

Consideration of surface stresses acting in otheed, that is, th&xAz andAxAy, in they andz

directions respectively, the following expressians obtained:

a(pv) | d(voyy) | 0(vTxy) | 8(vigy)
oy + oy + ox + oz ' (2.6)
_0(pw) | 0(Wazz) | O(WTxz) a(wryz)
0z + 0z + dox + oy (2.7)

Adding the three expressions above (2.5 — 2.7){dl®ving net expression for the work done

by surface stresses is thus:
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_ 3w _alpv) _ 3lpw) | d(uoxx) | 9(utyx) 4 0Tz a(vayy) n d(vxy) n (vzy) 49wt

dx ady 0z ox ay 0z dy dx 0z dx
a(WTyZ) 0(wozz)
dy + dz (2.8)

The expression (2.8) can be written thus:

2 x Zx 9 (vx o, xz 4 z
—div(pU) +a(1g;"x)_|_ (uy )_l_a(ur )+ (”Uyy)+ (ve y)_|_ (vt y)_l_a(wr )_l_ (wry)_l_

ay 0z ay dx 0z dx ay
o(wazz)
Tz (2.9)
where
, _ 0(pw) |, 9(pv) , d(pw)
div(pU) = o T % +— (2.10)

The last task on equation (2.1) is to come up i expression for the total heat per unit
volume transferred into the control volume. Thisietermined by the heat fluy. The heat flux
will be regarded as positive for heat going outh& control volume to the surroundirgy or z
direction. The following figure illustrates the hetux as a result of the heat energy transfer

through the control volume.

dq. ) aq, AW
(q:+~5;Az)AxA) <qy+-a)YA))AxAz

»,

- (q). - aaq: A-V)A,\’Az aqu \aoa
. L ((IA + % -\) VAZ
y
z\]_
X
%, | (0. - %=ar) sy
- <q,\- - aq\j_ A_\') AxAz (q_- o AZ)A.\A_\

Figure 2.4: Heat flux due to heat energy transfer

Adding all the components shown on figure 2.4, diviling by 2AxAyAz, the following result

is obtained
]
_%ax %4y 94 (2.11)
Figure 2.4 demonstrates also that the heat commtueffects are associated with the motion of
gas molecules which randomly move in and out ofdbwetrol volume. The motion of the gas
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molecules randomly brings also the energy in artcbbthe control volume, and there is also an
exchange of heat energy at the surface boundaiilesuw any exchange in mass, as according to
Djavareshnkiaret al [21]. Fourier’s law is applied to relate the hdatfin thex, y or z direction

to the rate of change of temperature inxfyeor z direction.

Fourier's law states thathe rate at which heat flows across the surface of unit area is
proportional to the negative of the temperature gradient normal to the surface [23]. This law is

expressed as follows in tixalirection normal to thayAz face:

oT
qy = —W %
It follows that
oT
4y = —w @
and
aoT
q, = —w 7

The constant of proportionality is called heat conduction coefficient, which igraperty of the
fluid element (gas), and represents the temperature of the fluid elemeas)(dlow. The

negative sign indicates that heat flows from hatdlwl. Then, expression (2.6) can be written as

(0 o (05) +5(05) 212)
which can be written simply as
o (Gt 5t 5 @
Adding expressions (2.4), (2.9) and (2.13), theofeing equation is obtained
a(pw)

0(ugyyx) + 6(u‘ryx) + 0(UTyzy) a(vayy) + a(vTxy) + a(szy) + O(Wtyz)

908 _ _qi

o = div(pU) + o T o 3y 2z T ay ax 9z ax T
6(w1'yz) o0(wayy) a%T | 8%T | 3’T

ot Tt (—axz +o2t _622) + Q. (2.14
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The Qy represents the energy or heat source term thatinchyde, potential energy or heat
production from nuclear or chemical reactions. Woek done due to gravity is also included.
Again, using body forces in the y andz directions respectively represented gyypAxAyAz,
gypAxAyAz and g,pAxAyAz, the work done by gravity forces in the respectiirections are
pugx, pvyg, andpwg, adding the work done to equation (2.14) we haeedhowing:

3(pE) _ (az_r o’T aZ_T) [_. Apw) | duoxy) | O(utyx) | I(utz) | O(voyy)
at dx2 6y2+62 +|—div(pU) + dx + ax + dy + 9z + dy +

a(UTx ) a(UTZ ) a( xz) 6(WT Z) 6( zz)
6xy + 6zy + ‘g; + 6yy + V;(ZT ]+pugx + pvgy + pwg, + Q. (2.15)

Equation (2.15) is called the energy conservatiguagon and it is a symbolic expression for
equation (2.1). If the system is incompressible @sdous stresses are neglected, the following

equation is obtained

d(p€ 02T = 92%T = 92T
0 = w(Z+ 5+ 20) + 0. (2.16)

2.3 Conservation of Species Equations

There is a transport of species if the fluid elet{gas) consists of a binary mixture, or as in the
combustion within a slab, there is diffusion of @tgrular species. It is necessary to come up
with an equation that describes the diffusion amkservation of a species. As it has been done
in the previous case, the control volume is considle The following figure illustrates the

transportation of specigsby diffusion, in each of the y andz directions.
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Figure 2.5Control volume for species conservation

The net transfer of speci@sby diffusion in thex direction is given by

~5x (o) axtiydz = (558 =[50+ S (558) x| aysa

Similarly, in they andz directions the species diffusion will be, respesiiyv

-2 (6(pA>) AxAyhz = {a(pA) _ [a(pA) +2 (a(pA)) Ay]} AxAz,

ay oy

and

-2 (6(pA))A xAyAz = {6(/),4) _ [6(pA) + aa_z(a(pA)) AZ]} AxAy.

dz dz 0z 0z

(2.17)

(2.18)

(2.19)

The rate of production or immobilization of specfesvithin the control volume is represented

by
Q4 AxAyAz,

(2.20)

whereQ, may represent the source of reaction rate. Tleeafathange of the concentration of

speciesA within the control volume is given by
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aaLfA AxAyAz. (2.21)

The species mass transfer balance is obtained diggathe first four expressions (2.17 - 2.20),
equating them to the rate of change of concentraguation (2.21) and dividing by the volume

AxAyAz, to get the following equation

e - (t00) 2 (100) 2 (240) g, e22

The negative signs are as a result of subtractueg of change of masses leaving the control
volume from those entering the control volume, ddfusion cases, as illustrated by figure 2.5.
For the isotropic (having the same physical progeiin thex, y andz directions) medium, and
the diffusion obeying the rate equation, followgnk-Kamenetskii [26]t follows that

9(pa) _ 9Cy

0x ox’

wherep, is the mass flux, an€, is the mass concentration or mass component cfesp® per

unit volume. ¢ is the diffusivity coefficient. Equation (2.22)tiserefore expressed as follows:

et el U Rl U A CR R (2.29

Equation (2.23) can also be expressed in vectan &g

acC,
—F = div(p grad Cy) + Qu,

and assuming thap were independent of y, zand(C,, the following would hold

9Ca _ (62CA 0%Cy 62CA)
e V(G t av2 | or? + Q4 (2.24)
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From the work done above, two equations for desuwgithe transport of a species in a reaction,
due to diffusion, were derived. These equationsbhelused to derive the governing equations as

discussed in the next section.

24 Governing Equations

For the case of a stockpile of a combustible malténi a reactive slab, diffusion of gases is
considered in a solid material. To simplify thectddtions, a one-dimensional (1-D) set up is
considered for the exothermic reaction in a sldie first equation to consider is the nonlinear
partial differential equation describing the tengtare field in the reactive slab. If diffusion is

considered as the main transport of energy in yses, then the sum of all energies, by
conservation, which is equal to the change in makenergy of the system, is related to the
temperature change by a specific hé&t,= cdT [26]. Using equation (2.16) for a 1-D set up,

the following equation is obtained:

08 oT_ 0T
PRE = PCRE = Y T e

and it is simplified as
T - k2l + oy, )2

wherek = % is the thermal diffusivity.

It is now necessary to concentrate on the heatceo®f, where © =%Q. It should be

remembered that the mathematical theory of comiuséspecially in the case of combustible
stockpile in a reactive slab, deals with combingstesn of equations of chemical kinetics, of
heat transfer and diffusion. The reaction ratemastioned in chapter 1, is dependable also on
the temperature in a nonlinear fashion given byh&nius equation. In this case, the heat source
term describes the evolution of heat in a chenreattion, and the rate at which heat is evolved
depends exponentially on the temperature given tolgeihius equation [26]. The heat source is
therefore expressed as
O = QAe E/RT, (2.26)
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whereQ is the heat of reactios, is the activation energy is the gas constand, is the pre-

exponential factor anfl is the temperature. Equation (2.25) is now exgess

X =k 2L+ QAeE/RT, (2.27)
It should be noted that equations (2.26) and (2\2#l) take appropriate forms in the next
chapters for the purpose of this study.

It is also possible to reduce the species transgpration to the form which is similar to heat
transfer equation as shown by equation (2.27).diftusion of gases in this case of exothermic
reaction, the components oxygen and carbon dioxifier in molecular weight, but for
convenience, their diffusion coefficients can bgareled as equal to their thermal diffusivity [4].
In the case of reacting species, the pre-exporidatitor A of the reaction rate is thought of as
depending on the concentration of the reactantiepddsing equation (2.24) and considering a

1-D set up as for the heat equation, the follovergression is attained

d92c

5}
=Vt (2.28)

Q4 the source of reaction rate, is also describethbyArrhenius equation as in the case of rate

of heat evolution case. Therefore
Q4 = Ae E/RT, (2.29)

and it should be noted that the heat of reaafida excluded in the case of diffusion of species.

Substituting equation (2.29) into equation (2.2®) tollowing equation is obtained
% _ pZC 4 peEIRT, (2.30)

at " 9x2

A 1-D set up for the species transport equationbeawritten, in general form, as
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ac _ p9%¢ ~E/RT

= Y - T Ae . (2.32)
The plus sign is associated with products of tleetren whereas the minus sign is associated
with initial reactants. In this case, the oxygempldgon equation will be associated with the

minus sign and the carbon dioxide emission one thighpositive sign.

2.5  Boundary and initial conditions

2.5.1 Boundary conditions

According to Newton’s Law of Cooling, the rate diange of temperature of an object is
proportional to the difference between its own terapure and the ambient temperature [23].
Taking into consideration the left boundary of thkab aty = 0, Newton’s Law can be

summarized as follows
the outward flux of heat = h[T(0,t) — T,], (2.32)

whereh is heat exchange/transfer coefficient, and it imeasure of how many calories flow
across the boundary per unit temperature differg@ecesecond perm. If we assume the slab to
be insulated at the surface whege= 0, thenh = 0, because there is no heat exchange at the
point. The outward flux is the number of caloreesssing the end of the slab per second. At the

right end of the slab whege= a, Newton’s Law of Cooling is also summarized as

the outward flux of heat = h[T(a,t) — T,] (2.33)
At this pointh # 0, if we assume that the boundary is not insulafexia result there is heat
exchange between the end on the right and theusiiog.

To formulate the boundary conditions, equation84P.and (2.33) are used together with

Fourier's Law of Cooling which states thus, “thetward flux of heat across a boundary is
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proportional to the inward normal derivative acrtdss boundary” [23]. In simpler terms, the law

is expressed as follows

the outward flux of heat (aty =0) = kg—;(o, t)
(2.34)
the outward flux of heat (aty = a) = —kg—; (a,t)

wherek is the thermal conductivity of the slabis also a measure of how well the slab conducts

heat. Aty = a the derivative is negative to indicate that héax flows from left to right. In
other wordsg—i (a,t) < 0 and this implies that the temperature decreases.

Combination of equations (2.32) and (2.33) witt842.yields the following equations:

aT
500 =0

s ) (2.35)
s@h=-2[1ad T,

For convenience saké,= h;. Equations (2.35) are called boundary conditiohshe second
and third types respectively.
The temperature distribution equation is of secorakr and for a moment, consideration of a

2
steady state condition, it can be noticed thatghaﬁng—; twice yieldsT = by + ¢, whereb

andc are constants of integration. To evaluate thesstaats, boundary conditions of the first
kind specifyingT aty = 0 andy = a respectively beind’(0) =T, andT(a) = T,, are used.
The boundary conditiof (0) implies that ¢ = T;, andT(a) implies thatT, = b X a + Ty, SO
thatT = (%)37 + T;. SinceT, is less tharT;, plotting T againsty will give a linear graph

with a negative slope. The following diagram ilhasés the plot under discussion.
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Figure 2.6: Temperature distribution through a slab

The figure above illustrates the temperature gradrea slab from left to right.
Boundary conditions for diffusion of species area#ed in a similar manner to the temperature
distribution case. The boundary conditions for axyglepletion in a slab are described as

follows,

ac

s n, (2.36)
55 (@D = —Z1C(,D - Cl]

where D is the diffusivity of oxygenC is its depletion concentratiorG, is its ambient
concentration and, is the coefficient of oxygen transfer between dtab and the surrounding

air. It follows that boundary conditions for carbdioxide emission are thus

200 =0
. (2.37)
@t = —2[P(a,D - R

wherey is the diffusivity of carbon dioxideP is its emission concentratioR, is its ambient
concentration anch; is the coefficient of carbon dioxide transfer beémn the slab and its

surrounding air.
2.5.2 Initial conditions

It should be taken into consideration that all ptaisprocesses start at some value of tirse0.

It is necessary to specify some physical condisibthis time. Experiments based on temperature
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distribution in a material, show that at some tiima constant temperatufg may be achieved
[23]. The initial condition in a slab can be remeted as

T(y,0) =T, 0<y<a.
The initial conditions for oxygen depletion andloam dioxide emission are described similarly.
They are respectively stated as

C(#,0) = C,, 0

IA
<
IA
8

and
P(#,0) =0, 0<y<a.

T, is the initial temperature of the slal, is the initial concentration of oxygen in the slab

2.6  Conclusion

Three governing nonlinear partial differential egpias were derived together with boundary and
initial conditions. Modified governing equations i are dimensionless will be used in the next
chapters for investigations. It should be noted the heat source and reaction rate source

expressions will take appropriate forms also akbeilshown by equations expressions.
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Chapter 3

Numerical investigation into COz2 Emission, @ Depletion and

Thermal Decomposition in a Reacting Slab.

An investigation into carbon dioxide emission, oxygen depletion and thermal decompositionin a
slab of reactive material is looked at in this chapter. Sudies have shown that the emission of
carbon dioxide is always coupled with the depletion of oxygen and the thermal decomposition in
a reactive stockpile of combustible material. An example of stockpile of reactive combustible
material is fossil fuels which include, among others, coal, oil, and natural gas. It is assumed that
the surface of the dlab is subjected to a symmetrical convective heat and mass exchange with the
surrounding environment. A nonlinear mathematical model for estimating the carbon dioxide
emission, oxygen depletion and thermal stability of a reacting slab is presented in this chapter.
The model is then tackled using a semi-implicit finite-difference scheme. Numerical and
graphical solutions are presented and discussed quantitatively with respect to various
parameters embedded in the problem.

3.1 Introduction

The emission of carbon dioxide €@ closely associated with oxygen @epletion and thermal
decomposition in a reacting slab. It is also undex that proper assessment of the emission
levels provides a crucial reference point for oth&sessment tools like climate change indicators
and mitigation strategies. In this chapter, a m@dr mathematical model for estimating the2CO
emission, @ depletion, and thermal stability of a reacting siabpresented and tackled
numerically using a semi-implicit finite differeneeheme. It is assumed that the slab surface is
subjected to a symmetrical convective heat and eradsange with the ambient. Both numerical
and graphical results are presented.

Studies relating to transient heating of combustiblaterial due to exothermic oxidation
chemical reactions are extremely important and rewade range of application in industry,

engineering, and environmental science [7]. Fangde, fossil fuel such as coal, oil, and
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natural gas, account for 85% of world’s primary rgiyesupply, 70% of world’s electricity and
heat generation and over 94% of energy for tranapon [72]. The production and use of these
combustible materials contribute up to 80% of2@@ission. Given expected increase in global
population, economic growth, and energy demandyrdirtuous rise in emissions is expected
unless fundamental technology changes occur inaglebergy systems which are currently
dominated by fossil fuels. The G@ollution is the principal human cause of globatmiamg and
climate change [26]Meanwhile, for proper assessment of the2@@ission and ©depletion
levels together with their impact on both the eoniment and life on Earth, knowledge of the
mathematical models of these complex chemical Bystis essential. These provide crucial
reference points for other assessment tools likarthl stability of the materials, climate change
indicators, and mitigation strategies. It may digtp in developing medium to long-term action
plans for climate change research and reliablegdesfithe system [19].

An extensive review of detailed chemical kineticdals for the heating-up of combustible
material is given by Simmie [70] and it was disatsn chapter one. Simmie’s review
considered post-1994 work and focuses on the maglefi hydrocarbon fuel oxidation in the gas
phase by detailed chemical kinetics and those expets which validate them. Moreover,
thermal combustion analysis has received much taiteimn the literature [5, 47, 72]. Several
studies have been directed towards obtaining atitondition for thermal ignition to occur in
the form of a critical value for the Frank-Kameritglkarameter [26]As discussed in chapter
one, usually, chemical processes include manyo @pseveral hundred, intermediate elementary
reactions [9]. For example, in combustion sciefiicis, very common to use complex multistep
reaction mechanism to predict the oxidation on bgdrbons [75]. However, the use of one-step
decomposition kinetics clearly simplifies the coroated chemistry involved in the problem but
is both practical and necessary without additiomadlormation about the individual
decomposition reaction steps [68, 77]. Meanwhifglgical solutions of the partial differential
equations governing transient heating of the comnflesmaterial undergoing oxidation reactions
are usually impossible or extremely difficult totaim. The exothermic nature of such reactions
leads to complex nonlinear transient interactiohedt conduction, mass diffusion, and chemical
reactions, as indicated in chapter two, resultingteep concentration and temperature gradients

[68]. In such circumstances, a better understandihghe system behavior can only be
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accomplished by conducting numerical simulationscépture the frontal behavior of the
processes.

The basic objective in this chapter, as mentioreatleg, is to provide a numerical estimate for
the thermal stability together with the rate of £Z3fnission and &depletion in transient heating
of a slab of combustible material in the preserfoenavective heat and mass exchange with the
ambient at the slab surface. The mathematical fatom of the problem is established in
section 3.2. In section 3.4, the semi-implicit endifference technique is implemented to tackle
the problem. Numerical and graphical solutions presented and discussed with respect to
various parameters embedded in the system. Thoome in section 3.5, followed by the

conclusion.

3.2 Mathematical Model

A stockpile of combustible material in a rectangu#ab is considered in this chapter. It is
assumed that the slab is undergoing@order oxidation chemical reaction and that théasess
of the slab are also assumed to be subjected tadboy conditions. The following figure

illustrates the set up for the study:

Q)
-3

= LoT . =
(0,6)=0 —k—=(a,t) = iy [T(a,f) — T,]
ay

Q
=

1 |

Insulated surface Convective heat transfer

Slab ac

€(0,2) =G —Dﬁi_a,?} = h,[C(a,t) - C,)

Oxidation reaction

idation ! O; exchange with ambient

Combustible Material
oT

Y 3=

- (@,f) = h3[P(a,f) — P.]

Y

Q

oy - CO; exchange with ambient

>

N

Figure 3.1: Geometry of the problem
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Another assumption is that one of the surfacessslated while the other one is subjected to
convective heat and mass exchange with the ambi€né complicated chemistry involved in
this problem is simplified by assuming a one-stejid-rate irreversible reaction between the
combustible material and the air oxygen.

Following Bebernes & Eberly [7], Koriko & Omowayel(], Makinde [47], Simmie [70],
Warnatz et al [75], and Williams [77] the nonlingaartial differential equations describing
temperature, oxygen and carbon dioxide concentratiohe combustible material can be written
as

e 2= K10 ()" (- e (5.

02 (&) -cren () s
2 =yZ2+ (M) € - corexn (Z),

with initial and boundary conditions as follows:

1
T =Ty, CFO0)=5C, PF0=0,
oT ac oP
—_(O,E) = _—(O:E) = __(O;E) = 0;
dy dy dy
52 (a,D) = h[T(a,D) = T, (3.2)

_Da_€(a,a = hz[C(a,D - Ca];
dy

d
—w%@@=mwma—m,

whereT is the absolute temperatur€,is the oxygen concentratio®, is the carbon dioxide
emission concentratiorf,, is the ambient temperaturé, is the oxygen concentration in the
surrounding airP, is the carbon dioxide concentration in the surddog air,t is the time T, is
the slab initial temperaturé, is the initial concentration of oxygen in the slalis the density,
¢, is the specific heat at constant presskris,the thermal conductivity of the reacting slabis
the diffusivity of oxygen in the slaly, is the diffusivity of carbon dioxide in the slaf,is the
exothermicity,A is the rate constank, is the activation energy is the universal gas constaht,

is the Planck number, is the vibration frequenc¥ is the Boltzmann constant,is the slab half
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width, y is the distance measured transverse directignis the coefficient of heat transfer
between the slab and its surroundingsjs the coefficient of oxygen transfer between stab
and its surroundingsi; is the coefficient of carbon dioxide transfer beén the slab and its
surroundingsn is the order of exothermic chemical reaction, anis the numerical exponent
such thatm € {—2,0,0.5}. The three values taken by the parameterepresent the numeric
exponent for sensitized, Arrhenius and BimolecWtaretics, respectively, as indicated by
Bebernes & Eberly [7] and Makinde [47].

3.3 Introduction of Dimensionless Parameters

The benefit of introducing dimensionless paramatetbat many of the physical parameters can
be combined into a smaller number of dimensionlessameters that describe a particular
phenomenon of interest [54]. Dimensionless parammetelp also to reduce the partial
differential equations into a form that can be lgasblved using numerical methods. The

following dimensionless variables are introduced equations (3.1 —3.2):

9 = E(T-Tp) — E(Tq—Top) — C—Cyp y= P A
RT¢ ' @ RT¢ '’ Ca=Co’ Py’
. ahq . ahy . ahg
Bll = T, Blz = T’ B13 = 7,
B, = pCcpRTE 8, = pCpRTE 1= (KT)m QAEa?(Cq—Co)™ ex (—E) g (3.3)
17 QE(Ca—Co)’ P2 ™ qEP, ’ “\u KRTZ P\zr)
y - kt RT¢ Dpcy YPCp
y:—' t=_2' l/[:—’ =—, 0=—,
a cppa E k k )

The dimensionless variables on (3.3) are introduggd equations (3.1)-(3.2) by first
considering the temperature equation. The equatomade dimensionless for9(y,t), by

substituting dimensionless parameters into it talye following

Cpp d(ORTE+ETy)
E cppa?
a(—k t)

_ k 0%(6RTE+ETy) KT\™ -~ \n_—E/RT
= e +QA(vl) (C — Cp)le (3.4)

Equation (3.4) can be simplified by taking out ttemstant parameters outside the derivatives,

E0Ty _ E0%Ty _
3t = oy =0, the

and knowing that the derivative of a constant isozeneans that,

following expression is obtained
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k00 k RL] KT\™

2 — 2 —E/RT
CppRTO —cppEaz E = WRTO a—yz + QA (W) (C - CO)"e / .

Thec,p cancels each other so that the expression is

2 k 30 _ Kk pr29%0
0 gq2 9t Ea? 062

+0A (5 ) (C = Cy)me E/RT, (3.5)
and dividing through b}?To , equation (3.5) becomes

6 _ 62_9 KT\ Ea®(C=Co)™ _E/RT
ot : T 04 ( ) KRTE € ' (3-6)

The second part of the right hand side of equgdf) contains physical constants that make the
whole equation non-dimensionless. It is therefareessary to introduck @, 8 andu described

under (3.3) above, to give the following dimensesd partial differential equation:

96 _ 9% magn
3% = 57 -+ A(1 + po)" e exp(

) (3.7)

1+ué

Similarly, governing partial differential equatiorier oxygen depletion and carbon dioxide

emission are obtained respectively as follows:

P 92 0
E = (XW - /181(1 + uH)mCID"eXp (m), (38)
and
oy 2y 0
FYi = 6_ + ABZ (1 + u@)mfbnexp ( ) (39)

In the same pattern, the corresponding initial Bmahdary conditions then become
0(y,0) =0, ®(y,0) =0.5, ¥(y,0) =0, Y\
S00=200=500=0

ZA,0=-Bul6,0 -6 | (3.10)

2,0 = -Bi[e(1,6) - 1],

T W0 = -Bis[¥(1,0 - 1],
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where A is the Frank-Kamenetskii parametgr,s the activation energy parametgy, is the
oxygen consumption rate parametey,is the carbon dioxide emission rate parametes the
oxygen diffusivity parametelg is the carbon dioxide diffusivity parameteRi,, Bi, andBi;
represent the thermal Biot number, oxygen Biot nemmand carbon dioxide Biot number
respectively. It should be noted that a body ofemak releasing heat to its surroundings may
achieve a safe steady state where the temperdttine body reaches some moderate value and
stabilizes. However, when the rate of heat germrati the material exceeds the rate of heat loss

to the surroundings, then ignition can occur.

3.4 Numerical Solution

The numerical algorithm is based on the semi-inipfioite difference scheme. The implicit
terms are taken at the intermediate time lewl+( &) where 0 < ¢ < 1. The algorithm
employed in this chapter usés= 1 to allow the use of larger steps, and it is theefpossible

to work with any value of the time step. The disieagion of the governing equations is based on

a linear Cartesian mesh and uniform grid on whichef differences are taken.

3.4.1 Semi-Implicit Finite Difference Method

Following the algorithm outlined in section 1.7the semi-implicit finite difference scheme
expressions for (3.17) — (3.19) are obtained a®val, by first considering the temperature

equation:

20 _ oNt1_gN

5t " (3.11)

It follows that

9%0 _ E(eﬁ?-ze{"“w{!{l (3.12)

9{\4]-1_2911\]"'91'1\11)
9y? (Ay)? ’

(Ay)?

)+(1—f)(
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so that equation of (3.7) becomes

o o) (O 20 kBl (O —20) 4l
At (Ay)? (Ay)?

+ A [(1 + uf;)™md;"exp ( i )]N (3.13)

14+ub;

Boundary conditions have the following finite difé@ce expressions

(91+1 6lL)=0=06/1, =06,

and
hy 1
(91+1 1) = _f[eiN - 0,] = _QiN = Ay (91+1 9{\11) -0,
SV = K gy oV = g,

CT Ayhy

Application of the boundary conditions, togethethaégombining the left hand side and the first

two terms on the right hand side of equation (3r&3)lts with the following equation
=&roftt + (L + 280Nt —groMtt = r(1 - 6N, + [1—2r(1 - &)oY

+r(1 - 86,

[(1 + uf;,)™md;"exp (1+ 5 )] N (3.14)

Expressions for the oxygen depletion and carboxidéoemission are given respectively as

follows:
—&radMt + (1 + 2&r)ad¥tt — fraoMtt = r(1 — Hadl, + [1 —2r(1 — H)]aol +

+r(1 = &adl

— Aty [(1 + pf) ™ "exp (H‘Z‘ ei)]N, (3.15)

and
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—&roWM + (1 + 2&r) oWt — EroWNi = (1 — oWN, + [1 — 2r(1 — &)]oWY
+r(1—&)a¥},

0,
14+ub;

+28¢8, [(1 + po)ma"exp (2] (3.16)

It should be noted that the three terms on theheftd side of each equation (3.14)-(3.16) are
unknown and that the first three terms on the righhd side are known. This system of

equations uses the weight paraméter 0.5 which follows the Crank-Nicolson method. But in

At
(ay)?”

the semi-implicit formula is illustrated by the dige 1.12 under section 1.6.1.

this study we considér= 1 as mentioned above and we have- The symbolic form of

The system of linear equations resulting from eegbation (3.14)-(3.16) forms a tridiagonal
system, which is solved using tridiagonal matriaesliscussed under section 1.7.1.
The semi-implicit schemes for temperature, oxygesncentration and carbon dioxide

concentration are respectively represented by:

e(IN+1) _g(N) 92 0 (N) )
g T _ 9 pg(N+E) men
- 000 LA [(1+ pe)morexp ()|
dWN+1) _p(V) 92 0 (N)
Z T pWN+E) mgn
= ass® 2B, [(1 + uf)™md exp( )] ,

1+ub
wN+1) _yp(N) 92 0 (N)
I T s wiNtd) mgyn
v =053 vy + 1B, [(1 + uf)md"exp (1+#e)] .

~~

(3.17)

J

Equations (3.14) to (3.16) can be represer@ By, N+ andw ™+ respectively, and their

graphical solutions are given in the following seat

3.5 Results and Discussion
The following parameter values were employed t@ gjkaphical solutions:
m = 0.5, n=1, 0,=01 a=1 o=1,

61 = 1, Bz = 1, Bll = 1, B12 = 1, B13 = 1, (318)
©=01 Ay=001, At=1, t=200.
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These will be the default values for the work irs tthapter, therefore in any graph where any of
these parameters is not explicitly mentioned, It be understood that such parameters take on

the default values.

3.5.1 Transient and Steady Flow Profiles

In this section we first consider the transientiohs which are given graphically and discussed

accordingly.

Figure 3.2 shows a transient increase in tempeyaiatil a steady-state is reached. A similar
scenario is obtained in figure 3.4 in which a transincrease in carbon dioxide emission is
observed until a steady state is reached. An ofpsguation is noticed in figure 3.3 where a
decrease in oxygen concentration is observed wittreasing time until a steady state
concentration is attained. These results are stamdi with intuition regarding exothermic

oxidation reactions.
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Figure 3.2: Transient and steady state slab temperature gsofil
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Figure 3.3: Transient and steady state slab oxygen profiles
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Figure 3.4: Transient and steady state slab carbon dioxid@gso

3.5.2 3-D Transient and Steady Flow Profiles

Figures 3.5 to 3.7 show three dimensional tempegatistribution, oxygen depletion and carbon
dioxide emission respectively. It is easy to obseftom figures 3.5 and 3.7 that both
temperature and carbon dioxide profiles increasg that the steady state in both cases is
achieved as timeincreases. From figure 3.6 we can see a declind®mxygen profiles, and

that the steady state is also attainetliasreases.
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Figure 3.6: 3-D Transient and steady state slab oxygen psofile
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Figure 3.7: 3-D Transient and steady state slab carbon digxidies

3.5.3 Parameter Dependence of Solutions in Stea8yate

In this subsection, the dependence of solutiorgaéady state on parameters is looked at. It was
seen from results above that the solutions reashealy state at timas> 4. The solutions

given in this sub-section are giventat 200, and are understood to be steady state solutions.

3.5.3.1 Effects of parameters on temperature

Figures 3.8 to 3.15 show dependence of temperatuparameters. It should be understood that
parameters that are not mentioned show no effe¢eimperature. We observe from figure 3.8
that increasingp the order of reaction reduces the temperatural@soin figure 3.9 an opposite
situation is observed which shows how the tempegaisl affected by the following types of
exothermic oxidation reactions, sensitized £ -2), Arrhenius if = 0) and biomoleculam{ =
0.5). We see that the temperature profiles incresgle the numerical exponent m. The
temperature is low an = -2, and highest during bimolecular reactionsnat 0.5. Effect of
Bi; on temperature is illustrated by figure 3.10 fromiatr we observe that temperature profiles
decrease with increasi8j,. We see a different scenario from figure 3.11 whbe temperature

increases a®i, increases. The increased oxygen in the slab isesethe oxidation reaction
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which results in temperature rise. Figure 3.12 shdhe effect ofA on temperature. The

observation is that an increase inshows a corresponding increase in temperaturetiar

words the rate of reaction increases the exothereaction which results in temperature rise.

The oxygen consumption rafg shows that temperature profiles decreasp,;as increased as

illustrated by figure 3.13 and opposite to this exgation we see that figure 3.14 shows that

increasing a the oxygen diffusivity parameter, the temperatls® increases. More diffusion of

oxygen accelerates the exothermic reaction witienstab and thus the rise in temperature. From

figure 3.15 we see that increasing the activatioergy parametep, gives a decline in

temperature parameters.
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3.5.3.2 Effects of parameters on oxygen

In this case we look at the effects of parametarsxygen as illustrated by figures 3.16 to 3.23.
It is interesting to investigate how some paransefacilitate the depletion of oxygen, while
others help to conserve it during an exothermictrea. From figure 3.16 we observe thatras
increases, there is a corresponding increase igesxprofiles. This means that the oxidation
reaction is reduced and hence less consumptioryafem corresponds to oxygen concentration
increase. But, figure 3.17 shows that oxygen idale@ asm increases and that the depletion is
high during bimolecular reactions. An opposite secegnis observed from figure 3.18 where an
increase inBi; shows corresponding increase in oxygen profilesaning little consumption
thereof. This is also shown by figure 3.19 where inorease inBi, increases oxygen
concentration within the slab. Figure 3.20 showess ¢fffect ofA on oxygen. We observe that
increasingl decreases the oxygen concentration during exotbegaction and this means that
oxygen is more depleted. We see the same situiatiigure 3.21 that an increasefin shows a
decrease in oxygen profiles which also causes aoxygpletion. From figure 3.22 we observe
that asa is increased a corresponding increase in oxygefilgs is achieved, and the same
scenario is illustrated by figure 3.23 where thggen profiles increase with increasipg These

last parameters favor the conservation of oxygen.
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Figure 3.20: Effects of on slab oxygen depletion profiles.
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Figure 3.21: Effects off; on slab oxygen depletion profiles.
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Figure 3.23: Effects ofu on slab oxygen depletion profiles.

3.5.3.3 Effects of parameters on carbon dioxide

We now consider how parameters can facilitate thesson of carbon dioxide in an exothermic
reaction within a reactive slab of combustible mateThis process is illustrated by figures 3.24
to 3.36. We observe from figure 3.24 that incregsithe order of reaction reduces the emission
of carbon dioxide because of the decrease in pmfitnd when the numerical exponents
increased, we see corresponding increase in calibaide profiles as illustrated by figure 3.25.
A different scenatrio is observed in figure 3.26 vehan increase iBi, results with a decrease in
carbon dioxide profiles. This is good for reduciceybon dioxide emission which affects the
environment in a negative manner. From figure 3v@7%ee that carbon dioxide profiles increase
as Bi, is increased. This parameter increases the emissidhe greenhouse gas. But it is

interesting to see that the carbon dioxide Biot berBi; reduces the emission of carbon dioxide
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as illustrated by figure 3.28, and however, as oieskin the temperature case, we see that
increasingA results with increase in carbon dioxide emissisnshown by figure 3.29. The
effects of; andf3, on carbon dioxide are illustrated by figures 3a8@ 3.31 respectively. In
figure 3.30 an increase [} decreases the concentration of carbon dioxidere@sethe increase

in B, shows a corresponding increase in the greenhassa/ge see the same situation in figure
3.32 as in figure 3.31 where an increase igives an increase in carbon dioxide emission. We
observe the effect af, carbon dioxide diffusivity parameter, for thesfitime on carbon dioxide.

It is also interesting to see that this parameter toes not favor carbon dioxide emission as
indicated by figure 3.33 where an increasecimesults with decrease in the greenhouse gas
profiles. We see the same result, where carbonidioprofiles also show a decreaseuass
increased as given by figure 3.34. This observasaxperienced for small values jof but for
higher values ofi, an increase in temperature and carbon dioxidestom profiles is observed.
This means that when the activation energy is lthe, exothermic chemical reaction is also
ineffective and thus oxygen is not depleted whiesuits with less slab’s temperature and very

little or no carbon dioxide emission.
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Figure 3.24:Effects ofn on slab Carbon dioxide emission profiles.
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Figure 3.27:Effects of B on slab Carbon dioxide emission profiles.
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Figure 3.33: Effects ofc on slab Carbon dioxide emission profiles.
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3.5.4. Thermal Stability and Blowup

In this subsection, the plots for thermal critiaWaluesd, (1, t), versus the Frank-Kamenetskii
parameteti, or the rate of reaction, are given respectivady,different values of the following
parametersn, m, Bi; and Bi,. Figures 3.35 to 3.38 illustrate the graphical sohd. The
solutions are given up to the stage where the gadfié show an onset of blowup in temperature.
Figure 3.35 show a decreasefij(1,t) profiles asn increases. The same scenario is observed as
Bi, is increased as indicated by figure 3.37. Fig3:86 and 3.38 show an increaseéj(1, t)
profiles asm andBi, are increased respectively. From figures 3.35 aBd ®e observe that the
blow up can be delayed by keeping high values odrpatersn and Bi, . But figures 3.36 and

3.8 show that the blow up can also be delayed bpikg low values ofm andBi,.
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Figure 3.35:Effects ofn on#6,,(1,t)
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3.6 Conclusion

The investigation into carbon dioxide emission, gety depletion and thermal decomposition in
a slab of reactive material was looked at in thempter. The derived partial derivatives
governing the problem were solved using semi-iniptidference method and the results were
given graphically and discussed. A common obsemats that parameters which increase
temperature and carbon dioxide emission increaseldpletion of oxygen and vice versa. Blow
up results were also presented graphically andugssd accordingly. Knowledge of blow up
values for different parameters is very importamicduse if this information is applied

appropriately, explosions especially that may hesed by exothermic reactions in stockpiles of

reactive materials can be prevented.
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Chapter 4

Modelling the effects of Thermal Radiation on CQ Emission and

O2 Depletion in a Reactive Slab

In this chapter, we examine the effects of thermal radiation on CO2 emission and O2 depletion in
an exothermic reactive slab of combustible materials with uniform surface temperature. The
governing equations for the nonlinear heat and mass transfer problem are derived and solved
numerically using Runge-Kutta-Fehlberg method with shooting technique. Numerical
expressions for temperature field, CO2 emitted and O2 depleted are derived and utilised to obtain
expressions for Nusselt number and Sherwood number at the material surface. The effects of
various thermophysical parameters on the temperature field, CO2 emission and Oz depletion are

depicted graphically and discussed quantitatively.

4.1 Introduction

Internal heat generation in a stockpile of reactiwmbustible materials and industrial waste such
as coal residue, sugarcane baggage, saw dust,n&dg.,occur due to oxidation chemical
reactions [65]. The continuous accumulations oft imeséhe material do lead to thermal ignition
with O, depletion and C®emission to the ambient environment [7, 76]. &3 CQ emission

to the ambient environment is well known as theamapuse of global warming and climate
change [64]. Meanwhile, thermal radiation occuremdver a body’'s temperature is greater than
absolute zero. Thermal radiation is defined as laotremagnetic radiation in the wavelength
range of 0.1 to 100 microns, and arises as a restéimperature difference between an object’s
surface temperature and its surrounding temper@t%ie34, 62]. A reactive slab can be thought
of as a gray-body, because it absorbs part ofatiation incident to it, rather than a blackbody
which absorbs completely all wavelengths of thermadiation incident to it [45]. Reactive slab
emits thermal radiation due to exothermic reactbits composing hydrocarbon material with
oxygen, which brings about temperature rise in shab [71]. One of the properties that

characterize thermal radiation is that the totabants of radiation of all frequencies increase
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steeply as the temperature rises [69]. Simmie [G&}e an extensive review of chemical kinetic
models for the reaction of hydrocarbons with oxygencombustible materials. It follows
therefore that the combustion reaction mechanispe®ally of large hydrocarbons, is more
complicated and includes many radicals [19]. Moerpvadequate knowledge of the
mathematical models of these complex chemical sysie extremely important in assessing the
thermal stability property of the materials, climathange indicators, and mitigation strategies
[26]. It may also help to develop a long-term actiplans for safety of life and properties.
Several authors including Makinde [47] and Sadidv&rkin [68] have examined the thermal
stability characteristics of a reacting slab withnathout reactant consumption using a one-step
decomposition kinetics. Makindet al [50] presented a numerical study of £&mission, @
depletion and thermal decomposition in a reactlag.sThe thermal stability of reacting masses
in a slab with asymmetric convective cooling wasdstd by Makinde [48]. Recently, the
numerical result for thermal decomposition of reactnaterials of variable thermal conductivity
and heat loss characteristics in a long pipe wasegmted by Makinde [49]. In all the earlier
studies, the effects of radiative heat loss on, @@ission, @ depletion and thermal stability
criteria for stockpile of reactive combustible m&tks have been ignored. Our objective in this
paper is to extend the earlier studies to incliedffects radiative heat loss on £€nission,

Oz depletion and thermal stability of rectangularciee® slab of combustible materials. In the
following sections, the differential equations goueg problem are obtained and solved
numerically using Runge-Kutta-Fehlberg method wshooting technique, as highlighted
already. Pertinent results are presented graphieall discussed quantitatively with respect to

various thermophysical parameters embedded inydters.

4.2 Mathematical Model

We consider a rectangular slab of combustible nateith a constant thermal conductivity
and surface emissivity. It is assumed that the slab is undergoing”aorder oxidation chemical
reaction. In order to simplify the complicated ch&tny involved in this problem, a one-step
finite rate irreversible chemical kinetics mechamis assumed between the material and the

oxygen of the air as follows:
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CiH; + (i +2) 0, - icO, + (2) H,0 + heat. (4.1)

Following Stefan-Boltzmann law, the radiative hdass at the material surface to the
surrounding ambient is given lgy= e¢p(T* — Ty) and is assumed to solely take place injthe

direction as illustrated in figure 4.3.1 below,

radiation heat loss
A

S § % % T:TW;CZCW;P:RV
Slab

Oxidation reaction

Combustible Material

>
L d

¥ b 4
I'=T,;C=Cy;P=F,

Figure 4.1 Geometry of the Problem
Following Bebernes & Eberly [7], Quadrelli & Petens[65] and Williams [77] the nonlinear

governing differential equations for the heat andsstransfer problem in the presence of

thermal radiation, C®emission and ©depletion can be written as

k% + QA (%)m Crexp (=) — ep(T* = T$) = 0, (4.2)
D Ziy‘; iy (%)m Crexp(-L) =0, (4.3)

azp km\™ E
Va2 +A (7) C"exp (— E) =0, (4.4)

with boundary conditions:

y=0 T=T, C¢=¢C, P=P, (4.5)

y=a T=T, C€=C, P=P, (4.6)



where T is the slab’s absolute temperatutk,is the oxygen concentratio®, is the carbon
dioxide emission concentratiorf,, is the slab surface temperaturé, is the oxygen
concentration at the slab surfaég,is the carbon dioxide concentration at the slakasa,k is
the thermal conductivity of the reacting slabis emissivity 0 < € < 1), ¢ is Stefan-Boltzmann
constant (5.6708 108W /m2K*), D is the diffusivity of oxygen in the slap,is the diffusivity
of carbon dioxide in the slaly, is the heat of reactiod is the rate constank, is the activation
energy,R is the universal gas constahts the Planck number, is the vibration frequency is
the Boltzmann constant, is the order of exothermic chemical reaction, angs the numerical
exponent such that € {—2,0,0.5}. The three values taken by the parameterepresent the
numeric exponent for sensitized, Arrhenius and Bazwalar kinetics, respectively [34, 70]. The
boundary conditions (4.5) and (4.6) describe thestamt temperature conditions at the base and

the top of the reactive slab respectively.

4.3 Introduction of dimensionless parameters

Remember that the introduction of dimensionlessampaters helps to reduce the partial
differential equations into a form that can be lgasdlved using numerical methods. The same
procedure used in chapter 3 section 3.3 is apptiechake the ordinary differential equations
dimensionless. The following dimensionless pararsetee first described, and later introduced
to equations (4. 2) — (4. 6)

E(T-Ty) Cc P
= o p=—, Y=—, )
RTy, Cw Py,

kRT3 kRT3

Bi=—"-, B2 =

~ QEDC,’ T2 QEYPR,’

1= (ﬂ)m QAEa?(Cy)™ exp (_ L) ’ ’ (4.7)

“\w KRTZ RT,

0

Equations (4.2) — (4.6) take the dimensionless farmgive the following expressions:

0
1+ub

Ziyi +2(1 + po)md"exp (=) — Ra((ub + 1)* — 1) = 0, (4.8)

a2o 0
P ABL(1 + u6)mdmexp (1+#9) =0, 4.9

77



d?y 0

o7+ ABo(1+ uo)™ dmexp (m) =0, (4.10)
y=0,06=0 &=1 W¥=1, (4.11)
y=160=0 &=1 Y¥=1, (4.12)

where 1 is the Frank-Kamenetski parametgr,is activation energy parameter, s oxygen
consumption rate paramet@s, is carbon dioxide emission rate parametes, is radiation
parameter. It should be noted further that if dtte 10f heat generation in the slab exceeds the rate
of heat loss to its surrounding, ignition can takece. The dimensionless heat and mass transfer

rate at the slab surface are expressed in teridsiggelt number and Sherwood number as

dae ad avy
Nu = —E(l), Shl = E(l), Shz = —E(l) (413)

4.4 Numerical Solution

The set of equations (4.8) — (4.10) together wiie boundary conditions (4.11) — (4.12)
including the Nusselt number and the Sherwood nusnimeequation (4.13), have been solved

numerically using the Runge-Kutta-Fehlberg methad shooting technique [45].

4.4.1 Runge-Kutta-Fehlberg Method

The algorithm outlined under section 1.7.2 is aggbliogether with the shooting method to solve
equations (4.8) — (4.10).

4.4.2 Shooting Technique Method

Following Lastman [43], Legodi & Makinde [44] andaklinde [53] the system of equations
(4.8) — (4.10) together with boundary conditionsl{y — (4.12), were solved using shooting
method coupled with RKF45 integration algorithm. &fe

B=x, 0'=x,, ®=x3, O =x, ¥=0x, ¥ = x,. It follows that equations (4.8) — (4.10)

are transformed into first order differential eqoas as follows:
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¥ = =201+ )" Ces)exp T) — Ra((us + = 1)

x'3 = x4

X'y = ACL+ px)™ (xs)"exp () = Ra((uxs +1)* = 1)

x's = x¢

x'g = —A(1 + ux;)™(x3)"exp (1+x;x1) —Ra((ux; + D*—1) (4.14)
subject to the initial conditions
x,(0) =0, x3(0) =1, x:(0) =1, x,(1) =0, x23(1) =1, (1) =1 (4.15)

The shooting method is coupled with RKF45 to gesults to expected accuracy.

45 Result and Discussion

In this section, the computational results obtaifexdthe model equations in the above section
are presented graphically and discussed quangétgtifor various values of thermophysical
parameters embedded in the system.

4.5.1 Effects of thermophysical parameter variatin on slab temperature profiles

Figures 4.2 — 4.7 illustrate the temperature peefilGenerally, the slab temperature is maximum
along the slab centerline region and minimum atvilafls satisfying the prescribed boundary
conditions. In figure 4.2, we observe that the séabperature increases with increasing values of
A due to increasing rate of internal heat generdiypexothermic chemical reaction. We observe
a different case in figure 4.3 where the increas®a leads to decrease in temperature. This
indicates that the more heat is lost due to ramhatine temperature of the slab is reduced more.
The same scenario is observed with figure 4.4.alt be seen that the slab’s temperature
decreases with increasing and this indicates that increasing the order ofttrea in an
exothermic reaction results with minimum tempemtdrop in a reactive slab. Figure 4.5
illustrates the effects ah on temperature. It can be observed that the isergan corresponds

to the increase in temperature. The results inglitat exothermic reaction occurs faster during
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bimolecular reactionsn{ = 0.5) which gives highest temperature profile cmnpared to

Arrhenius (n = 0) type of reaction, and that it is slower dgrisensitizedrti = -2) chemical

reaction. Effect of increasing on slab temperature profiles are illustrated iurfigg4.6, which

indicates that increasing results with decrease in temperature. In other gjarttrease in the

activation energy of the exothermic reaction iractive slab lowers the temperature. Figure 4.7

shows the same scenario, where an increa@grasults with decrease in temperature. The more

oxygen is consumed in the system, the exothermaictian is reduced and this causes the drop in

temperature of the slab.
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Figure 4.2: Effect of increasin@ on slab temperature profiles.
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Figure 4.7: Effect of increasin@; on slab temperature profiles.

4.5.2 Effects of thermophysical parameter variatin on slab Q depletion

The effects of parameter variation on slab oxygeplation are demonstrated in figures 4.8 —
4.12. It is interesting to note that the rate xygen depletion within the slab increases with an
increase in the exothermic reaction rate as showfigure 4.8. Ash increases, more oxygen is
consumed to generate more heat due to oxidatiomichereaction. From figure 4.9 we observe
that asRa is increased, the oxygen concentration is incika$his means that the more the
emissivity of slabs surface, the lesser the exatlereaction and more oxygen preservation. The
same scenario is observed with figure 4.10, whereénarease im results with increase in
oxygen concentration. It is good to note that iasmeg the order of chemical reaction is
favorable to oxygen conservation. Figure 4.11 itmtes that an increase m decreases the
temperature concentration. It can be observedmitae oxygen is depleted during bimolecular
reaction (n = 0.5). Effects of increasinfy on slab Oxygen depletion are illustrated by figure
4.12. It can be observed that [ass increased, more oxygen is depleted. The morgeixys
consumed in a reactive slab, the exothermic reactiaceduced and we observed also that the

temperature of the slab is decreased.

83



4
; B,=0.1,B,=0.1,n=1,
u=0.1,Ra=1,m=0.5
T+ -
0.999 ° °
.+ +.
+ O o+
o o
+ (<) o +
. o+ ° 0 +
0.998 o o
- s 0©® +
+ %0, 09° +
- . * ©000000000°° +
Q(‘V + +
= . - -
0.997 + +
: + +
- +
+ +
+ip sk
Tripppaet?t
09964 A=0.1
0oA=0.2
1 ++1=0.3
0995 - .A=04
I I I I 1
0 0.2 04 0.6 0.8 1

}r

Figure 4.8: Effect of increasin@ on slab Oxygen depletion profiles.
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Figure 4.11: Effect ofm on slab Oxygen depletion profiles
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Figure 4.12: Effect of increasing, on slab Oxygen depletion profiles.

4.5.3 Effects of thermophysical parameter variatin on slab CQ emission

Figures 4.13 — 4.18 depict the slab Carbon dioxadassion profiles. An increase in the
exothermic reaction rate represented by increasahges ofA, leads to an increase in the slab
Carbon dioxide emission rate as shown in Figur&@.4The emission is highest within the slab
centerline region. In figure 4.14, we observe tfiect of increasingRa on slab carbon dioxide
emission. It can be seen that increasing the vafuRa results with the decrease in carbon
dioxide profiles. The same scenario was observed teimperature profiles and this is due to
that the more the emissivity of the slab’s surfabe, lesser oxygen depletion and hence the
exothermic reaction is assumed not take place dieroio lessen carbon dioxide emission. We
observe the same scenario with figure 4.15, whegdricrease im gives a decrease in carbon
dioxide profiles. It is therefore necessary to @ase the order of reaction in order to lessen the
emission of carbon dioxide. Figure 4.16 illustréates effect oim on carbon dioxide. We observe
that an increase im corresponds to an increase in carbon dioxide eéwnigsrofiles and the
highest profile is observed during bimolecular tears (m = 0.5). From figure 4.17 we can see
that increasing; decreases the carbon dioxide profiles. This is tdudat as more oxygen is
consumed, the exothermic reaction is reduced amteh¢he emission of carbon dioxide is
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lessened. Effects of increasifig on slab Carbon dioxide emission profiles are fthated in
figure 4.18. In this case an increaseijrcorresponds to an increase in carbon dioxide |psofi
The presence of more carbon dioxide within a rgacslab reduces the exothermic chemical
reaction. During this process oxygen is not usedand the temperature rise cannot be

experienced.
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Figure 4.13: Effect of increasin@g on slab Carbon dioxide emission profiles
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Figure 4.15: Effect of increasingy on slab Carbon dioxide emission profiles.
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Figure 4.18:Effect of increasing, on slab Carbon dioxide emission profiles

4.5.4 Effects of parameter variation on thermal gticality values or blowups

Here we consider plots for thermal criticality vedl Nusselt numbeXu, versus the rate of
reaction, Frank-Kamenetskii parameter We consider manipulating parameters to establish
values to help us control the system against amylosion. Results are also represented

numerically in a table.

Figure 4.19 shows that at lowest valuefRaf the system blow up values are arrived at quicker,
as the rate of reaction increases. It can be $edrat high values dRa, the blow up values are
high and therefore it is better to allow more réidiato occur in order to avoid explosions.
Figure 4.20 shows the same scenario, where anaserman enhances thermal stability as the
rate of reaction increases. A different pictureshewn by figure 4.21. In this case we observe
that asm increases, the system becomes thermally ungbalol@use at high values of blow up
values are arrived at quicker. Figure 4.22 illussahat increasing may lead to some thermal
stability, because the blow ups occur at high \alferate of reaction ggincreases. Numerical

values confirm graphical solutions and they aregin table 4.1.
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Table 4.1: Computations showing the effects of various therysical parameters on thermal
criticality valuesp;= = 0.1

m| Ra | n| u Nu Ac

2| 1 1] 0.1 19.7873 | 9.4878
0 1 1] 0.1 6.4966 4.9129
05| 1 1|01 5.8275 4.5581
0 0 1] 0.1 6.2069 4.6195
0 5 1] 0.1 13.7238 | 6.6014
0 1 3| 0.1 16.9694 | 12.9801
0 1 5| 0.1 14.4564 | 21.310d
0 1 1| 0.2 15.3221 | 9.8132
0 1 1] 0.3 11.8179 | 12.5963

Table 4.1:Effects of various thermophysical parameters omtlagécriticality values

4.6 Conclusion

In this chapter the impact of heat loss due toatsmwh on CQ emission, @ depletion and
thermal stability in a reactive slab was lookedGifferential equations governing the problem
were obtained and solved numerically using Rung#akidehlberg method with shooting
technique. Results were shown graphically and dset accordingly. Measures to control the
exothermic reaction taking place in a slab fromlesipn were considered and results were given

graphically and numerically.
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Chapter 5

Analysis of CO, Emission, G Depletion and Thermal Stability in a

Convecting and Radiating Reactive Slab

In chapter 4 we considered the effects of radiation on temperature, oxygen depletion and carbon
dioxide emission profiles. This chapter investigates coupled convective and radiative heat |oss
effects on thermal stability, oxygen depletion and carbon dioxide emission in a reactive slab of
combustible material. The transient heating in a reactive dab is as a result of exothermic
reactions in which oxygen is a reactive species and carbon dioxide and heat are products. We
assume the surfaces of the slab to lose heat by convection asymmetrically and by radiation
symmetrically with the ambient. The nonlinear differential equations governing the problem are

solved numerically using Runge-Kutta-Fehlberg method with shooting technique.

51 Introduction

The generation of heat in a reactive slab is du¢héo exothermic reaction of combustible
material within the slab [1, 8, 22, 65]. This prsgdias a wide range of industrial applications in
the fields of solids combustion, heavy oil recoyancineration of waste material, design of
internal combustion engines and automobile exhaystem [30, 49], just to mention a few.
Studies have shown that exothermic reaction taglage in a reactive slab may result with up to
80% emission of carbon dioxide which contributeglimbal warming and climate change [50].
It should be noted too that the exothermic reactilue to reaction of hydrocarbon material with
oxygen, within a reactive slab results also witbrthal radiation emission, which brings about
temperature rise in the slab [72]. On the othedhars possible that the rate of heat generation
due to exothermic reaction within a slab may excdeel rate of heat loss to the cool
environment, which may lead to thermal explosioi][9his phenomenon is known as thermal
criticality and it is helpful in combustion theoayd provides safe storage criterion for materials
that can easily undergo exothermic reaction [226,42, 46, 49]. Various studies have been

carried out on thermal stability characteristicsaofeacting slab, and this was done with or
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without reactant consumption using one-step decaitipo kinetics [44, 47]. It follows also that
the complicated chemistry as a result of exotiheonemical reaction taking place in a reactive
slab is tackled by considering one-step decompuwskinetics, as according to Williams [77]
and this is helpful because the combustion reactiechanism, especially of large hydrocarbons,
is more complicated and includes many radicals. [0®] the other hand the complicated nature
of exothermic reactions give rise to nonlinear shwed interactions involving reacting species
and products diffusion, heat conduction and chelnmezctions. Furthermore, these interactions
lead to steep concentration and temperature griadj®n45, 68]. In this regard, Simmie [70]
provided a detailed review of chemical kinetic miedi®r the reaction of hydrocarbons with
oxygen in combustible materials.

However, to the best of our knowledge nothing aw\lgtle studies have been carried out on the
effects of convective and radiative heat loss on @@ission, @ depletion and thermal stability
in a reactive slab of combustible materials. Thgedive in this chapter is to investigate the
effects of heat loss due to convection and radiatio CQ emission, @ depletion and thermal
stability in a stockpile of reactive combustible teréals. The nonlinear differential equations
governing the problem are presented in sectiondnd, then solved numerically using Runge-
Kutta-Fehlberg method with shooting technique. Theults are presented graphically and
discussed quantitatively for effects of variousrwh@physical parameters on the temperature

field, CO» emission and ©depletion in section 5.5.

5.2 Mathematical Model

A rectangular slab of combustible material withcamstant thermal conductivity, and surface
emissivitye is considered in this chapter as it was in chaptdtis also assumed that the slab is
undergoing am™ order oxidation chemical reaction. A one-steptémate irreversible chemical
kinetics mechanism is also assumed, just like mptdrs three and four, between the material
and the oxygen of the air as follows:

CiH; + (1 +2)0, - i€, + (£) H0 + heat. (5.1)
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Heat loss as a result of radiation at the matsuaface to the surrounding ambient is given by
q = ep(T* —Ty), according to Stefan-Boltzmann law. It is alsouassd that radiation solely
takes place in thg direction, and that convective heat loss takesepéd both the lower and the

upper surfaces of the slab as illustrated in figufethat follows:

convective and radiative heat loss

'y daT
S _kd_}"zgz(T_Tm)‘C:Cw'P:Pw
Il_l Slab
™
Oxidation reaction
Combustible Material
y=0 X

daT
kd__)_' = gl(T - TOO)JC — Cw;P = PW

convective heat loss
Figure 5.1 Geometry of the Problem

Following Makinde [47], Makindeet al [50] and Simmie [70] the nonlinear governing
differential equations for the heat and mass termfoblem in the presence of thermal radiation,

COz emission and ©depletion can be written as

k% +0A (%)m CMexp (%) —ep(T* =T =0, (5.2)
D %}Z —A (%)m C"exp (— %) =0, (5.3)
yzi; +A (%)m C"exp (— 5) =0, (5.4)

with boundary conditions at the bottom and thedbthe reactive slab respectively as:
_ ar
y=0, kd_y =g,(r-7,), €C=¢, P=2PR,, (5.5)
_ ar
y=a, _kd_y =g9,(T-T,), C=¢C,, P=PR, (5.6)
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where T is the slab’s absolute temperatutk,is the oxygen concentratio®, is the carbon
dioxide emission concentratiofi, is the ambient temperatui@, is the oxygen concentration at
the slab surfacep,, is the carbon dioxide concentration at the slatbasa, k is the thermal
conductivity of the reacting slab,is emissivity 0 < ¢ < 1), ¢ is Stefan-Boltzmann constant
(5.6703% 108w /m2K*), D is the diffusivity of oxygen in the slap,is the diffusivity of carbon
dioxide in the slabQ is the heat of reactiod is the rate constank, is the activation energg

is the universal gas constaitjs the Planck numben is the vibration frequency is the
Boltzmann constang; is the distance measured vertically,is the heat transfer coefficient at
the lower surface of the sladp, is the heat transfer coefficient at the upperaxgfof the slabn

is the order of exothermic chemical reaction, amnds the numerical exponent such thate
{—2,0,0.5}. The three values taken by the parameterrepresent the numeric exponent for
sensitized, Arrhenius and Bimolecular kinetics,pextdively [8, 49, 66, 71]. The boundary
conditions (5.5) and (5.6) describe the temperatoralitions due to convective heat loss at the

base and the top of the reactive slab respectively.

5.3 Introduction of dimensionless parameters

As mentioned in the previous chapters, the intradocof dimensionless parameters is very
useful in reducing the partial differential equasointo a form that can be easily solved using
numerical methods. The following dimensionless peaters are introduced to equations (5.2) —
(5.6)

E(T-T. c P . ah
=TT =L w=L gj =)
RTZ, Cuw Py k
B, = kRTS B, = kRTS . _ah
17 ¢epc,’ P2 7 qeyp,’ " 17 &
1= (&)mwex (_ L) ' (5.7)
T\ KRTZ p RTeo/’
y RTs EPEa’T3
== =—, Ra =——"=.
y a’ K E "’ kR )

Equations (5.2) — (5.6) take the dimensionless form
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d*6 0
d_yz + A(l + u@)mcbnexp (m) - Ra((u@ + 1)4 - 1) =0, (58)
ao 0
d_yz - /1[;1(1 + uH)mCIDnexp (m) =0, (59)
azy 0
G5 B (1 + po) " dMexp (1+u ) =0, (5.10)
de .
y = 0, E = B119, b = 1, Y = 1, (511)
do .
y=1  =-Bi§, ®=1 ¥=1, (5.12)

where 1 is the Frank-Kamenetski parametgris activation energy parameter, s oxygen
consumption rate paramet@s, is carbon dioxide emission rate paramesger,is Biot number at
slab’s lower surfaceBi, is Biot number at slab’s upper surfa&a, is radiation parameter. The
dimensionless heat and mass transfer rate at ahessiface are expressed in terms of Nusselt

number and Sherwood numbers as
do do d¥
Nu = —E(l), Sh1 = E(l)’ Shz = —E(l). (513)

Equations (5.8) — (5.10) and the boundary condstii11) — (5.12) are solved numerically
using the Runge-Kutta-Fehlberg method with shootechnique [45]. From the process of
numerical computation, the Nusselt number and then&od numbers in equation (5.13) are

also worked out and their numerical values aregumtesi graphically.

5.4 Numerical Solution

Equations (5.8) — (5.10) including boundary comaisi (5.11) — (5.12) and Nusselt number with
Sherwood numbers in equation (5.13), have beeredatmerically using the Runge-Kutta-
Fehlberg method with shooting technique as disclssethe previous chapter. The same
procedure used in chapter 4 was applied to solvatems (5.8) — (5.13).
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5.5 Result and Discussion

Computational results obtained for the model eguatiin the above section are presented
graphically, and the results are also quantitagigetcussed for various values of thermophysical

parameters embedded in the system.

5.5.1 Effects of thermophysical parameter variatio on slab temperature profiles

The effects of some parameters on temperaturelgsadre illustrated by figures 5.2 — 5.9. We
observe from figure 5.2 that the temperature irsgsawith increasing.. This means that
increasing the rate of reaction in a reactive stalbeases exothermic chemical reaction which
favors increase in temperature. A different obs®rmas shown by figures 5.3 — 5.8 in which an
increase irRa, n, 4, Bij, Bi; andp;, respectivelyresults with a decrease on temperature profiles.
These parameters are helpful to keep the temperatuthe slab low and thus the thermal
stability of the system is attained. Figure 5.6vehithat adi; increases, temperature profiles are
lower at the bottom of the slab as compared totdipeof the slab. An opposite scenario is
observed from figure 5.7, where an increasBipnshows lower temperature profiles at the upper
surface of the slab as compared to the lower seiddcthe slab. Effect afn on temperature is
illustrated by figure 5.9. In this case we obsethat the temperature profiles increase with
increasingm, and we realize that the temperature is low dusegsitized o = -2) and highest

during Bimolecularfh = 0.5) reactions respectively.
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Figure 5.2: Effect of increasin@ on slab temperature profiles.
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5.5.2 Effects of thermophysical parameter variatin on slab Oxygen depletion

We now consider effects of parameter variation lab ®xygen depletion in a reactive slab of
combustible material. The effects are illustratgdigures 5.10 — 5.17. We observe from figure
5.10 that increasing the rate of reactioincreases the depletion of oxygen due to accelrat
exothermic chemical reaction within a slab. Frogufe 5.11 we see an opposite scenario that
increasing the radiation parametea, results with conservation of oxygen concentratésn
illustrated by increase in oxygen profiles, and faene situation is illustrated by figure 5.12
where an increase in the order of reactiomesults with corresponding increase in oxygen
profiles. An increase ofi; decreases the oxygen concentration within a reaslab as shown
by figure 5.13. This means that more oxygen is ugeduring the process which enhances the
exothermic reaction. An increase in the activagmergyx shows a corresponding increase in
oxygen profiles as illustrated by figure 5.14. Thisnteresting to note that a chemical reaction
with high activation energy will stimulate an exetimic reaction that will not require much of
oxygen that is so useful to life. Figure 5.15 ithases the effect of increasimj; on slab oxygen
depletion profiles. We observe from the figure thatBi, is increased, oxygen profiles also
increase, and we observe the same from figure Satre an increase iBi, shows a
corresponding increase in oxygen profiles, meatiag) the exothermic reaction is decelerated.
We also observe a decrease in oxygen profiles iasncreased from figure 5.17. Lesser oxygen

is used up during sensitized reactions as comparkdth Arrhenius and Bimolecular reactions.
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Figure 5.10: Effect of increasin@ on slab Oxygen depletion profiles.
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Figure 5.11: Effect of increasingra on slab Oxygen depletion profiles
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Figure 5.13: Effect of increasing); on slab Oxygen depletion profiles.
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Figure 5.14: Effect of increasing/ on slab Oxygen depletion profiles.
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Figure 5.15: Effect of increasin@i; on slab Oxygen depletion profiles.
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Figure 5.17:Effect of increasingn on slab Oxygen depletion profiles.
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5.5.3 Effects of thermophysical parameter variatin on slab CQ emission

In this subsection we look at effects of some tlogrhysical parameters on carbon dioxide
emission. Figures 5.18 — 5.26 illustrate thesecedfeFrom figure 5.18 we observe that an
increase in the rate of reactiarresults with an increase in carbon dioxide emissithis is due

to the accelerated exothermic reaction within {aé svhich gives out more carbon dioxide as a
product. A different scenario is given by figure&%and 5.20, where an increase in liedhand

n, result with the decrease in carbon dioxide pesfilespectively. We have seen from previous
discussions that increased order of reaction addhtian parameter saves the depletion of
oxygen. The same scenario is observed from figuzé Wwhere carbon dioxide profiles decrease
with increasingp;. We observe from figure 5.22 the effect of increg$l, on slab Carbon
dioxide emission profiles. Increase [, carbon dioxide emission rate parameter, shows a
corresponding increase in carbon dioxide emisdtogure 5.23 illustrates that an increaseuin
the activation energy of the system does not faaobon dioxide emission, since we observe a
minimal decrease in the profiles. The same sitnatioobserved from figures 5.24 and 5.25,
where an increase in boBi;, Biot number at the lower surface of the slab, BindBiot number

at the upper surface of the slab, respectivelyysiminor decreases in carbon dioxide profiles.
We should note that at the upper surface of the, $flath convective and radiative heat loss to
the surroundings are experienced. In figure 5.260lserve effect om on carbon dioxide
emission. Increasingn results with minor increase in carbon dioxide pesfand the emission of

carbon dioxide is highest during Bimolecular reaati
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Figure 5.18: Effect of increasin@ on slab Carbon dioxide emission profiles
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Figure 5.19: Effect of increasingra on slab Carbon dioxide emission profiles.
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Figure 5.20: Effect of increasing on slab Carbon dioxide emission profiles.
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Figure 5.21:Effect of increasing, on slab Carbon dioxide emission profiles
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Figure 5.22:Effect of increasing, on slab Carbon dioxide emission profiles
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Figure 5.23: Effect of increasing/ on slab Carbon dioxide emission profiles
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Figure 5.24:Effect of increasingi, on slab Carbon dioxide emission profiles
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Figure 5.25: Effect of increasingi, on slab Carbon dioxide emission profiles
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Figure 5.26: Effect of increasingn on slab Carbon dioxide emission profiles

5.5.4 Effects of parameter variation on thermal @ticality values or blowups

In this case we discuss the variation the rateeattion, Frank-Kamenetskii parameter with
the dimensionless heat transfer rate at the sldcgy Nusselt numbédu, for various values of
some parameters as shown by the figures plottéslirttportant to note that the results obtain for
the Nusselt number are exactly the same for Shahwmambers. Results are also represented in a
table.

The effect of increasinBa on slab thermal criticality values is shown by figb.27. It can be
observed that aRa is increasedNu also increases. It can also be seen that the bowcaurs
faster at lower values &a, as the rate of reaction increaskss therefore necessary to keep the
Ra values higher to allow thermal stability of thestgm. Figure 5.28 illustrates the effect of
increasingn on slab thermal criticality values. We observe shene scenario as in figure 5.27,
that asn increasesNu also increases with increasing rate of reactidre Blow ups also occur
faster at lower values of both rate of reaciloandNu. From figure 5.29 we observe the same
situation as for figures 5.27 and 5.28. Thermabita is attained by keeping higher values of
both Bi; andNu. We also observe the repetition of the procesgures 5.30 and 5.31, whete
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increases with increasirBji, andu respectively, and that thermal stability can dsoattained
by taking higher values oBi,, iz andA.The values are indicated in table 5.1 below. We a&se
different scenario in figure 5.32 wheel decreases with increasingand that thermal stability

is attained by keeping low valuesrmafand highNu values.
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Figure 5.28: Effect of increasing on slab thermal criticality values.

115



0.7 n=1,m=0.5,Ra=1,p=0.1
. B,=0.1,8,=0.1,Bi,=1
0.5
1 Bil=l,l.2,l.3
Nu 0'4__
0.3
0.2
0.1
0 T T T T i T 4 !
0 02 0.4 0.6 08
A

n=1,m=0.5Ra=1,n=0.1
081 B,=0.1,3,=0.1,Bi =1

0.6

Nu Bi,=1.8,1.2,1

0.4+

Figure 5.30: Effect of Bi, on slab thermal criticality values.
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Figure 5.31:Effect of increasing/on slab thermal criticality values.
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Figure 5.32: Effect of increasingn on slab thermal criticality values.

Numerical values for the NusselNy) number against the rate of reactidh d&re given in the

table that follow:
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