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ABSTRACT  

The use of Information and Communication Technology (ICT) in business has evolved to such an extent 

that many organizations (if not all) rely on Information Technology (IT) systems to better manage their 

processes, get competitive advantage, improve performance (efficiency and effectiveness), provide 

quality services on time and most importantly to keep customers happy. This has changed the way 

people communicate and conduct businesses, lowering processing cost, time and improving a return on 

investment. Therefore, high quality software systems are essential. Organizations adopt Agile Scrum 

methodologies in order to develop applications that help them to obtain a return on investment quickly, to 

improve customer satisfaction and to maintain competitive advantage. However, the IT industry is yet to 

develop error-free software that meets the expected quality standards. Therefore, the aim of this study 

was to explore the extent to which software quality assurance measures can be understood and applied 

to maximize the quality of software projects developed under Scrum methodology.  

A qualitative research method informed by an interpretive approach was used to collect and analyse data. 

Following the purposive sampling technique, five Scrum teams operating in different environments and 

two academics from one academic institution were interviewed. Structuration Theory (ST) was then used 

as an analytical framework to analyse data and to improve the understanding of Scrum practices and 

related quality assurance (QA) processes. Drawing on the major terms of ST, the contextual terrain of the 

Scrum development process was mapped. It reflected that rules are important aspects of Scrum 

functions. However, rules are not as strictly applied as in the traditional methodologies. The developer 

skill, project type and size have a direct influence on the practice/s. In Scrum, rules are flexible in that 

they can be modified to meet the environment and conditions of the team. Equally significant are 

resources, most particularly, time and the human resources in the form of developers and Scrum leaders. 

Otherwise, unit testing, user acceptance testing, close collaboration and code reviews were perceived as 

the most important practices in Scrum projects.  

In view of the findings, recommendations can be summed up into 4 main points; (1) that to ensure quality 

assurance in Scrum, Scrum teams, especially team leaders, should enforce compliance to standards, 

regardless of time pressures and tight deadlines; (2) It seems that the practice of working with the client 

to test final products as a quality assurance mechanism is working for all parties. This practice is 

encouraged and must be maintained; (3) Code reviews must be enforced, and that organisations invest in 

resources including the constant training of developers; (4) Project product owners, project managers, 

team leaders and business analysts should regularly meet with the user to verify requirements prior to the 

implementation phase. Active stakeholder involvement can minimize development costs and time. 

Key words: Agile software development, Scrum methods, software quality assurance, structuration 

theory  
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CHAPTER ONE – INTRODUCTION 

 

1. Importance of Information Technology 

Information Technology (IT) plays a significant role in our societies. In the past few years, 

the use of mobile devices such as cell phones, tablet PCs, and laptops has evolved in such 

a way that individuals cannot imagine life without them (Kent, 2013). Mobile devices have 

helped individuals to access information inexpensively, by means of such connections, users 

save on travelling costs (Jagun & Heeks, 2007). Mobile devices have made it possible for 

users to make calls, text, store information (personal and work related information), access 

the Internet and social networks and to use online financial transactions, easily and quickly.  

From the business perspective, technology plays a significant role in that companies are 

now relying on computers and software to effectively manage business information, to the 

extent that almost all organizations incorporate IT solutions to operate successful (Bae & 

Ashcroft, 2004). The enormous increase in the use of IT in our societies therefore, 

emphasizes the significance of quality in IT projects. Software products, related development 

processes and the quality therefore, are central to this point thus the quality of software 

products and related development processes is central in these projects (Huo, Verner, Zue, 

& Barbar, 2004; Serena, 2007). 

The IT industry is still faced with the challenge of delivering error-free software that meets 

the expected quality standards (Pressman, 2010). The development of software projects 

involves numerous error-prone activities. Failure to identify and correct such errors can 

result in subsequent failures in mission critical situations like healthcare systems, nuclear 

reactions, telephone switchboards, activities in space, banking and airline traffic control, thus 

the quality of software products is important (Huo et al., 2004; Serena Software Inc, 2007). 

Quality in software products is understood to be the most important determining factor in the 

success of IT projects (Pressman, 2010). Customers rate a project successful in terms of its 

ability to satisfy or exceed their needs, in other words the questions that are asked are: how 

well does the product serve the customers?  Does it cover all the specified requirements? Is 

the project delivered on time and within budget? However, in other mission critical industries 

like the healthcare sector, success is strongly determined by the software’s quality in terms 

of its efficiency and effectiveness. In this instance efficiency relates to the accuracy of the 

software in achieving its intended task. Effectiveness on the other hand refers to ensuring 

that the software accurately produces the product that satisfies the stated customer needs 

(Ichu & Nemani, 2011). 



2 
 

As a basis of almost all electronic task-based instructions therefore, software (either 

application or system software) is a significant component of computerized processes (Fetaji 

& Fetaji, 2009). The quality of software as a function of software engineering thus is implied 

in this argument. That is, if software is to accurately execute task functions, its development 

process should be  prudent so as to yield as near bug-free code as is technically possible 

(Ullah & Zaidi, 2009; Post & Kendall 2004; Szalvay, 2004). Otherwise, without dexterity in 

the development process, the quality of a software product will be suspect with a resultant 

program possibly failing to work effectively (Mahanti, 2007). However, the developers’ mere 

noble intentions alone are not enough to attain  high quality  software. The skill, experience 

and reputation of the developer are also critical (Khalaf & Al-Jedaiah, 2008). So is the 

management of the development process and most significantly, an appropriate software 

development methodology as well as effective software quality-assurance measures (Salo & 

Abrahamsson, 2006; Leau, Loo, Tham & Tan, 2012). 

2. Extent of Quality Assurance in Agile Methods 

It is stated in the preceding sections that software quality is growing in prominence, at a rate 

of unprecedented proportions, most probably due to the “pace of technology change and the 

underlying, related market dynamics” (Khalane, 2013, p.13). Following on from this 

statement are these observations: that one agile methodology, Scrum, is gaining popularity, 

and that it is becoming one of the most widely followed approaches in the software 

development industry (Szalvay, 2004; Nawaz & Malik, 2008). On the basis of these 

observations, a question ‘how can high quality requirements be achieved in Scrum projects?’ 

becomes both logical and urgent in this study. 

However, a synopsis of quality assurance literature on agile methods reflects visible 

limitations in terms of the availability of insight on this subject in existing literature. 

References to these limitations include low magnitude, quality (in terms of publications 

platforms) and quantity of research publications in the field. In a review of empirical literature 

on agile software development methods, for example, Dingsoyr, Dyba and Abrahamsson  

(2008) found a limited number of works in the scientific literature. In this analysis, only 21% 

of all the papers were published in scientific journals, with the rest representing secondary 

research in non-scientific platforms such as magazines, opinion platforms and blogs (Dyba & 

Dingsoyr, 2008). Of major concern in this study however, is an apparent lack of literature on 

Scrum, with as few as 6% of the articles focusing on this methodology, and a similar 

percentage discussing quality assurance (ibid). Another concern is that quality and quality-

assurance are discussed under a “broader agile umbrella” in the existing literature - as if all 

agile methods were altogether symmetrical (Khalane, 2013, p.15).  In this observation, one 
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may be tempted to ask whether the imbalance in terms of research focus between Extreme 

Programing (XP) and Scrum can be justified. Questions can be asked like: Is this because 

there are similarities between the two methodologies? Is research on XP adequate to 

explain processes in Scrum? Despite similarities in the underlying principle of agile methods, 

the fact that each methodology has its own distinct principles of practice that warrant 

separate treatment, dismisses this argument as almost ludicrous (Maruping, Venkatesh & 

Agarwal, 2009). For example, whilst XP focuses on supporting implementation steps, 

“Scrum targets the planning and management of development projects” (Overhage & 

Schlauderer 2012, p.5453). 

This point raises a concern, not so much in a realization that literature studies on agile 

methods tend to focus on XP methods, but that there is little or no attention given to 

management-oriented methods such as Scrum (Khalane, 2013). In other words, research to 

understand quality assurance practices in Scrum processes are necessary and urgent. 

It is not only the numbers and type of publication platforms that matter, but also the variety of 

issues, such as the richness and quality of topics covered, that determine the adequacy of 

existing research on the subject. In terms of the number and depth of articles about the 

topical issues associated with quality assurance, the literature seems to be grossly 

inadequate. 

2.1  Research Problem 

Since Scrum is increasing in popularity and adoption in the software development industry, 

clarity, on related quality assurance issues in its processes, not only becomes important but 

also urgent. The problem however, is that despite the increase in its adoption and uptake, it 

is not clear how Scrum teams can maximize quality requirements in Scrum projects. 

Explanations are that Scrum is one of the most under-researched Software development 

approaches in agile methods. Because of this vacuum the risk of failure (remain realistic) but 

also unpredictable in Scrum projects.  

3. Research Objective 

The objective of this study therefore, was to explore the extent to which software quality 

assurance processes can be understood and applied to maximize the quality of software in 

Scrum projects. Quality in this context is defined as fitness for purpose and as the product 

meeting user expectations. The aim was to identify at least 5 Scrum projects with different 

teams and operating circumstances, so as to understand common quality assurance 

processes upon which Software Quality Assurance (SQA) inferences on Scrum can be 
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made. The goal was to contribute additional insight into quality assurance in Scrum, so as to 

contribute towards improved quality assurance practices in agile methods, generally. 

4. Research Question/s 

How can software quality assurance processes be understood and applied to maximize the 

quality of software in Scrum projects? 

4.1 Sub-questions 

1. What are the SQA processes applicable in Scrum projects?  

2. What is the significance of SQA in Scrum projects?  

3. How are SQA practices applied and enforced in development projects of the current 

organization/ team/s? 

4. What is the SQA success rate in current Scrum development practices? 

5. What are the determinants of the SQA success/ failure rate in Scrum projects?  

6. How can software development teams maximize the quality of outputs in Scrum 

projects?  

7. What are the challenges facing Scrum SQA? 

5. Terminology of the thesis 

Customer is an organization or a person who buys the product or service with the intention 

of using or offering a service to a third party.  

Quality is defined as the completeness of characteristics of a product or service that 

satisfies or exceeds stated needs  (Bevan, 1995; Fitzpatrick, 1996; Wilson & Hall, 1998). 

Software Quality refers to the software’s fitness for purpose or use (Alsultanny & Wohaishi, 

2009; Jones & Bonsignour, 2012)  the way in which the system conforms to defined 

requirements (English, 1996; (Sirshar & Arif, 2012) and how well it meets the customer’s 

needs (Bevan, 1999; Galin, 2004; Berander, Damm, Erriksson, Gorschek, Henningsson, 

Jonsson, Kagstrom, Milicic, Martensson, Ronkko & Tomaszewski, 2005; Mnkandla & 

Dwolatzky, 2006;  Yahaya, Deraman & Hamdan, 2008;   Pressman, 2010; Nafees 2011; 

Sommerville, 2011). 

Software Quality Assurance (SQA) refers to an effective and continuous quality validation 

as well as the verification processes within the software development life cycle. In terms of 

the definition of quality thus, SQA refers to the validation and verification of quality in the 

sense of ensuring the fitness for purpose, conformance to specifications, and that the end 
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product meets the needs of the customer (Mnkandla & Dwolatzky, 2006; Sommerville, 2011; 

Jones & Bonsignour, 2012; The Free Dictionary, 2013). 

User is the person using the system after it has been fully developed and installed. 

6. Structure of the thesis 

The structure of the proposed research project is outlined in Figure 1. 
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7. Conclusion to Chapter One 

The aim of this chapter was to present the significance of IT in society and in business. It is 

evident that organizations rely on IT to operate effectively. The enormous increase in the 

use of IT in societies also substantiates the importance and criticality of developing quality 

products. It was also highlighted that though the increase in the use IT, particularly for 

managing business information, the IT industry is still faced with a challenge of developing 

quality products. Traditional methodologies are blamed for the high failure rate of IT systems 

as a result, organizations have adopted agile Scrum methodologies. However, despite the 

increase in the uptake of Scrum methodologies it is not clear how Scrum teams achieve the 

high quality that is required in Scrum projects. Therefore, the purpose of this study was to 

identify at least 5 Scrum projects, with different teams and operating circumstances, so as to 

identify and understand the common quality assurance practices adopted by software 

development teams within the Scrum methodologies and hopefully to contribute towards 

improved quality assurance practices in agile methods 

The next chapter presents the literature on related studies, the emphasis being on the 

quality of software products, the importance of quality, and outlines different ways in which 

quality is understood and applied in software development processes. 
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CHAPTER TWO – SOFTWARE QUALITY ASSURANCE 

 

2. Introduction 

The previous chapter clearly highlighted the significance of IT in societies, communications 

and businesses as they rely on software systems for managing information effectively. It is 

on this basis that software quality and quality assurance becomes a priority. This chapter 

opens with a discussion of different views of quality. It presents testing as a validation and 

verification process of quality assurance.  

This chapter is divided into four major sections: the first is a clarification of quality from a 

general perspective and of the importance of quality in software development. This is 

followed in 2.2 by a presentation of the different ways of ensuring quality in a software 

development process.  In 2.3 there is a discussion of software development methodologies 

(traditional and agile) focusing on sequential phases of the development process, section 

2.4 looks at related studies and finally the conclusion in section 2.5. 

2.1  Software Quality 

The phenomenon of quality, generally, is defined as the completeness of characteristics of a 

product or service that satisfies or exceeds stated needs (Bevan, 1995; Fitzpatrick, 1996; 

Wilson & Hall, 1998; Business Disctionary, 2013). For example, a product that is developed 

or a service that is rendered can be judged either as of high or low quality, depending on 

how it meets stated or non-stated standard requirements. In software development then, 

quality refers to the software’s fitness for purpose or use (Alsultanny & Wohaishi, 2009;  

Jones & Bonsignour, 2012) the extent to which the system conforms to defined requirements 

(English, 1996; Sirshar & Arif, 2012) and meets a customer’s needs (Bevan, 1999; Galin, 

2004; Berander et al., 2005; Mnkandla & Dwolatzky, 2006;  Yahaya et al., 2008;   Pressman, 

2010; Nafees, 2011; Sommerville, 2011). 

2.1.1 Quality as Fitness for Purpose 

In terms of ‘fitness for purpose’, a software should meet the intended goals of the customer 

in terms of scope, time and cost efficiencies (Elam, 2011). Software scope relates to the 

estimation and management of a customer’s requirements (Pressman, 2010). Scope, time 

and cost relate to an important aspect of software development called project estimation. In 

the software development life cycle, there is always risk, either of not meeting the intended 

needs, by exceeding budget or of delivering poor quality software due to poor estimation 



8 
 

ending up wasting money (Sneed & Merey, 1985). Scope estimation, is where requirements 

are adequately articulated to ensure that the development process, and ultimately, the 

software product meet expectations, in terms of performance, without escalating time and 

costs (Bevan, 1997). Project scope is an important aspect that contributes towards achieving 

quality results in terms of products that are easy for customers to use and understand (Meli, 

1999). From the development process point of view, quality as fitness for purpose also 

relates to the efficiency and effectiveness of a software product (Fitzpatrick, 1996). Further, it 

is not uncommon for customers to also perceive a product that is delivered on time and 

within budget, as being of higher quality (Khalaf & Al-Jedaiah, 2008). For example, if the 

size, time, effort, duration and cost of development process are accurately estimated, the 

risk of not meeting a user’s requirements can be reduced (Pressman, 2010).  

Quality as fitness for purpose therefore, includes efforts to ensure that development 

processes yield a software product that meets a customer’s needs (Sallis, 1996). From the 

software’s and customer’s perspective this implies that it is not enough for a product to work, 

but it must also be reliable and easy to use (Kitchenham & Pfleeger, 1996). Unless the ease 

of use is clearly articulated, catered for and prioritized under the 'definition of requirements’ 

phase, then, the usability aspect of the product may be threatened (ibid). 

In terms of conformance to defined requirements, a software product should be flexible in its 

ability to adapt to new environments (Yahaya et al., 2008), provide value to customers and 

must meet the performance goals and the features defined in the requirements specification 

phase (Pressman, 2010).  

A customer or user’s needs and environments are continuously changing. Therefore, 

flexibility, including software customizability and adaptability, become an important aspect of 

quality. Flexibility is the degree to which the use of a software system can be modified easily 

during the software development life cycle and after the software has been released, as well 

as how well the software is able to adjust to changing requirements and needs (Eden & 

Mens, 2006; Truren, 2010). There may be a variety of aspects that can form 'system 

requirements’ specifications. One of these is software flexibility which is either software 

process flexibility or product flexibility. Process flexibility focuses on ensuring that the 

business process changes are considered from the requirement specification phase up to 

the implementation phase. Product flexibility on the other hand refers to the requirement 

modification and the software’s internal structure changes (Subramaniam & Zulzalil, 2012). 

As a quality component, flexibility is when a software product can accurately accommodate 

changes in a short period of time, and at a low costs. 
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In fact, most software users rate the customizability and adaptability to their evolving 

innovation needs as a major development requirement (Makabee, 2013), which is a 

significant quality aspect. Software should be customizable to reduce a user’s costs. In this 

context customizability refers to the degree of ease with which software extends functionality 

in order to meet user’s needs without altering the existing software and without accelerating 

maintenance costs (Advoss, 2014). An example of poor customizability would be when the 

addition of new features requires the software to be redeveloped, due to lack of adaptability 

(Subramanian & Chung, 2001).   

The requirements and the operation environments often change. Hence, software 

adaptability to systems innovative changes is also critical for businesses to survive. In other 

words, it is not enough for a software system to only solve the problem but it has to 

accommodate changes, without causing failures in the existing system. Software adaptability 

is the degree to which the software is easy to adapt to external changes. It also refers to the 

capability of the software to accommodate modifications (Naik & Tripathy, 2008) in order to 

cope with major changes in business processes, without interrupting existing systems (Shen 

& Ren, 1990; Engel & Browning, 2006). In addition, adaptable systems are easily 

customizable by end users, and adaptability is important in reducing software costs by 

making it possible for a business to engage in new business opportunities, with minimum 

time delays.  

As the dominant aspects of systems design requirements, compliance to software flexibility, 

which incorporates customizability and adaptability, implies compliance to a significant 

component of customer quality-expectations. For example, quality is ensured by complying 

with stated and unstated customer requirements. Thus, if flexibility expectations are not met, 

the customer will not be satisfied with the overall quality aspect of a software product 

(Pressman, 2010), even if other performance aspects are satisfactory. When followed and 

implemented properly, these attributes make it possible for customers to make changes or 

add new functionalities, easily, and without redesigning the entire software. It is in this 

context then, that compliance to these requirements, where they have been prioritized in 

initial specifications, is considered a significant aspect of quality in software development. 

2.1.2 Quality as Meeting Customer Needs 

In terms of meeting customer needs, quality means making customers’ lives easier and 

more worthwhile by optimizing aspects that they care about (English, 1996). Meeting 

customers’ needs also refers to a user’s view point of quality, called quality in use. Quality in 

use is measured by assessing the software’s effectiveness, productivity and the satisfaction 

of users when carrying out specific tasks (Bevan, 1999), as well as the capability of the 
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software product to help users achieve their goals easily (Nafees, 2011). On the other hand 

effectiveness is measured by the software’s correctness and the accuracy achieved when 

performing specific goals (ibid). User satisfaction is usually measured by conducting a 

survey to find out how users think of a specific software product, by focusing on the 

software’s Functionality, Usability, Performance, Reliability, Maintainability and the Service it 

provides. Usability is defined as the extent to which the software is easy to use, learn and 

understand (Bevan, 1999). Reliability is the extent to which a program can be expected to 

perform its intended function with required correctness and is able to maintain its level of 

performance (Naik & Tripathy, 2008; Pressman, 2010). Reliability is then determined by the 

number of defects found in the software (Serumgard, 1997). The software system is 

considered reliable if it continues to thoroughly perform well and achieve its goals over a 

long period of time (Fitzpatrick, 1996). Software reliability can be achieved by reducing 

complexity of the planning and development processes, making it easy to modify it when 

there are new requirements (Alsultanny & Wohaishi, 2009). 

Software reliability also contributes to the fitness for purpose aspect of quality, in the same 

way as it informs the expectation of conformance to requirements in the manufacturing 

industry (Kitchenham & Pfleeger, 1996). From the manufacture’s point of view in this 

instance, focus is on examining the product to ensure that the product is developed right the 

first time, and that it conforms strictly to specifications (Sirshar & Arif, 2012). Where quality is 

linked with the notion of value-for-money it is perceived as something that is determined by 

the amount of money that a customer is willing to pay for a product (Mnkandla & Dwolatzky, 

2006; Naik & Tripathy, 2008; Pressman, 2010). Value based assessments are concerned 

with software design costs that alter when there are changes in the requirement 

specifications, and therefore a focus is often placed on limiting the cost of rework during the 

development lifecycle (Kitchenham & Pfleeger, 1996). 

It is clear in this discussion that though quality has different categories of meanings, that the 

interests of the customer and the user are central to all interpretations. For this reason, it can 

be argued that quality should be the responsibility of every project stakeholder meaning that 

project stakeholders need to work together in order to deliver high quality software and to 

collectively address issues of poor quality by introducing techniques and controls for 

ensuring quality (quality assurance) in developed systems (Bevan, 1997). 

2.2   Quality Assurance in Software Development 

Software quality assurance has been in existence for a number of years. Quality assurance 

standards were first introduced in military contract software development in the 1970s where 

the purpose was to ensure that the development process conforms to defined quality 
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standards (Pressman, 2010). Due to the criticalities in today’s software systems,  software 

quality assurance practices are being given a high priority in the software development 

industry (Nawaz & Malik, 2008; Safecode, 2008).  

Software Quality Assurance (SQA) is defined as an effective and continuous quality 

validation which includes the verification processes within the software development life 

cycle. In terms of the definition of quality thus, SQA refers to the validation and verification of 

quality in three senses: that of ensuring the fitness for purpose, that of conforming to 

specifications, and that of the end product meeting the needs of the customer (Mnkandla & 

Dwolatzky, 2006; Sommerville, 2011; Jones & Bonsignour, 2012; The Free Dictionary, 

2013). 

2.2.1 Quality Assurance as Process Validation and Verification 

Validation refers to the process where a component within the development process is 

checked for consistency and completeness, to ensure that the software meets the specified 

requirements and that the end product is fit for purpose (Galin, 2004;  Easterbrook, 2010). 

This entails the clarification of consistency and correctness in all the phases of the 

development life cycle (Naik & Tripathy, 2008). Depending on the methodology applied in 

the development process, the validation process can be conducted during the early stages 

of the development process, at the end of development phase or throughout the software 

development life cycle (Khraiwesh & Jordan, 2011). In this process, emphasis is placed on 

modelling, prototyping and user evaluation, to ensure that the development team develops 

the right product. The aim of validation is to ensure the usability and usefulness of software, 

by finding and fixing defects. It is also to strengthen the development process through 

functionality evaluations, to ensure that the development phase satisfies the conditions 

imposed at the beginning of that phase (Massey & Satao, 2012 Sommerville, 2011). For this 

reason, the validation (also known as the verification) process plays a major role in 

improving quality in software development (Khraiwesh & Jordan, 2011). 

Validation is concerned with enforcing high quality in systems, by testing and inspecting to 

ensure that the end-product is as near-bug free as is technically possible (Easterbrook 

2010). 

2.2.2 Software Testing as the Validation Process 

Software testing is a process of executing a program in order to find defects and to verify 

that the software does what it is supposed to do (Khraiwesh & Jordan, 2011; Tuteja & 

Dubey, 2012). Defects are the common errors encountered while developing the software, 
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they can be the bugs in the code or a system that cannot work according to expectations 

(Mosaicinc, 2001).   

Testing is an important SQA process in that it validates and ensures functionality 

compliances in respective phase/s of the software development life cycle. Testing is used to 

reduce bugs and carry out related fixes. In fact, the cost of defects found during the testing 

phase may be less than that associated with those found after the software is released (Naik 

& Tripathy, 2008). In this case the significance of testing is to minimize the amount of rework 

and costs associated with bug fixes. Testing also helps to improve the conformance to the 

requirements’ specification. 

Inspection, which is a component of testing, is equally important in that it facilitates the 

identification of defects that can then be retested and fixed (Wallin, 2002). The objective of 

both testing and inspection is to produce high quality software, by ensuring that the software 

has a low number of defects, and is free from vulnerabilities (Webopedia, 2014). Testing is 

also to ensure that the product reaches and complies with the required standards of 

maintainability, reliability as well as reusability (Fitzpatrick, 1996; Sirshar & Arif, 2012), thus 

making sure that the software is fit for its purpose. 

The SQA can also be viewed as compliance with planned standards (Pressman, 2010) 

which monitor technical requirements, to ensure conformance to specification requirements 

defined in the technical requirements (Galin, 2004; Ahamed, 2011). Quality standards are 

further divided into product and process standards. Product standards include requirement 

documents and documentation standards which are used by developers as a guide on how 

programming languages should be used. Process standards on the other hand define 

processes that should be used while developing the software product. These standards 

include document description, definition of specifications and the good development 

practice. In this instance the significance of software standards is to define the level of 

quality to be achieved in order to satisfy customer needs, for example (product) 

dependability, usability and performance (Sommerville, 2011). Standards help to keep 

consistency throughout the software life cycle, they increase efficiency, which shortens 

development time. Standards stress the importance of meeting minimum projections and of 

planning processes according to pre-defined quality projections. Furthermore, it is the 

responsibility of the project manager and the quality manager to plan these standards early 

when starting the project.  Planning involves the prioritization of standards by specifying 

those standards that can be modified and those that cannot (be modified). This is because 

technology and programming languages change frequently, therefore software standards 

need to adapt easily to changes. 
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Software Quality Assurance (SQA) consists of a set of quality models and assurance 

processes which cover all phases of the software development life cycle. The aim of these 

quality models is to identify factors which affect software quality. These processes are very 

important as they help in building and maintaining the quality of the product (Tomar & 

Thakare, 2012). One component of the software quality assurance process is process 

control, which ensures control in the software development life cycle. Process control is one 

of the effective mechanisms which ensure the product’s fitness for use (NASA, 2004). It is 

used in combination with software cases in design and development of the software system. 

Assurance cases are the collection of sets of bodies of evidence organized as arguments 

that demonstrate functionality, safety, security and quality of a software product (Conklin, 

2011).  

2.3  Software Development Methodologies 

Though the intention of every software engineering process is to produce the best end 

product in terms of quality, success is largely dependent on a sound balance between key 

process factors within an appropriate development methodology (Aggarwal & Sigh, 2001). In 

this respect, software developers often have to decide whether to use traditional methods, 

such as waterfall, or agile methods, such as extreme programming (XP) or Scrum, in specific 

software engineering projects (Geambasu, Jianu, Jianu & Gavrila, 2011). Obviously, 

arguments on quality assurance aspects of software vary, with notable differences in 

perspectives prevailing between the proponents of traditional and of agile methods, on what 

are the ideal practices. Disagreements often revolve around the merits and demerits of each 

methodology in their respective contexts (Sousa, 2013).  

2.3.1 Traditional Software Development Methods 

Traditional methods such as spiral model, rapid prototyping, incremental development, V-

Model and Waterfall model are unique in the sense that they are based on a sequential 

series of steps (Rohil, 2012; Leau, Loo, Tham & Tan, 2012). The Waterfall model, which was 

developed by Royce in 1970s (Smith, 2003) with the purpose of introducing a level of 

formality into software systems development, is a useful example of traditional methods. It is 

characterized by a clear articulation of development requirements that inform each of the 

phases in the development process (Khalaf & Al-Jedaiah, 2008). In other words it is a highly 

structured, sequential software development process that progresses through various 

software design and development phases in a linear fashion, like a waterfall (Cadle & 

Yeates, 2008; Czarnacka-Chrobot, 2010; Select Business Solutions, 2013). The merit of the 

model is largely on the interdependence of sequences between all phases. In this respect, 
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the end of each phase becomes the start of the next phase and the output of each phase 

becomes the input of the following phase (Cadle & Yeates, 2008).  

The significance of this approach is that compliance with development requirements is 

ensured at the end of each phase, thereby limiting the margin of error at the output phase. In 

other words, each phase has a deadline and once a phase is completed, it cannot be 

revisited (Mccormick, 2012). Requirement analysis which includes the investigation and 

understanding of users’ business processes, constraints, risks and performance levels, is 

prioritized in this model (Khalaf & Al-Jedaiah, 2008). 

The process phases in the waterfall model consist of requirement specification, system 

design, coding, software deployment and the system maintenance (The SDLC, 2005; Tuteja 

& Dubey, 2012). As reflected in section 2.2, quality assurance is a significant aspect of all 

the software development phases, in the waterfall model. 

2.3.2 Requirement Specification Phase   

The first important phase in the development life cycle, critical to the success of the project 

(Bender RBT Inc,  2003) is the requirements gathering and analysis, known as requirements 

specification, which is done by system analysts (Smith, 2003). The aim of this process is to 

gather as much information about the system as possible. The aim is also to verify and 

validate such requirements in order to limit errors, and avoid changes later in the 

development process, thus improving quality (Young, 2002).  

In the requirements specification phase, system requirements are divided into functional and 

non-functional aspects. Functional requirements are features and specifications that define 

what is going to be built by the developers (Szalvay, 2004). Non-functional requirements on 

the other hand, deal with the quality issues of the system, including security aspects (Chung 

& do Prado, 2009). Verification and validation, which are central elements of the quality 

assurance (QA) process, feature strongly in this phase (Massey & Satao, 2012). In this 

phase, requirements are ascertained, then accurately verified and validated using peer 

reviews, scenarios and walk-throughs in order to satisfy project stakeholders (including the 

client, developer and the user). The verification and validation aspects are the distinct 

strengths of the structured models in that they improve clarity which helps inform QA and 

control in all other development phases (Galin, 2004). 

The requirements specification document, which becomes the input of the design phase and 

the user requirement document, is an important aspect of this phase. It is used by system[s] 

analysts to communicate their understanding of the system with users. Meanwhile, the user 

requirements document describes the system’s security requirements, physical, interface, 

performance, data and other important aspects of the software development process 
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(OSQA, 2009). These two documents help developers to develop high quality reliable 

software that meet users’ needs on time and within budget (Young, 2002). 

The importance of the requirements gathering phase therefore, is that it helps developers to 

accurately map the requirements to a subset of the module, thereby increasing the 

correctness of the system. The significance of this phase is that it also helps to estimate the 

development timeframe, to predict possible problems and to alleviate associated risks in the 

development process. This way, appropriate plans can be made to ensure that the end 

product is of high quality (Leau et al., 2012). 

On this basis, it is also important for project stakeholders to understand and work together 

while analysing the requirements. When all the project stakeholders work together as a team 

with a common goal, it facilitates the collaborative effort towards the implementation of 

software quality control measures (Owens & Khazanchi, 2009). 

Within the waterfall methodology then, it is only when all the project stakeholders are 

satisfied with the requirements specification that the phase gets signed off,  in order to move 

on to the second phase. It is clear that the requirements specification phase is the most 

important phase in the Software Development Life Cycle (SDLC) in the sense that all other 

phases are dependent on the success of this phase. The documents created in this phase 

are used, not only as a guide in the software design phase, but also in the rest of the phases 

throughout the entire development process.  

2.3.3 The Software Design Phase 

The design phase defines the structure and process to be followed in the development 

(coding) phase (Smith, 2003). Appropriate methods are outlined in this phase, including 

interviews, workshops or prototype development (The SDLC, 2005). Information gathered in 

the previous phase is translated into system design documents which accurately describe 

the design of the system. These documents are used by developers as a guide to the coding 

phase (Owens & Khazanchi, 2009). After customer verification, the documents can be used 

to guide further development processes and related system modifications.  

Emphasis on QA is also evident in this phase. For example, during the information 

translation process, data capturing procedures are accurately followed to ensure data 

correctness in the system (Jirava, 2004). In line with quality assurance priorities, the SQA 

staff is required to ensure that planned activities are carried out as planned, with regular 

reviews throughout the development process to avoid design complexity (BSSC, 1995). The 

importance of these reviews is to improve the quality of documents developed and to 

simplify the development phase. Detailed software features, including functional hierarchy 
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diagrams, business rules, business process diagrams, entity relationship diagrams, an 

access control matrix and an architectural design, are also developed, with constant 

verifications to ensure quality compliance (Leau et al., 2012). The objective of the 

architectural design is to develop an understandable, maintainable and scalable system 

(Liong, 2004; Khalaf & Al-Jedaiah, 2008).  

Compliance with design standards is another aspect of quality assurance that is also 

prioritized in the design phase (Naik & Tripathy, 2008). In addition to customer 

specifications, the software quality assurance team ensures that sought software designs 

adhere to the organization’s software quality standards in this phase (Owens & Khazanchi, 

2009).  

The successful completion of this phase includes the transformation of system requirements 

into detailed specifications covering all aspects of the developed software. Once the 

development team is satisfied with the architectural designs and plan the project get passed 

to the coding phase in order for developers to start writing code, so as to reach project 

goals. 

The output of this software design phase includes a detailed design, well defined functional 

modules and a clear process towards the development of a quality software product. 

Emphasis on constant validation and verification of design aspects and adherence to 

software design standards informs the next phase of the SDLC (the coding phase), with a 

positive impact on the development process and the resultant product. Association of this 

practice with waterfall methods also suggests the centrality of quality assurance practices in 

traditional methodologies.   

2.3.4 The Coding Phase 

After the finalization of the design phase, the developers start with the actual development of 

the software in the coding phase (The SDLC, 2005). Within the waterfall methods, the 

coding (implementation) phase of the SDLC deals with the development of small programs 

called units. As in other phases, units also get tested constantly to make sure that they work 

according to defined requirements, that they comply with design and coding standards and 

that they are error-free (OSQA, 2009). In terms of QA, tests include writing unit test and 

integration tests to ensure that units work when combined together (Smith, 2003). The aim of 

writing a unit test is to ensure that each unit of program meets customer expectations, that 

the software works after integrating it into the existing software, and that defects are 

detected and removed (Ichu & Nemani, 2011). Defect density is commonly used to measure 

software quality. In this phase the defect density is reduced by constant code reviews where 

each developer code is reviewed for quality. 
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Code reviews are performed by peers to simplify code readability, to ensure easy 

maintenance and to improve the overall quality of the product. These reviews help to identify 

defects by ensuring that coding standards are followed through the development process 

(Kemerer, 2009). In this way, development costs and time during the product development 

and in the maintenance phase can be reduced. 

Emphasis on QA through coding standards is also evident in this phase. In order to ensure a 

high quality end product, the software is developed following coding standards which are 

constantly reviewed for compliance (Parasoft, 2010). The purpose of these standards is to 

define how code should be written in order to help developers write simple reusable 

software. Studies show that codes that are written following standards are easy to use on 

other technologies (ibid). Therefore complying with coding standards can ensure high quality 

software.  

Although it is important to have QA measures in place in the previous phases, it is in this 

phase that it is of the greatest importance:  the developers also have to strive to produce 

near bug free code, because at this stage it is still relatively inexpensive to fix errors. 

Therefore, even though the emphasis of this phase is on writing code, the development of 

unit tests also plays a major role not only in making sure that each unit works but also to 

simplify the testing phase, which is conducted next.  

2.3.5 The Testing phase 

The testing phase deals with the verification of software to ensure that it meets defined 

requirements, and that it is fit for purpose (Naik & Tripathy, 2008; Petersen, Wohlin & Baca, 

2009). The testing process includes integrating testing, system testing and acceptance 

testing.  

During testing, QA analysts thoroughly test the software with the intention of finding errors 

and assessing functionality. Identified errors are corrected in order to ensure that the product 

is near bug free (Galin, 2004; Owens & Khazanchi, 2009;  Balaji, 2012). 

Although testing is only conducted after the coding phase, it contributes strongly towards 

quality assurance in waterfall models. However, not all errors are detected in this phase, 

hence the significance of bug fixes in other phases such as the maintenance phase. The 

maintenance phase which is discussed next deals with additional requirements, bug fixes 

and software upgrades.  
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2.3.6 The Maintenance Phase 

It is every developer’s aim to produce error-free software. However, there are errors that are 

not detected until the software is released. The maintenance phase deals with finding and 

fixing errors undetected while testing the system and with providing software upgrades 

(Jirava, 2004). This phase focuses on modifying software to work with new or different 

computing platforms.   

When doing software maintenance, if code is difficult to understand, too much time is spent 

on reading. Reduced readability leads to more time spent reading code which then results in 

higher maintenance costs. A study conducted by Collar and Valerdi (2006) shows that 

improved code readability leads to less time spent reading it. Less time reading code results 

in lower costs throughout the software development phases of the life cycle. It is 

recommended that developers write simple code that is easy to understand because code 

that is easy to read should be easier to modify. The significance of software maintenance is 

to keep the business operation running at all times (Smith, 2003). 

The waterfall model is considered the most reliable methodology in terms of quality 

assurance, and affords numerous advantages for users in terms of stability in its resultant 

well documented systems (ibid). Despite the success of the waterfall methods in large and 

complex projects, a number of drawbacks when it has been used in smaller projects have 

been reported. These include inflexibility to changing requirements, inability to revisit closed 

phase(s), assuming that all the requirements can be gathered in one phase (requirement 

specification) and limited interaction between the customer and the development team 

(Tayntor, 2002;  Khalaf & Al-Jedaiah, 2008). Inflexible and time consuming development 

processes, together with an inability to respond to changing requirements had caused 

organizations to use other methodologies (Huo et al., 2004). In particular, because of the 

concerns over inflexibility in requirement changes, long development time and budget 

overruns, the software industry experts gathered in 2001 to explore alternative methods 

(Knippers, 2011; Leau et al., 2012).  

The less-structured (almost unstructured), flexible alternative known as agile software 

development methods were introduced, and have been adopted on an increasing scale by 

IT organizations in the 21st century (Ambler, 2005).  

2.3.7 Agile Software Development Methodology 

The agile methodology is a group of human orientated adaptive and flexible software 

development methods (Timperi, 2004), with a focus on iterative and incremental 

development - the product is designed, implemented and tested within a shorter space of 
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time than would be possible using one of the traditional methodologies (Balaji, 2012; Kulas, 

2012). Flexibility refers to the ability to adapt to changes during and after the development 

(Innolance, 2013) through creative and incremental processes, easily and quickly (Knippers, 

2011; Mansor, Yahya, & Arshad,  2011; Mohammad, 2013; TechTarget, 2013). In this 

methodology, emphasis is placed on close collaboration between self-organizing and cross-

functional teams that allow rapid delivery of software, to meet customer needs 

(Moniruzzaman & Hossain, 2013). Agile methods enable changes to be conducted at any 

stage of the development life cycle and can be applied to any software process (Knippers, 

2011). The main purpose, therefore, is more about improving turnover and increasing 

output, rather than being over-obsessed with rigid process routines. The aim is to develop 

an iterative and incremental software product that provides customer satisfaction, within a 

shorter development life cycle, with a reduced bug rate, and most significantly, to allow 

changes at any phase during the development process (Leau et al., 2012).  

Unlike waterfall methods, which assume that requirements can be gathered in one phase, 

agile software development methodology is based on understanding that requirements are 

dynamic, meaning that they can change at any time during the development process 

(Moniruzzaman & Hossain, 2013). The ability to respond rapidly to customer needs while 

providing good quality software has resulted in a growing adoption of this methodology in the 

software development industry (Bhasin, 2012).  A common ingredient in this process has 

been a close business relationship with frequent feedback between the development team 

and the customers (Huo et al., 2004). Further, agile methods divide the SDLC into small 

increments or iterations (Leau et al., 2012). These are developed by small teams following 

continuous design and testing based on rapid feedback and response to change. When 

iteration is finished, it gets delivered to the customer even if the entire software is not 

completed (Moniruzzaman & Hossain, 2013). After the final iteration, completed modules are 

presented to the customer for review.  

The advantage of module review by the customer is early identification of, missing 

functionalities, areas that need to be changed and whether or not completed modules meet 

the customer's expectations. In this process, errors detected in one module are easier and 

less-costly to correct than those found only when the software is integrated (Andersson, 

2003). 

Agile methodologies incorporate methods such as Extreme Programming (XP), Crystal clear 

Methods, Test Driven Development (TDD), feature-driven development, adaptive software 

development methods, and Scrum (Ahmed, Ahmad, Ehsan, Mirza, & Sarwar, 2010; Nawaz 

& Malik; 2008). With innovative diversions from the rigid routines in the agile alternative, 

quality assurance aspects remain a highly contested terrain. For example, the agile 
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Manifesto which is the agility blue-print, redefines the software quality assurance (SQA) and 

related processes (Fowler & Highsmith, 2001) with notable omissions of some of the trusted 

traditional routines (Sfetsos & Stamelos, 2010). Arguments against this agile practice are 

that it nullifies some of the conventional quality assurance roles and responsibilities, 

replacing them with chaos – much to the dismay of the proponents of traditional methods. 

Despite this controversy, agile methods continue to grow, both in popularity and in rate of 

adoption, over a wide cross-section of the software development industry (Winter, Ronkko, 

Hotchkiss & Ahlberg, 2008).  

Of particular interested in this study however, has been the increasing uptake of the Scrum 

methods (Dingsoyr, Nerur, Balijepally & Moe, 2012; Khalane, 2013). In support of this point, 

Kayes (2011) declares Scrum to be one of the most commonly used methodologies in 

project management practices (Khalane, 2013). Whilst the scientific community appears to 

appreciate the significance of the software quality assurance debate, with a growing trail of 

research efforts, there seem, unfortunately, to be more publications on traditional methods 

than there are on agile methods. The modest number of publications dealing with agile 

methods also tends to be focused on methods such as XP and TDD, with inadequate 

research in the literature on Scrum methods in general and on quality assurance in Scrum in 

particular (Timperi, 2004; Sfetsos & Stamelos, 2010). Thus, it can be concluded that, apart 

from the case study by Schwaber (2004, p.13), little is known in practice “about how Scrum 

teams achieve software quality assurance”.  

In this study, this situation is seen as a major concern for the users of Scrum, which is a 

methodology whose use is growing in the IT industry. 

2.3.7.1 The Scrum Methodology 

Scrum methodology is an effective iterative and incremental project management framework 

which facilitates agile software development (Santamaria, 2007) in complex environments 

(Rising & Janoff, 2000). It attempts to control risks of unpredictable changes within the 

software development process and improve communication among project stakeholders 

(CS, 1995, Ahmed, Ahmad, Ehsan, Mirza & Sarwar, 2010). It guides project management on 

how a development team can function effectively in order to achieve product flexibility in 

environments where requirements change frequently (Nawaz & Malik, 2008). In this method 

communication is facilitated by means of short day-to-day stand-up meetings which are 

usually conducted by team members first thing in the morning (ibid). The Scrum meetings 

are coordinated by the Scrum master (team leader) with the purpose of monitoring team 

progress as well as identifying impediments. During the Scrum meeting three questions are 

answered by team members (Rising & Janoff, 2000; Sutherland, 2004; Mohammad, 2013): 
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 What did you do yesterday? 

 What will you do today? 

 Are there any impediments in your way? 

These kinds of meetings also help in maximizing the cooperation between teams, sharing of 

knowledge among team members as well as improving productivity and quality of the 

product being developed (Ahmed et al., 2010). The significance of frequent communications 

in Scrum methodology is to help the development process to adapt easily to changes in 

priorities (ibid). 

Scrum methods are regarded as flexible in that they can be used for both small and large 

projects. This aspect improves the management of a project, since a project can be broken 

down into smaller modules which can be finished within a short period of time. The study 

conducted by Ahmed et al., (2010) shows that among the common agile methods, Scrum 

was the most commonly used methodology. The purpose of the study was to investigate the 

impact of Scrum methodologies on productivity and quality. The results showed that industry 

is satisfied with the productivity and improved quality provided by Scrum methodologies. 

The focus of Scrum (development) is on the management aspect of the development. Scrum 

methods consist of the development iterations called sprints. A sprint represents an iteration 

that is delivered within a period of one month (Nawaz & Malik, 2008). The significance of 

sprints is to coordinate the changing demands and requirements as well as to prioritizing the 

product’s requirements (Timperi, 2004). This procedure prevents leaving the introduction of 

requirement changes until the end of the iteration, as well as providing a frequent customer 

feedback on project costs (Mnkandla & Dwolatzky, 2006). The frequent feedback helps 

developers to better understand the system being developed. Understanding the system 

helps in improving the development team productivity and the usability of a product (Sirshar 

& Arif, 2012). This approach provides flexibility and produces a system that is responsive to 

additional requirements discovered late in the development process (Schwaber, 1994). The 

Scrum process is shown in Figure 2 below. 
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Figure 2: The Scrum process (Nawaz & Malik, 2008) 

 

As indicated in Figure 2, Scrum development follows an approach which consists of three 

phases: the planning phase, the pregame phase and the development phase (Schwaber, 

1994). The planning phase focuses mainly on project planning and the development of 

architecture and consists of defined processes (Schwaber, 1994). The development team 

develops an architecture which can be modified at a later stage if needs be (Rising & Janoff, 

2000). The purpose of architecture is to ensure consistency throughout the development 

process. It deals with the definition of releases on a specified sprint as well as the estimation 

of schedules and costs. Costs include cost per activity which is estimated and verified while 

planning the backlog (CS, 1995). Backlog includes all the features that have to be 

implemented in the developed software (Imreh & Raisinghani, 2011) and consists of one or 

more releases.  

The difference between Scrum and other methodologies is that, Scrum takes into 

consideration the fact that analysis, design and development processes are unpredictable. 

Thus a control mechanism is used to manage the unpredictability and control risk. The 

unpredictable aspects in the software development process include requirements, 

resources, time and technology (Nawaz & Malik, 2008). The end results of this mechanism 

are responsiveness and reliability. Scrum helps organizations to change project deliverables 

at any time during the development process (Schwaber, 1994). 
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Crystal Clear is one of the recent agile development methods which focuses on people and 

it can be applied to small projects with groups of fewer than ten developers.  Test Driven 

Development is an agile method where tests are first written and the development is done in 

iteration on the basis of the tests (Sirshar & Arif, 2012). 

With agile methodology, an organization can deliver a usable product on time within a 

specified budget and meet the needs of the customer. However, the most frequently asked 

question with regards to implementing agile methods is "How can agile methods ensure 

product quality when a product is delivered within such a short time period?" With the high 

failure rate experienced in IT projects this question is worth a thorough investigation. Hence  

Huo et al., (2004) conducted a study to investigate whether agile methodology can ensure 

that the software it delivers is of a quality comparable to that that would be delivered by a 

waterfall methodology.  Several studies demonstrate that agile can improve software quality 

(Schwaber, 1994). 

It is on this basis that software quality and quality-assurance in the agile development 

methods was chosen as the subject of analysis in this study.  

2.4   The Scope of SQA Research Coverage 

An analysis of the key topical issues covered in major journals on agile methods in general 

between 2003 and 2011 only focus on adoption, control, flexibility, and distributed 

environments (Lyytinen & Ngwenyama, 1992). However, the focus of this study is on 

understanding exactly how software quality can be achieved (and maximized) through the 

use of agile methods. Adoption only addresses matters of uptake, preference and use, 

rather than the quality assurance aspects (Nerur, Mahapatra & Mangalaraj, 2005). Similarly, 

flexibility tends to focus on time-efficiency and ease of adaptation to changes, more than it 

talks to quality assurance processes (Smith, 2003). Unfortunately, the area of quality 

assurance in agile methods is minimally addressed, with Scrum almost entirely non-existent 

in the literature (Abrahamsson, Conboy & Wang, 2009; Khalane, 2013).  

In response to this limitation, Khalane (2013)  undertook an investigation into the quality 

assurance process in Scrum projects, with a focus on how Scrum methods facilitate quality 

assurance in the form of ‘meeting user expectations’. Using a case study in one organization 

Khalane (2013) found a complete lack of concrete guiding principles in the Scrum process.  

It was also found that due to a lack of guiding principles, the analysis of quality assurance 

processes in Scrum projects can only be conducted and understood in a case-by-case (case 

specific) context. At the same time limitations in solid user representation and a lack of 

dedicated testing were found, and these were linked to an inability to meet user 

expectations. In this case study, it was argued that the situation could be different in another 



24 
 

context.  Issues such as fluctuations in capacity demands, testing and quality as well as 

coding and testing expertise are cited, as context dependent variables, to argue for the 

context customization of Scrum. In the conclusion, it is argued that Scrum should be viewed 

as a “framework of empty buckets which need to be filled with situation specific SQA 

practices and processes” (Khalane, 2013). In view of the background of limitations in SQA, 

and in the light of these findings, it is clear that understanding and articulating quality 

assurance processes in Scrum is complex. Given a lack of guidelines, arguing for more case 

specific investigations as a basis through which a repertoire of inferential insight becomes 

logical, is necessary and urgent.  

In order for software developing companies to deliver quality software on time and within 

budget, it is recommended that they first define the software process to be followed through 

the development life cycle. This has to be done in collaboration with the customer of the 

software being developed. Software quality techniques, initiatives or proven software 

engineering alone are not enough to ensure that organizations produce high quality software 

(Khalane, 2013). 

2.5  Conclusion 

This chapter provided a background to the research problem outlined briefly in the previous 

chapter, the emphasis was on the quality of software products. It began with a discussion on 

different ways in which quality is understood in the software development process. Quality 

assurance in software development was outlined in section 2.2 where testing as a validation 

and verification process was identified as an important process which contributes to 

improving the quality of software systems. The scope of software quality assurance was 

identified as a concern. In this respect, it was stated that there are few studies focusing on 

improving quality in agile methods. This discussion was followed by a detailed discussion of 

quality assurance in traditional and agile methodologies. 

The next chapter focuses on the theoretical underpinning adopted in this study, by exploring 

various theories in software engineering and their importance in the software development 

process. 
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CHAPTER THREE – THEORETICAL UNDERPININGS  

 

3. Introduction 

The term theory (philosophy of knowledge) refers to clearly and validated systematic 

explanations of the natural world such as facts, laws, and inferences as well as tested and 

confirmed hypotheses (NCSE, 2012; Pettigrew & McKechnie, 2001). A theory attempts to 

understand real world occurrences or phenomena through explanations and predictions of 

natural phenomena, behaviour or occurrence (Creswell, 2003). Theories are found in almost 

all disciplines, including social science fields such as sociology, anthropology, education, 

economics, natural sciences and multidisciplinary fields such as information systems (ibid). 

They “appear as arguments, discussion or rationale” or “interpretations and explanations of 

phenomena” which are based on assumptions (Current Nursing, 2013).  

Theory consists of a set of interrelated constructs formed into propositions, concepts, 

definitions (Coreil, 2010; eSource Research, 2014). In this instance propositions are used to 

predict a phenomenon by specifying relations between variables for explaining natural 

phenomena (Creswell, 2003). There are various definitions of theory that differ from 

discipline to discipline and can be used for a variety of reasons in a multiplicity of forms. For 

example in a non-natural science discipline theory refers to “unproven, [untested] or 

speculative phenomenon” (Pettigrew & McKechnie, 2001). 

This chapter presents the theoretical underpinning to this study, in particular Structuration 

Theory (ST), to explore software quality assurance in a Scrum project and in software 

development processes among Scrum teams. The chapter introduces the use of theories in 

the IS discipline, and relates to how ST is applied in similar studies as well as the relevance 

of ST in the current study.   

The chapter is divided into seven sections: the introduction is in section 3 followed by a 

discussion on the uses of theories in research in 3.1. This is followed by a discussion of 

possible theories in software engineering in section 3.2, a motivation for the adoption of 

structuration theory in section 3.3, the relevance and use of the structuration theory in 

section 3.4, the application of ST in the current study in 3.5 and a conclusion of the chapter 

in section 3.6. 

3.1  The uses of Theories in Research 

Theories can be used for various reasons including establishing new inventions 

(Zimmerman, 2012), attempting to develop effective ways to influence, to experiment, as 
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well as to explain and change behaviours (eSource Research, 2014). According to Gregor 

(2002) people invent theories in a form of concepts (which corresponds to the real world), 

models, and schemes. These forms of concepts can then be used to make sense of 

experience and modify constructions (knowledge) in the light of new experience (ibid). In 

research, theories help researchers to organize, communicate and simplify complexities of 

the social or natural world with the intent of building knowledge through deductive or 

inductive approaches (Reeves, Albert, Kuper & Hodges, 2008). These approaches are 

discussed in the section that follows. A theory also provides a conceptual understanding of 

aspects pertaining to how societies work, organizations operate, and why people interact in 

a certain way (ibid). For example, phenomenology can help researchers to explore how 

individuals make sense of the world by looking at subjective experiences. In other words a 

theory acts as guide in acquiring and formulating new knowledge.  

There are various distinct ways in which theory is used in interpretive studies (Gay & 

Weaver, 2011). These include using a theory as a guide to design an iterative process to 

collect and analyse data which in the end produces a research product (Walsham, 1995). In 

this respect, theories also provide a framework for analysis, models, an efficient method for 

conducting field work and clear explanations of the world (Udo-akang, 2012). Because there 

are various theories which exist, researchers categorize theories based on their functions, 

purpose, limitations and goals (ibid). For instance researchers tend to use typologies as a 

basis for the classification of theories by identifying types which include the hypothetical-

deductive method, inductive grounded theory, meta-analytical theory, social construction 

theory and case-study theory, for describing the purpose, definition, boundaries and goal 

theories (Gay & Weaver, 2011;  Udo-akang, 2012). 

In this instance the term typology refers to the “study and classification of language 

according to structural features, especially patterns of phonology, morphology and syntax 

without reference to their histories” (Dictionary, 2014, p.1). Typology is a type of conceptual 

framework which significantly helps to formulate research goals especially when using mixed 

methods, as it provides a common language used in a particular field (Teddlie, 2006). 

Typologies include methodological design such as qualitative and quantitative methods but 

also feature a combination of these methods, (also) known as mixed methods. Typology 

may be used in various disciplines within the social science spectrum for the clarification of 

phenomena in terms of the common characteristics among phenomena (Mouton, 1996).  

Similarly, a model is a set of logical and mathematical relationships between variables which 

represent a situation in a research study (Jensen, 2004). In this respect the emphasis is on 

describing relationships between variables (ibid). Both typology and models work towards 

the formulation of a conceptual framework. A framework refers to “a collection of models and 
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studies gathered from literature” (Hussey & Hussey, 1997). It can be used to describe and 

explain phenomena and a guide to the positioning of the study, thus limiting the examined 

field of study or topic and generalizing ideas for further research (Udo-akang, 2012). From 

this statement it is evident that a theory has numerous functions which are applied to studies 

in whatever way is appropriate. Therefore, the choice of a theory is based on the research 

question, assumptions or goals and the objectives of the study (ibid). For example, 

considering the nature of the current study, the data to be collected to answer the research 

question requires a direct interaction with industry experienced experts and academics, who 

have been involved in research within the Information System (IS) discipline and who have 

practical experience in software development methodologies. The main aim is therefore to 

get rich qualitative data which will be described and interpreted with the intention of 

obtaining an understanding of quality assurance processes which exists under Scrum 

methods. The collected data will then be analysed and interpreted, where the key facts (in 

the form of themes, pattern and codes) will be identified. The patterns revealed in the 

analysis will be used to produce a theory. This theory will be used to provide guidelines for 

teams operating under Scrum methods to maximize and improve product quality (both 

internal and external).  

Theories are derived from or can be used in two important methods of scientific reasoning,   

deductive and inductive (Gotelli & Llison, 2004; Udo-akang, 2012). The in-depth clarification 

of how theories are used under each approach, and ultimately the clarification of an adopted 

approach is outlined in the sections that follow. 

3.1.1 Deductive Reasoning 

Deductive reasoning entails universal laws of cause and effect which assume that reality 

consists of objectivity defined facts. It begins with the exploration of the existing theories 

upon which a hypothesis maybe developed, prior to observations from the real world (the 

gathering of evidence), followed by the testing of the hypothesis, a critical interpretation and 

a inferences on the findings (Gotelli & Llison, 2004). Deductive reasoning is often aligned 

with a quantitative methodology where theories are used as an organizing model for 

research questions or hypotheses, data collection procedures and as a framework for the 

entire study (Creswell, 2003). Surveys and questionnaires are some of the quantitative 

methods where deductive reasoning is commonly applied. Theories are also used as a 

predictive mechanism against which observations can be tested, confirmed or rejected. For 

example mathematical postulations (theorems) are used to construct, test and solve 

numerical problems.  
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The aim of the current study was to understand quality assurance practices adopted by 

software development teams within the Scrum methodologies. This process requires an in-

depth understanding of procedures and motivations of these methodologies, as well as of 

related implications and the (underlying) impact on final outputs. The bulk of this insight 

requires in-depth descriptions and explanations of choices and procedures – which requires 

qualitative rather that quantitative accounts of this research phenomenon. Therefore, the 

deductive approach would have been inappropriate. Instead, the inductive use of theory was 

followed. 

3.1.2 Inductive Reasoning 

Inductive reasoning is a bottom-up approach to the use of theories in research, in that it 

begins with an observation, identifies patterns and inferences and then develops a single 

hypothesis, before explaining it to formulate a theory (Gotelli & Llison, 2004). Among other 

formats, Grounded Theory (GT) offers a clear example of an inductive approach to research 

where a theory may be generated at the end of the study (Creswell, 2003). In inductive 

reasoning, the researcher begins by gathering data often using qualitative methods which 

include observation and interviews where open-ended questions are asked from 

participants. The collected data is then analysed where themes and patterns are identified to 

form categories (ibid). The researcher then focuses on identifying pattern generalizations or 

themes whilst making inferences to theories from literature (Creswell, 2003). Under this 

approach, a theory can be used to explain behaviours or attitudes. The inductive approach 

can also be used as a lens to shape the research process and  the questions asked, and as 

an analytical guide to data analysis, offering a close link between data and theory (Gotelli & 

Llison, 2004). When placed at the beginning of the study it is used as a lens that shapes 

questions asked (ibid). 

Of major focus in the current study were the qualitative accounts of motivations and related 

issues in quality assurances Scrum projects. Obviously, established practices behind 

preferred methodologies serve as a basis (perhaps, a theoretical basis) upon which quality 

assurances are viewed in software development operational traditions. Nevertheless, the 

aim of the study was to go beyond fixed notions in preconceived motivations, in order to gain 

deep and perhaps inter-subjects dynamics of quality assurance practices by teams in Scrum 

projects. In this quest, a theoretical framework to offer a lens upon which a holistic 

investigation of this process could be built became both necessary and urgent.  

Given that the field of software development is largely technical (software-engineering), 

albeit with a human element, the relevance of selected software engineering theories is also 

explored in (section 3.2).  
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3.2   Software Engineering Theories 

Software development is the discipline (within software engineering), a large part of which 

pertains to the development and maintenance of software systems. Drawing on a number of 

Software Engineering (SE) theories, software development attempts to develop reliable and 

efficient systems which meet defined customer requirements (Al-azzah & Yhya, 2011). The 

core theories in SE include the Complexity Theory, Complex Adaptive Systems, the Theory 

of Boundary Objects and Control Theory, among others (Ralph, 2013). Because these 

theories look at different aspects and explain different situations they are sometimes used 

simultaneously in one study (Johnson, Ekstedt & Jacobson, 2012). 

3.2.1 The Complexity Theory 

The term complexity generally refers to “the state or quality of being complicated” (Oxford 

Dictionary, 2014, p.1). In software engineering, complexity either in the technical or 

organizational sense Galin (2004) refers to “the measure of the resource expanded by a 

system while interacting with a piece of software to perform a given task” (Kearney, 

Sedlmeyer, Thompson, Gray & Adler, 1986, p.1). Software complexity is one of the foremost 

determinant factors which contribute to issues relating to late deliveries and increased 

product maintenance costs (Banker, Datar & Zweig, 1989). These factors make testing 

difficult and introduce errors (ibid). Complexity is usually caused by the inter-relationship, 

inter-action and interconnectivity of elements between a system and its environment (Chan, 

2001). Software complexity is not only measured based on the source code (ibid) but there 

are other aspects on which software complexity can be based, such as requirement, 

cognitive functional complexity or development process (Serena, 2007). Organizationally, 

complexity also relates to the difficulties encountered when attempting to implement, verify 

and understand a system design or components.  

Therefore, Complexity theory refers to a “set of concepts” which explain a complex 

phenomenon (Business Dictionary, 2014). Complexity theory is also defined as “a new 

approach to science that studies how relationships between parts give rise to the collective 

behaviours of a system and how the system interacts and informs relationships with its 

environment” (Agile Development, 2011, p.1). Complexity theory measures the diversity in 

internal and environmental factors which include departments, customers, suppliers and 

technology (Amagoh, 2008). This theory consists of integrated ideas from various theories 

such as chaos theory, computer science, general systems theory, information theory and 

other related fields which deal with natural and artificial systems (ibid).  
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The significance in this study is that since it aims to understand the relations between 

various computational phenomena including computational problems, it draws a researcher’s 

attention to the complexity of essential tasks (Goldreich, 2005). This statement interaction is 

said to be a way of gaining knowledge where the “value of a hard to compute function 

applied to publicly available information” is considered knowledge (ibid). In this study, it is 

also useful in sensitizing the researcher to the complex behaviour which emerges from rules 

and complex systems where complex systems are viewed as networks of interdependent 

parts interacting according to those rules (Keith, 2006). However, complexity theory is more 

appropriate, and is widely applied in technical software development projects. Whilst this 

theory offers a useful point of reference in the process of this investigation, the focus of the 

current study extends beyond a mere awareness of the issues of complexity – it also seeks 

descriptions and explanations of inter-subjective processes, motivations and related practice 

outcomes.  

In the light of the adaptive nature of agile methodologies such as Scrum, the complex 

adaptive systems theory is also reviewed in section 3.2.2. 

3.2.2 Complex Adaptive System Theory 

The Complex Adaptive System (CAS) is a dynamic network of a large number of interacting 

adaptive agents (Keith, 2006) who act on and are influenced by the local environment - both 

internal and external (Forrest & Jones, 1995; Eidelson, 1997) . In CAS micro agents are 

considered to interact with each other to create a system (Miller & Page, 2007). The primary 

focus is on the external environment which enables internal adjustments to changing 

environments including self-organization (Keith, 2006, Meso & Jain, 2006). Unlike the 

complexity theory that focuses mainly on the technical complexity of a software system, CAS 

extends beyond technicality into requirement changes, the interaction between the user and 

the software product as well as to the satisfaction with the product outcome. 

The complex adaptive system theory is often used to explore the spaces between simple 

and strategic behaviour, pair and infinities of agents as well as equilibrium and chaos (Miller 

& Page, 2007). It provides a direction on the dynamic interplay among these aspects and 

how agile methods enable such interplay (ibid). The CAS addresses issues relating to 

changes during the development process, self-organization as well as of rules. It also 

outlines key aspects which contribute to the success of developing software products, 

helping to account for the interaction between people, processes and software products 

being developed as well as to accommodate the changing requirements within the software 

development life cycle.   
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The significance of CAS is that it guides the development of best practices to improve 

software development processes, for improved product quality. The focus of the current 

study was to understand ways in which agile Scrum teams can apply and maximize software 

quality assurance measures. Emphasis must be placed on the process itself, including the 

testing procedures used by Scrum teams (Meso & Jain, 2006). For these purposes, CAS 

has been applied in a study by Meso and Jain (2006) to investigate how agile or internet-

speed development of IS solutions could be used in volatile business environments. The 

theory (CAS) was successfully used to develop a better understanding of agile software 

development methods, and to understand internal quality during the development of a 

software product. The theory is useful in sensitizing developers of the interactive dynamics 

among team members in agile projects. This is important, because the software engineering 

process does not end when the product is released to the customer. In this regard, CAS 

suggests the prioritization of the user interaction and satisfaction with the developed 

software product.  

In the current study therefore, CAS offered the possibility of a similar insight into the 

significance of multiple relational factors, including relational aspects in Scrum projects. The 

application of CAS worked well for this study because of its technical focus. In addition, the 

theory was found useful in sensitizing the researcher to factors to explore during the 

investigation, without researcher necessarily understanding why certain quality assurance 

decision are made or omitted. The reason is that CAS is not designed to explain the inter-

subjective aspects of quality assurance choices and decisions in Scrum processes.  

The theory of boundary objects which is discussed in section 3.2.3, also offers a useful 

insight on understanding the balance between needs and constraints in the software 

engineering process.  

3.2.3 Theory of Boundary Objects 

Boundary objects (organizational or personal) refer to objects which are flexible enough to 

adapt to local needs and constraints of the several parties employing them (Pries-heje & 

Pries-heje, 2011), yet robust enough to maintain a common identity across sites (Holtta, 

2013). The Theory of Boundary Objects was developed by Susan Leigh Star in the late 

1980’s to provide “a deeper and better understanding” (Pries-heje & Pries-heje,  2011, p.6) 

of communication between key project stakeholders.  

The theory of boundary objects has been applied to the information behaviour of users, 

communities and organizations to contextualize how social behaviours relate to information 

systems (Worrall, n.d.). In relation to the current study, the boundaries could be a lack of 

knowledge among project stakeholders. For example, developers may lack knowledge on 
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how the business operates. Whilst managers may have a high level of understanding of the 

system, the user may lack technical knowledge, meaning that an effective collaboration 

among all project stakeholders is important. Communication among all project stakeholders 

such as users, developers, user management, and management is important (Pries-heje 

and Pries-heje, 2011). In effect, the Scrum methodology emphasizes close collaboration 

among self-organizing teams, because communication often becomes a problem in 

distributed teams (Mahanti, 2007; Pressman, 2010; Tray, 2010). The theory helps the 

stakeholders understand a way to translate, transfer and transform knowledge between 

teams that are geographically distributed with limited face-to-face communication (Fong, 

Valerdi & Srinivasan, 2007). It emphasizes open channels between key project stakeholders 

and a clear interaction between user and the system.    

However, though the theory of boundary objects addresses the importance of managing 

boundaries among project stakeholders (to improve communication), it is not clear how the 

theory would help Scrum masters to manage and control all aspects of distributed self-

organizing teams. With this aspect in mind, the role of the theory of control was also 

explored (section 3.2.4).  

3.2.4 Control Theory  

Control theory is defined as the primary theoretical lens used to understand a process of 

guiding a team to complete a project (Maruping et al., 2009). When the agile methodology is 

being newly implemented, managers may have little knowledge of managing teams within 

the agile environment (ibid). Thus, it becomes important to have controls in place to provide 

teams with self-sufficiency to determine the methods of achieving project objectives and to 

effectively manage interactions between control modes. Thus, the control theory is usually 

used in software development to understand and manage teams.  

The control theory helps managers to appropriately set standards for team performance and 

to meet standards (Maruping et al., 2009). The theory encourages a system to be developed 

in such a way that it is stable, in the sense that changes in the control input do not result in 

disruptions in the behaviour of the system (Kokar, Baclawski & Eracar, 1999). In the current 

context, managerial control would relate to coordination and facilitation of sprints and daily 

Scrums. In this respect, there are three levels of control which include Scrum meetings held 

as a way of keeping track of progress and the impediments, control which is usually done 

after each sprint, and the one that concerns the entire project (Koskela & Howell, 2002). 

Managers have a responsibility to eliminate impediments. Control theory was applied by 

Maruping, Venkatesh and Agarwal (2009) in a study to explain the impact of agile software 
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development on software project quality, and in a study to explain the effectiveness of 

flexible management practices using empirical data from distributed agile projects (ibid). 

In relation to the current study, management comprises three roles. The first is the Scrum 

master who manages the process. Secondly, the product owner who manages the product 

and the team that manages itself (Pries-heje & Pries-heje, 2011). During this process a 

product owner facilitates knowledge sharing where boundary is used to facilitate 

coordination and transparency.  

In conclusion, it is evident that there are various important aspects that make up or 

contribute towards developing a software product that satisfies and meets user needs as 

well as delivering the product on time. In order to fulfil these quality aspects, various 

processes occur during the software development life cycle. To address these factors 

various software engineering theories can be applied as operational frameworks, either 

simultaneously or separately, depending on the objective, chosen methodology and the 

environment where the software is developed. For example complexity theory uncovers 

complex behaviour and the rules which are applied in complex systems as well as the 

interaction of these behaviours according to rules. In support, complex adaptive system 

theory addresses underpinning for dynamic interplay among processes, people and a 

product where the interconnection of this aspect is regarded as the determinant factor 

towards delivering and meeting customer needs. Although complexity and complex adaptive 

theories address some of the important software development processes, constraints which 

arise are neglected. However, the theory of boundary objects addresses communication 

constraints among team members. 

From the above descriptions it is evident that the use of software engineering theories can 

play a major role in improving product quality and the software process. However, none of 

the theories could offer a holistic framework and a lens to adequately analyse all aspects of 

the software development quality assurance in Scrum projects. For this reason, the 

structuration theory was adopted and used as an analytical framework in this study. 

3.3  The Structuration Theory 

Structuration theory is defined as the creation and reproduction of social systems based on 

the analysis of social systems, structure, structuration, power and agency (Giddens, 1984; 

Ma, 2010). As demonstrated in Table 1, the structure, system, agency and structuration are 

the key (and inter-dependent) concepts in structuration theory (Rose & Scheepers, 2001;  

King, 2012). 
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Table 1: Structuration Theory Concepts 

Concept Definition of concept 

Structure Structure is defined as a set of rules and resources organized as properties of social 
systems (Giddens, 1989; Rose, 1998; Rose & Hackney, 2003)  from which human 
agents draw on, and which they reproduce as they act. It also refers to structural 
properties which allow time and space embedded in social systems. 

System System refers to reproduced relations between actors, organized as regular social 
practices (Jones & Karsten, 2003). It also relates to social institutions of modern 
society (King, 2012).  

Structuration Structuration refers to conditions governing the continuity of social transformation of 
structures and the reproduction of system thus reproduces social systems. It is the 
production and reproduction of social systems introduced by the interaction of rules 
and resources (Rose, 1998). 

 

In order to elaborate on the ST summary in Table 1, the essence of structuration theory is 

presented under the core concepts of structure, system and structuration. 

3.3.1 Structure 

As a set of rules and resources organized as properties of social systems (Giddens, 1989; 

Rose & Hackney, 2003), structure is an outcome of an action or an object which can be 

observed in that it enables human actions (Orlikowski, 1991). Representing the application 

of rules and resources, structure exists only as memory traces, serving as the organic basis 

of human knowledgeability that is instantiated in action (Rose & Hackney, 2003). In other 

words, it does not have physical existence, but a product of human action that is manifested 

through (and is dependent on) the activities of the human agent (Ma, 2010). In this instance 

rules refer to routines followed by organizations, individual or teams to accomplish goals. 

Resources on the other hand, relate to interactions, attributes or materials that can be used 

to control and influence members. They are structured properties of social systems, drawn 

on and reproduced by knowledgeable agents through interaction (Rose & Hackney, 2003). 

Structure is regarded as a set of procedures, tasks, hierarchical relations, regularities and 

processes of interaction that are embedded in human action. 

Whilst rules relate to the guiding and limiting properties such as policies, standards and best 

practices created by and guiding human actions, resources may appear in both authoritative 

and allocative forms (Stillman & Stoecker, 2005). Authoritative refers to the co-ordination of 

activities of human agents. Allocative on the other hand refers to the control of material 

products - tools (ibid).  Rules and resources are utilized by agents when they are interacting 

with each other, technology or users interacting with technology when using it. Resources 

are hardware (PCs, monitors, servers), and an example of rules is an access control policy. 

Access control policy is where it is required that a user’s access be removed when the user 

leaves an organization. In this instance a policy (rules) is created and utilized by agents. 
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In the software development environment, structure is represented by organizational 

knowledge, policies and standards, and the application of these to the programming and 

quality control activities. These structural properties are incorporated by agents during and 

after the technology development. For example, in an IT environment human agents apply 

rules (through their knowledge) using resources (hardware, software) to accomplish tasks 

(Orlikowski, 2000). 

3.3.1.1 Rules & Resources as Properties of a Socio-Technical System 

In the structuration theory (ST) context, rules and resources have a mutual relationship 

(Jones & Karsten, 2003), in that they exist in the practice, meaning that rules in a socio-

technical environment are embedded in, and are a product of human action (ibid). Human 

action implies that technology is a social construct, and its evolving development is largely 

dependent on activity rules such as procedures and standards that guide human action. In 

this context, human (agent) action represents agency, meaning that structure and agency 

are inter-connected entities that are related and mutually interdependent (Giddens, 1984). 

Agency refers to the capacity of human actors (agents) to make decisions and to be able to 

work independently (Rose & Scheepers, 2001, Rose & Hackney, 2003). Human agency 

relates to a human’s capability to make decisions or a choice, to be able to work 

independently and the “capacity to make a difference” (Rose, 1998). Giddens refer to the 

agent as a reason behind what is being done (Naidoo, 2009). Agents produce, reproduce 

and develop social structures which enable them in their actions. Social activities are 

recreated by actors as they reproduce conditions that make human actions possible.  

Structuration theory claims that structure and agency have a recursive mutual 

interdependence (Rose & Scheepers, 2001). Referred to as the duality of structure, it is 

where agency and structure (Rose & Hackney, 2002) interact together to reproduce 

practices or to “influence change in society” (Wolfel, 2005). For example, structure is the 

“medium and outcome” agency, whilst agency also has a causal effect on structure (Ma, 

2010). Agents then draw on the established set of rules as they act, with compliance 

encouraged (legitimation) or deviance discouraged (sanctioned), thereby serving to reinforce 

specific patterns of practice. Power therefore is a key component of agency as it determines 

legitimation or the sanctioning of rules towards the reproduction of structure (ibid).  

Rules are therefore represented by best practices, organizational standards, policies and 

techniques that are used to form, sustain, change, terminate and recreate information 

behaviour (Rosenbaum, 2010). Resources on the other hand are represented by the social 

and/or material elements used to carry out objective-based activities in an organizational 

setting. Agency allows command over objects, processes and people. Agents, for example 
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top management, (executive managers, board of directors) create, recreate, draw from and 

are guided by polices in their day-to-day activities. In this respect, managers are 

knowledgeable (about social life) agents who exercise rules and procedures to make 

decisions such as giving commands (resources) to lower and middle level managers who 

also give orders to operational managers. Orders could be directing (or creating policies for) 

employees on how to manage materialist resources such as printers, servers, computers. 

For example, most organizations (if not all) have policies (applying rules to resources) for 

moving laptops inside or outside the building where each employee is required to have an 

access card for moving their laptop outside the building. Policies and procedures are re-

enforced and modified to produce social structures. The concept of duality of structure is 

implied in this argument, in that there is a mutual relationship between agency and structure. 

Agency cannot exist without structure but they exist as duality. In essence, social structures 

are both created by human agency and are also the medium and outcome of its constitution 

in other words there is an interconnection between institutions and structure enabled by 

exercising practices (Bouthillier, 2000; Loureiro-koechlin, 2008). For example, in the day-to-

day actions, employees draw from policies, best practices and standards and therefore 

actions produce and reproduce social structures. 

For example, in most organizations an employee is allocated an asset (laptop), during this 

time rules and procedures are applied to a resources (laptop). For instance, identification tag 

with a unique reference number is stored and linked to an employee in the software system 

used for managing assets. Some rules such as access rights maybe also be granted (by an 

authorized agent) and be applied in the asset to restrict an agent from installing other than 

work related software.  

It is important and critical for organizations to have policies in place, in particular, so that 

they can follow best practices and standards in a sustainable manner. However, a policy 

does not exist in isolation but it is exercised by agents to keep the organization operational, 

hence, a close relationship between people and policies are essential. In essence, changes 

in social structures and the relations between actors take place as a result of human actions 

which are enabled by the structures. In other words, policies, standards and best practices 

exist in and through the productive practices and relationships of human actors. For 

example, managers draw from their experiences in order to make decisions, to guide, 

protect and restrict employees from doing things that could put an organization at risk, such 

as an information leak.   

Further, in a technology development project agents are people involved in the development 

process. In this situation, rules can be technology design standards, security standards and 

material quality standards. Then resources are commands given to people building the 
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technology and materialistic artefacts, such as hardware and software. In this process, 

people use their experience and knowledge to interact and apply standards and make 

decisions to develop a working product. Decisions involve choosing quality material, 

technology for developing a usable quality product, which could also serve as a resource for 

other organizations for maintaining and improving their existing business processes. In this 

respect, there is a mutual relationship between people creating technology, structure and 

technology. In essence, technology is itself a representation of rules and resources 

integrated together to form one unit called a system. The system is developed, changed and 

used by actors practicing social structures (the capability to make decision, give commands 

and orders). In other words, technology is a medium of human actions as it mediates their 

activities. For example, when using technology, users are provided with tools and guidelines 

which show them how to perform tasks. Structure is produced and reproduced through the 

interaction of agents exercising social practices to create a system. 

3.3.2 System 

System refers to reproduced relations between actors, organized as regular social practices 

(Jones & Karsten, 2003). It relates to the continuity of social systems over time and space. 

Systems are produced by the actions of people creating structures (Bouthillier, 2000). A 

social system is comprised of social relationships reproduced over time and space where 

structure plays a role in recursive reproduction of a social system. Social practices are the 

social construction reproduced over time and space through human practices. Social 

practices also relate to interactional systems performed by human activities. In essence, 

social practices can be in a form of creation, control and regulation (Barratt-Pugh, 2007). In a 

software development environment for example, developers (agents) who interact with 

coding standards, create and recreate social practices. Social structures can be in form of 

allocating work to other developers: for example in a code review process, where a senior 

developer authorizes code (making sure that standards are followed) before checking in into 

source control. 

According to Berends, Boersma and Weggeman (2003) social practices are the recurring 

actions of individuals (agents) which create and recreate systems and in themselves also 

create structure. In this instance structure exists as a property of social practices, it makes 

social practices possible and it is also simultaneously reproduced by practices (Rosenbaum, 

2010). The practices are produced by agents’ interaction drawing from structures. During 

interaction between agents and existing social structures, new social structures can be 

created. A new social structure is represented by a group or organization and the behaviours 

engaged in order to pursue an organization’s goals (Quizlet, 2014). The system is 
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reproduced by the relationship between actors organized as social practices (Giddens, 

1984). A social system is comprised of information systems, among other systems, that use 

software and other components to manage information (Liong, 2004). The software 

development in particular involves numerous actors such software engineers, project 

managers, and users. These individuals interact together exercising rules in the form of best 

practices, business rules and coding standards to develop a working product that meets 

their goals.  

Actors interact with and draw from social structures to form structuration. Structuration is 

outlined in 3.3.3. 

3.3.3 Structuration 

Structuration refers to conditions governing the continuity or the transformation of structures 

and the reproduction of social systems (Rose & Scheepers, 2001; Rose & Hackney, 2002; 

Rose & Hackney, 2003; Naidoo, 2009). It is a process where social systems such as 

societies and organizations are reproduced (Jones & Karsten, 2003) through the use of rules 

and resources by agents (interacting with structural features) practicing practices in one 

instance, or being transformed (Bouthillier, 2000; Rose & Scheepers, 2001; Rose & 

Hackney, 2002; Rose & Hackney, 2003; Naidoo, 2009). 

In an IT services organization, continuity relates to the process that focuses on the recovery 

of IT services delivered to the business. For example businesses use frameworks such as 

an Information Technology Infrastructure Library (ITIL) as a guide to ensure that an end-to-

end business environment continues even if a serious incident occurs (Underwood, 

Bronson, Porier, Weber & Wyatt, 2013). In this process standards and methodologies are 

employed. These include performing risk assessment for core business functions and an IT 

service to identify assets, threads, vulnerabilities and controls (ibid). Further, in a software 

development project, continuity of structure is attained through the reproduction of best 

practices, architectural standards and coding standards where developers are guided by the 

standards when developing a software product. Continuity can be in form of training other 

developers about the way standards (including software and architectural standards, naming 

conventions) are followed in an application. 

Business processes, needs and objectives change, and these changes require alterations to 

be made to existing software products and standards. This can become a problem if it 

requires a huge change, which, if not done, can affect the business negatively. Hence a 

need for the amendment and or creation (transformation) of a new structure is needed. For 

example, if the product architecture does not meet business requirements, it is difficult to 

add new requirements. In this situation a solution would be to change the rules and 
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procedures, or to move from an old to a new technology. Technology changes day-by-day, 

better ways of doing things emerge, therefore the development of new product may require 

changes in standards (architectural). In ST this process represents transformation.   

In ST action and structure operate as a duality, simultaneously affecting each other (Gregor, 

2002). Systems and structures are produced by human actions while producing and 

reproducing structures which exist as dual relationship in an ongoing cycle through agents’ 

use of rules and resources (DeSanctis & Poole, 1994).  

Structuration theory was invented in 1984 by Anthony Giddens to explain and integrate 

functionalism and structuralism with an emphasis on social structure and interpretivism 

(Naidoo, 2009). Functionalism is a sociological perspective which consists of different but 

related parts with each other serving a particular purpose. In this view social structures and 

social behaviour in terms of components of society and functions are implied (Chegg, 2014). 

Software development in particular, consists of agents occupying different roles. They may 

range from those of a customer, who specifies business requirements, to a lead developer 

who oversees the development process, guides the development team and enforces 

standards (including security, coding, performance, quality) by consistently reviewing source 

code. Depending on the size of a project, there may be a team of testers who do different 

kinds of testing to ensure that a software product is fit for purpose. However, this role is 

sometimes assumed by developers themselves. 

The goal of structuration theory, in a socio-technical environment, is to understand, describe 

and explain the nature and the relationship between human social actions and technology 

(Parker, 2010),  as well as the interaction between the knowledgeable and capable social 

agents (Wolfel, 2005). However, structuration theory may also be used as a mechanism to 

explore learning in the workplace (ibid). Structuration theory enables a researcher to 

understand “how human agency creates social structures” (Lyytinen & Ngwenyama, 1992, 

p.3). The theory may also be used to conceptualize the link between the context and 

process in society (Pettigrew & Mckechnie, 2001) in that it helps to understand the society, 

organizational and personal contexts within which self-service technology is embedded.  

In this study, ST is used as lens to understand how users interact with technology, as it has 

already been adopted in numerous technology related studies. Some of the studies, that are 

related to the current one, where ST has been adopted, are discussed in 3.4 below. 

3.4   Relevance of Structuration Theory   

Socio-technical phenomena such as Information Systems and other IT aspects including 

software applications are regarded as rule driven systems. This is particularly so for 
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enhanced communication between people over space and time, consisting of human or 

information and technology centred perspectives (Rose & Scheepers, 2001). These are the 

important aspects which are used by developers in software development, for end-users 

(actors) (Lyytinen & Ngwenyama, 1992; Loureiro-Koechlin, 2008). In ST, humans are 

conceptualized as agents practicing rules (quality standards, coding standards) whilst 

interacting with each other and the business (organization) during the development process 

(Wangler & Backlund, 2005). Software development is also a social activity where 

managers, end-user and system developers work together to develop a software product 

that meets organizational needs, and the technical requirements of the system (Rose & 

Scheepers, 2001; Ewusi-Mensah, 2003). It is for these reasons that ST is found relevant in 

IS and other socio-technical projects. In effect, ST has been used as a framework and a lens 

to view a multitude of complex socio-technical research projects in a technology 

environment, with great success. 

3.4.1 A Successful Use of ST in Similar Studies 

The ST has been applied successfully in several studies including IS research, software 

process improvement, accounting (Dillard & Pullman, 2009) and organizational adoption of 

information systems (Orlikowski, 1991; Jeffery, 2003;  Andrade & Zulia, 2007). The ST has 

been adopted to study the use of Information and Communication Technology ICT (Stillman 

& Stoecker, 2005) and in agile software development (Stray, 2010). In software development 

in particular, the ST has been used as a guide to understand human interaction (social) with 

technology as the software is built and used (Lyytinen & Ngwenyama, 1992; Faegri, 2011) . 

According to Veenstra, Melin and Axelsson (2014, p.1), ST has been used “to gain better 

understanding of the development, implementation and use of information technology, with 

many scholars in the field of information systems [drawing from] ST”. For example, ST has 

often proved to be useful in gaining insights from the development and implementation of 

public sector IT and for identifying factors influencing outcomes, or for explaining 

(unintended) outcomes (ibid).  

In a study by Clear and MacDonell (2011), ST was applied as a framework to analyse 

technology use in global virtual teams. The purpose of Clear and McDonells’s study was to 

understand how global virtual teams mediate the use of technology. Structuration theory was 

used as a lens to understand the context of global software activities as applied to the 

actions and interactions of global virtual teams. The theory assisted the researcher to break 

software development activities down into three sub-goals. The first of the three goals was to 

investigate the role of technology-use in supporting the work of global virtual teams. The 

second role was to develop and apply a framework for researching technology-use 
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mediation in global virtual teams and to gain a deeper insight, and to develop frameworks for 

the guidance of researchers investigating global virtual teams. In this project, ST was found 

to be a useful lens and was successfully used to give a holistic view of the phenomenon. It 

helped the researcher to better understand and analyse how and why things happened in 

real world situations. In the same context, Stray (2010) also applied the ST to compare 

teamwork in a Norwegian Agile Software Development Project, and to analyse the 

challenges and benefits of teamwork in global distributed software development. The aim 

was to develop and understand social factors and the challenges that arise in an agile 

software project such as Scrum. It is clear from this latter example that ST is an appropriate 

theory to use in analysing agile software development environments.   

In a study by  Orlikowski (1991, p.7), ST was also adopted to “reconstruct the concept of 

technology and to propose a model for investigating the relationship between technology 

and organization”. In this study, technology referred to both software and hardware, where 

the “duality of technology” concept (as per ST) was used to emphasize that technology and 

organization are interconnected entities (ibid). Major emphasis was placed on gaining 

deeper “insights into the limits and opportunities of human choice, technology development 

and use” (Orlikowski, 1991, p.4) and organizational design. In this project ST assisted the 

researcher to analyse the inter-relationship between people and technology in an 

organization. This project highlights the relevance and usefulness of ST in analysing 

technology projects, and in particular, to clarify that technology projects such as software 

development are not independent of the goals of organizations. They are developed within, 

and for, organizations. 

In a different but equally useful context, Manuel (1999) used the ST to explore the 

effectiveness of IS implementation in organizations. According to Manuel (1999), technology 

as a socially constructed combination between hardware and software, calls for an 

interaction between technology and human actions in related projects. Therefore, technology 

is a “product of human actions” (Jones & Karsten, 2003, p.34) in that it is designed, 

developed and used by humans to improve society. In this instance, structuration theory 

claims that structural properties do not exist outside of human actions (Ma, 2010). An 

appropriate example would be in the software development life cycle where human agents 

(developers) design, develop and make necessary modifications after the product has been 

shipped to the user. It is clear therefore, that ST is a relevant tool to facilitate the analysis of 

a socio-technical project involving human and technology interaction – for example, a link 

between agency and structure (rules and technological resources).  

Further, a study conducted by Theng, Pang, Kan, Miano and Tang (2008) also adopted ST 

as a guide to analyse the usability of e-Learning systems by looking at users’ interactions 
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with the product. The aim of the study was to use structuration theory to study the 

interactions between people and technology. The study looked at human actions and their 

effects on institutions, by identifying the positive and negative consequences or risks that 

may affect the usability of the e-Learning system. According to Theng et al. (1997), the 

application of structuration theory in the study was mainly to add a meaning and depth to the 

collected data, and to demonstrate that rich data can be obtained even if it is collected from 

a small number of subjects. Whilst this study substantiates the appropriateness of ST in 

analysing human-technology interactions (a user’s interactions with the e-Learning system in 

this instance), it also shows that ST is equally appropriate in analysing data from small 

research samples. 

In closing, the appropriateness of the structuration theory as an analytical tool in a socio-

technical project such as the analysis of quality assurance processes in Scrum projects (as 

explored in this study) is clearly demonstrated in this section. Whilst this study is socio-

technical in nature, involving an interaction between human agency and technology, studies 

by Clear and MacDonell (2011), Orlikowski (1991), Stray (2010), Manuel (1999) and Theng 

et al. (1997) demonstrate a clear relevance of the ST as analytical lens in similar projects. 

Similarly, the relevance of ST in analysing a relationship between technologies, as reflected 

by Orlikowski (1991), substantiates the relevance of ST to the context and focus of this 

study. As supported by this background, the application of ST in this study is presented in 

section 3.5. 

3.5  The Application of Structuration Theory in this Study 

The purpose of structuration theory in this study is to explain and interpret functionalism and 

structuralism, in this argument the software development life cycle (SDLC) is implied. Part of 

this process includes the analysis and interpretation of requirements which are gathered 

from human beings based on their understanding and experience of being part of the 

business process. During a software development process, rules – standards or procedures 

are used to ensure that the end product complies with defined standards.  

According to Orlikowski (2000) during the software development process, developers build 

technology for various specific uses. Technology is seen as embodying structures, in that 

human actions are central in the technology development (ibid). In this respect human 

actions are associated with embedding structures during technology development and 

actions are associated with ensuring that structures are adhered to when the technology is 

in use. Therefore, it is important to understand the interactions between people, 

technologies and social actions. In essence technology is developed through a social-
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political process which results in the rules and resources being embedded within the 

technology (Orlikowski, 1992).  

In the IT environment actions, which are made by following practices embedded in social 

structures, form a recursive relationship (re-enforcing each other) between the structures 

and human actions in the software development space (Hamman, 2009). During this 

process, procedures (rules) are enacted in every activity of engaging with social practices 

(ibid).  

As summarized in Table 2 and discussed in the passages that follow - this section outlines 

the interpretation and translation of ST in this study. 

Table 2: Application of Structuration Theory in this study 

Concept Definition of concept 

Structure Rules: coding standards, naming conventions, quality standards (unit tests), peer 
reviews, code reviews. Code inspection, code simplicity, daily stand-up meetings, 
and one task at a time, one to four week/s sprint, direct user involvement, and 
incremental delivery. Rules relate to techniques and conventions for chair-making 
that are an inseparable part of a given practice (Cockburn, 2001). Other 
rules/procedures include daily builds, communication rules which could be in a form 
of coding standards to restrict developers from their short cuts or unacceptable 
solutions when developing software system (Sohaib & Khan, 2010). 

Resources: human (developers) and non-human material such as computers, 
servers. 

System Reproduced relations between agents (developers, Scrum masters, product owners, 
customer), organized as regular social practices such as best practices, coding 
standards and organizational standards. It also relates to social institutions of 
modern society. These include Scrum roles and responsibilities, Scrum meetings 
and communication procedures.  

Structuration Using existing standards to maintain, add new features and amending standards. 
Participating in the code and pair review sessions, train and guide junior developers. 
Allocating work to resources and authorize work during code integration testing.   

 

(Subsequent to) section 3.3, which introduced the structuration theory (ST), the three 

concepts of this theory are adapted and translated into the context of this study (as shown in 

Table 2).  

The three key concepts, structure, system and structuration shown in Table 2, are broken 

down and explained further, with all the related assumptions and implications,   in the 

following section. 

3.5.1 Structure in a Scrum Project Environment 

In this study, the ST term of structure has helped the researcher to articulate the rules and 

the underlying processes of applying these to resources – as well as to identify the related 

implications to the quality assurance phenomenon in Scrum development methodologies. 
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During the software development process, the developer incorporates standards, techniques 

and procedures (rules) into technology (resources), with rules obtained from best practices, 

coding standards, quality standards, software architectural standards and standard 

operating procedures, which could represent an array of social structures. In the SD 

environment, the structure can then be used in interpersonal interaction such as code 

reviews and resources - public display screens (Desanctis & Scott, 1994). According to the 

ST, structure exists in human knowledge. In other words a social system is produced by 

engaging in social practices during day-to-day human (agents) activities through social 

practice. 

In an agile environment, an ideal structure (application of rules on resources) could be that 

no team member (agent) should work more than two tasks simultaneously (rule/s). Further, 

compliance with the rule that every work produced must be validated continuously through 

testing would be a standard practice. In this ideal environment, team members will be writing 

a simple code, starting by using unit tests before and after integration testing. During the 

development process, the team members doing the development have close communication 

with each other and work closely with the customer, in order to deliver a working product. In 

the same process, a customer would serve as an information supplier to the development 

team, providing deliverables as well as adjusting objectives and priorities.  

As elaborated in section 3.5.2, during this process numerous rules are applied, these range 

from planning to coding and testing rules. 

3.5.2 Rules and Resources in an Agile Scrum Development Environment 

In general, rules are defined as an “authoritative statement of what to (or not to) do in a 

specific situation” coordinated by an appropriate individual (Business Dictionary, 2014, p.1).  

A rule can be in the form of a principle, standards or a policy. In an agile environment, rules 

can be coding, communication and design standards. Agile development rules can be 

divided into planning, coding and testing. Planning incorporates rules, such as user stories, 

where the development team writes the system requirements document in the form of a 

story. User stories serve as a guide to the development team in that they give a clear 

product vision and a goal. After successful creation of customer user story, the development 

team estimates the implementation duration of the story. Under a planning rule, a project is 

also divided into iterations of about two to four weeks in length. In the iteration planning 

phase, it is recommended that a team start with a meeting to prioritize the work that will be 

implemented. In this regard, one of the rules is that only items listed in the release plan 

should be implemented. 



45 
 

The coding rules entail numerous aspects such as collaboration of team members and an 

interaction between the customer and the development team. During the implementation 

process developers are guided by coding standards which force them to write code that is 

formatted following agreed coding standards, naming conventions, in order to produce 

consistent and simple readable code. Team leaders are responsible for enforcing standards 

using code review activities where, they sit with the developer before integrating new code 

with the source control (Team Foundation Server, Subversion etc.). From a testing or quality 

assurance perspective, developers write unit tests. To measure the progress of a sprint, the 

development team conduct stand up meetings every morning. The stand-up meeting is 

coordinated by the team and product owners. As a rule usually only team members 

participate in these daily Scrum meetings. In addition to rules, there are numerous agile 

development practices that are used by agile teams as a guide in developing quality 

products. Agile development practices focusing mostly on Scrum methodology are 

elaborated in section 3.5.3. 

3.5.3 Practices (Agency) in an Agile Scrum Development 

From the practice perspective, agile methodology encourages a close interaction between 

the customer and developers. This interaction commences in the planning phase where the 

developer team estimate the effort needed to implement customer stories. In this process, 

the role of a customer is to decide about the scope and timing of the short release. The 

release consists of the prioritized sprint which should last for thirty days. A sprint is itself a 

procedure focused on adapting to the changing environment variables, such as 

requirements, time, resources, knowledge and technology. Core agile development practices 

include test-first programming, regular refactoring, continuous integration, pair programming 

and a codebase sharing among developers (Ropa, 2014). 

Further, in a Scrum project, there are practices that are adopted by Scrum teams. Even 

though Scrum does not prescribe which practices to use (Williams, Brown, Meltzer and 

Nagappan, 2011),  it does give some flexibility to choose appropriate practice, depending on 

the project. Practices that are often used in Scrum projects include continuous integration, 

iterative development, Test-Driven Development (TDD) and refactoring. Continuous 

integration entails a developer integrating a piece of work daily in a source control. The 

integrated work gets associated with the auto-build where unit tests run automatically to 

verify and pass the code before assigning work to testers. The purpose of auto-builds and 

running tests is to ensure quality in that errors are identified early, hence reducing time and 

costs. The TDD is implied in this argument. Unit tests serve as a validation component that 
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ensures that each unit of program meets customer expectations, that software works after 

integrating and that potential defects are identified quickly.   

3.5.4 System in a Scrum Project Environment 

In ST, System refers to reproduced relations between actors, organized as regular social 

practices (Jones & Karsten, 2003).  

In Scrum project contexts, each product has a product backlog consisting of a prioritized list 

of requirements to be implemented in the iteration by the product owner (an agent). During 

the development process, one of the responsibilities of a product owner is to authorize 

product backlog, communicating the product vision to the development team (consisting of 

seven to ten cross-functional members) and the customer. To go about implementing the 

backlog, Scrum breaks down projects into a sprint (a list of items to be implemented) which 

has duration of one to four week/s. A sprint begins with a meeting. The purpose of the sprint 

meeting is to determine items (agency) that will be included in the next sprint. The selection, 

sizing and prioritization of items are done by the Product Owner, the Scrum Master and the 

Scrum team (agents). The Scrum team then specifies how the items are going to be 

achieved and these items are put into sprint backlog. To manage the progress of the sprint 

backlog, the Scrum teams conduct stand-up meetings which are held each morning to 

identify the impediments, if any, what everyone is busy with and the plans for the day. 

During the sprint implementation stage, the developer interacts with coding standards, to 

create and recreate social practices. Social structures can be in the form of allocating work 

to other developers, in a code review process, where a senior developer authorizes code 

(making sure that standards are followed) before checking in to source control and/or 

creating new software standards. 

3.5.5 Structuration in a Scrum Project Environment 

Structuration refers to systems and structures which exist in a dual relationship with each 

other to produce and reproduce each other recursively (Felix & Sedera, 2007). In this study, 

the structuration term has been applied to breakdown and understands interdependent 

interactions and related implications between the objectives, rules, resources, practices and 

the embedded operational culture patterns in the Scrum process. The emphasis is on the 

duality of structure where developers interact with coding standards to create and recreate 

social practices. In other words there is a mutual relationship between agency and structure.  

In this context agency refers to the capability of a developer to make a decision. In this 

instance a decision could be deciding on the most effective and efficient way/s of writing 
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simple clean readable, quality code and applying exception handling to critical areas of the 

solution. It could also be choosing the best way to improve the performance, usability and 

adaptability of the code. From the adaptability perspective, one can decide to refactor some 

solution areas that are more likely to be changed frequently, by implementing a design 

pattern, for example a strategy pattern (Freeman, Robson, Bates & Siera, 2004, p.21). The 

strategy pattern “defines a family of algorithms, encapsulates each one of them and makes 

them interchangeable” (ibid). Strategy lets the algorithm vary independently of the clients 

that use it. A strategy pattern enables an algorithm’s behaviour to be selected at runtime. It 

encourages class behaviours, which would otherwise be inherited, to be encapsulated using 

interfaces. The significance of this process is to allow better decoupling between behaviour 

and a class that uses the behaviour. This means that behaviour can be changed without 

breaking the classes that use it. For example classes can switch between behaviours by 

changing the specific implementation used without changing the code. These behaviours 

can also be changed at run-time (ibid). During this process the developer is guided by 

existing standards, but can also amend the standards to continue developing quality 

products. 

Further, in the current study context, structure relates to best practices, coding, quality and 

solution design standards (architectural). Resources on the other hand are in the form of 

allocating work to other developers (allocative), in code review process where senior 

developer authorizes code making sure that standards are followed (authoritative) before 

checking in into source control and/or creating new software standards. In the study context, 

the continuity of structure (rules and resources) is through the reproduction of best practices, 

architectural standards and coding standards where developers are guided by the standards 

when developing software product.  

3.6   Conclusion 

The aim of this chapter was to present a theoretical underpinning to this current study, in 

particular the use of Structuration Theory to explore software quality assurance in a Scrum 

project. The chapter looked at software development processes among Scrum teams, the 

introduction, the importance and the use of theories in the software engineering discipline, 

as well as how theories can be used. Software engineering theories such as the complexity 

theory, complex adaptive system theory, the theory of boundary objects and control theory 

were found as theories that could possibly be used in this study. However, although each is 

useful in understanding some aspects that will be looked at, none of them could offer a 

holistic framework and a lens to adequately analyse aspects of software development quality 
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assurance in Scrum projects. Hence structuration theory was adopted and used as an 

analytical framework in this study. 

The chapter pointed out that in a socio-technical environment ST can be used to 

understand, describe and explain the nature of and the relationship between human social 

actions and technology, as well as the interaction between the knowledgeable and capable 

social agents. Therefore, in this study, ST is used as a lens to understand how a user 

interacts with technology, and also as an aid to understanding the society, organizational 

and personal contexts within which self-service technology is embedded. The three key 

structuration theory concepts, structure, system and structuration were presented. The 

examples of how these concepts represent and can be applied in an IT environment, were 

also elaborated in section 3.3. This chapter also discussed the relevance of ST and how this 

theory has been applied successfully in various studies. For example, studies by Clear and 

MacDonell (2011), Orlikowski (1991), Stray (2010), Manuel (1999)  and Theng et al. (1997)    

demonstrated a clear relevance of the ST as an analytical lens in projects similar to the 

current one. The application of ST in this study is presented in section 3.5, as summarized in 

Table 2 and further discussed in sections (3.5.1 to 3.5.3).  

The significance of this chapter is that it informs the methodology presented in chapter 4 and 

further applied in chapter 5 (Findings). The next chapter presents the methodology used in 

carrying out this study. 
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CHAPTER FOUR – RESEARCH METHODOLOGY  

 

4. Introduction 

The aim of this chapter is to provide a description of the steps followed to address the 

research question. The research design and the research approach followed, as well as the 

research methods used in collecting and analysing the data. Following the discussion of the 

theoretical underpinnings to conceptualize the investigation in the previous chapter, this 

chapter also provides a discussion of the chosen research approach followed in this study, 

the research methods used to fulfil the objectives and answer the research questions 

discussed in chapter one. This chapter is divided into four main sections. The first is the 

research (approach) design in 4.1 followed by the ontology in section 4.2. A discussion of 

research methodology which elaborates on the research methods used in this study 

(including data collection and analysis) is presented in 4.3. The chapter closes with a 

conclusion in section 4.4. 

4.1  Research Design 

Research design refers to “a detailed outline of how an investigation takes place”, and 

“specifies how data is to be collected, what instruments will be employed, how the 

instruments will be used and the intended means for analysing collected data” (Business 

Dictionary, 2014, p.1). Research design, is also defined as the strategic planning of a study 

which defines the research type (descriptive, correlational, experimental, and qualitative 

(Babbie & Mouton, 2001). Research design is important in that it eliminates the boundary 

between the design and research (Edelson, 2002) as it answers the what and how questions 

in the research process (Babbie & Mouton, 2001). In essence, it serves as a guide to the 

planning of what is to be observed and how these observations are to be analysed. For 

example, in this study the ‘what question’ relates to the exploration of existing software 

quality assurance processes used by development teams in Scrum projects, the significance 

of these processes in ensuring software quality, and challenges facing Scrum SQA projects. 

The how question in this process refers to the methods and techniques of investigating the 

SQA status in the Scrum environments. Of particular significance for this study here, will be 

to unpack aspects of the adoption and implementation of quality assurance practices, as 

well as adherence to related standards by organizations or development teams in Scrum 

projects.  
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In this context, the research design consists of a research approach, which outlines the 

philosophical parameters, and a methodology to carry out the investigation. The research 

approach adopted in this study thus, is outlined in Figure 3.
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Figure 3 depicts a research paradigm scenario leading to the research approach that was 

selected for this study. It consists of philosophical underpinnings including the ontology, 

epistemology, as well as the research methodology adopted in this study. 

4.2 Ontology 

Ontology refers to a branch of philosophy that deals with the nature of reality and truth (Krauss 

& Putra, 2005), in that it is concerned in the general sense, with the nature of what exists and in 

what form. Ontology can be classified into two kinds of contrasted groups of philosophies: 

realism (realist or objectivists) and nominalism (normalists or subjectivists). Realist ontology 

assumes that there is an objective reality, with assumptions of reality mainly consisting of 

universals rather than particular constructs (ibid).  In essence, realism is a philosophy which 

holds that there is a separate (and objective) reality outside human consciousness, but it awaits 

to be discovered (Mlitwa, 2011). Realism then is often aligned with natural sciences and 

empiricist epistemological approaches to knowledge (Uddin & Hamiduzzaman, 2009). At the 

opposite extreme is nominalism which argues against abstract and universal entities, with 

nominalists arguing against the existence of invariant structure outside the human 

consciousness (Hirschheim, 1985). Nominalism therefore, is often aligned with relativist 

perspectives of reality, and related inter-subjective epistemological epistemologies.  

4.2.1 Epistemology 

Epistemology is a branch of philosophy concerned with the nature of knowledge and its 

justification (Krauss & Putra, 2005). It is also defined as the “theory of knowledge (assumptions 

and beliefs that people have about the nature of knowledge) embedded in the theoretical 

perspective” (Hesse-Biber & Patricia, 2011). Epistemology deals with the understanding of 

knowledge and the sources and limits of knowledge (Mertens, 2010). It also addresses issues 

related to the creation and dissemination of knowledge (relationship between the knower and 

what is known) in particular areas of inquiry (Bracken, 2014).  

Epistemology significantly enables the researcher to develop the research purpose, to design 

implementation and utilization, which can lead to a rich discussion of issues related to the 

meaning of objectivity or subjectivity. It teaches its users how to think holistically, helping the 

researchers to understand and position their study under the appropriate investigation 

parameters. It questions what knowledge is and how it can be acquired. In this context, 

knowledge refers to “facts, [beliefs], information and skills acquired through experience, 
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education and theoretical or practical understanding of subject” (Oxford Dictionary, 2014, p.1). 

For example, knowledge can be acquired through empiricism (obtained through experiences) or 

rationalism – which refers to the use of reasoning (Cline, 2014). Epistemology can be classified 

into different paradigms, including positivism, interpretivism and critical theory, with each 

approach closely aligned to, and determined by, a particular ontological perspective (Mlitwa, 

2011).  

4.2.1.1 The Positivist Approach 

Positivism entails the testing of hypothesis developed from an existing theory through 

measurement of observable social realities (Flowers, 2006). In positivism, it is believed that 

reality is stable and can be observed and described from an objective perspective. The positivist 

philosophy involves the manipulation of reality with variations in only a single independent 

variable in order to identify regulations and form a relationship. The researcher draws on 

theories to construct testable propositions to claims of knowledge (Uddin & Hamiduzzaman, 

2009). In positivism, emphasis is placed on values of reasons, truth and the validity of 

measurements based on factual data gathered through direct observation and experience. The 

positivist paradigm often draws upon the realist ontological perspectives of reality largely 

associated with natural sciences where quantitative methods such as surveys, experiments and 

statistical analysis are common (Flowers, 2006). Therefore this approach is inappropriate for 

this study since the research problem is about the uncertainties in terms of quality assurance 

patterns in Scrum teams.  

The nature of knowledge dealt with in this study requires the researcher to understand context 

and the interpretation of results to form a theory hence interpretivism is appropriate for this 

study.  

4.2.1.2 Interpretivism  

Interpretivism is a “systematic analysis of social meaningful action through the direct detailed 

observation of people in natural settings in order to understand and interpret how people create 

and maintain their social world” (Neuman, 2006, p.76). It relates to methods that adopt the 

position that human knowledge is a social construction, with a focus on three major social 

research approaches: social action, socially constructed meaning and value realism (ibid). In 

this approach emphasis is placed on the ability of individuals to construct meaning. 

Interpretivism is influenced by Hermeneutics which relates to social science research that 

originates in literacy studies of textual material, where in-depth exploration reveals a deeper 
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meaning (Burke, 2007). The main principle is that research must be observed from inside, 

through the direct experience of the people. Interpretivism acknowledges the constructed and 

contextual nature of human experience and allows the sharing of realities. In this approach 

reality is constructed from human knowledge, where the researcher has a direct interaction with 

participants in a research setting (Thorne, Kirkham & Flynn-magee, 2004). This interaction 

helps the researcher to get detailed information about the research phenomenon in its 

subjective context, while collected data can then be interpreted to formulate a theory. In this 

instance, the role of the researcher is to understand, explain and clarify social reality through the 

eyes of a variety of participants (Mack, 2010).  

The purpose of this study was to understand quality assurance processes adopted by software 

development teams within the Scrum methodologies. The bulk of this insight requires depth 

descriptions and explanations of choices and procedures – which requires qualitative rather 

than quantitative accounts.  

The data gathered from different teams operating under the Scrum methodology was 

interpreted in order to understand experiences shared by Scrum teams. The data was collected 

using qualitative data collection methods, which are determined by the methodology described 

in the next section. 

4.3 Research Methodology 

Research methodology refers to systematic methods, tools and techniques on how the research 

is carried out (Rajasekar, Philamnothan & Chinnathambi, 2006; Mlitwa, 2011). Research 

methods are the tools used to conduct research and research techniques refers to the 

instruments used to conduct the research such as observations, recording and processing data. 

Research methodology can be either quantitative or qualitative in nature as highlighted below 

(Nawaz & Malik, 2008; Harwell, 2011). 

Quantitative research relates to methods and techniques that measure the quantity or amounts 

(Rajasekar et al., 2006). It is concerned with numbers and frequencies (Neuman, 2006). 

Common quantitative methods include experiments (laboratory and field experiments), surveys 

and questionnaires. The questions asked in these methods are identical for all respondents. 

The questions can be either closed-ended or fixed and are usually asked in the same order. The 

significance of these methods in quantitative studies is that it is easy to do a response 

comparison across participants. However, this technique requires a thorough  and rigid 

understanding of key questions and the range of possible responses (Edelson, 2002). In this 
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instance rigidity refers to a lack of a formal interactive relationship between the researcher and 

the participant. Participants are often constrained to select between a given set of responses, 

meaning that they may not be free to answer in their own words.  

However, the aim of the current study was to understand quality assurance processes adopted 

by software development teams within the Scrum methodologies. This process requires in-

depth descriptions of processes, procedures and motivations (thereof), as well as related 

implications and the underlying impact on final outputs. The bulk of this insight requires in-depth 

descriptions and explanations concerning choices and procedures. Such in-depth descriptions 

require qualitative rather that quantitative accounts of this research phenomenon. It is on this 

basis that qualitative research methods were adopted and applied in this study. 

4.3.1 Qualitative Research Techniques 

Qualitative research refers to a collection of methods which generate words rather than 

numbers (Babbie & Mouton, 2001; Edelson, 2002). The intent of a qualitative research 

methodology is to discover some aspects of social life and describe human experience 

perspectives by exploring the meaning and the purpose or the reality (Rajasekar et al., 2006; 

Harwell, 2011). The description and understanding of human behaviours entails a detailed 

description of participants’ actions in terms of beliefs and context. Qualitative research enables 

textual descriptions of a phenomenon within a given research context (Babbie & Mouton, 2001). 

This kind of research is appropriate for studying the attitudes and behaviours of participants 

within natural settings.  

Quality assurance decisions, processes, procedures and motivations within Scrum software 

development teams, as well as impacts and related implications in the case of this study - are 

directly related to issues of preferences, expectations, assumptions and related behaviours of 

developers and project principals. These are qualitative phenomena that can be explored 

through qualitative methodological means. Qualitative methods such as focus groups, 

interviews and direct observations  can be used to collect data under this approach (Barbie & 

Mouton, 2001). 

4.3.1.1 Data Collection 

Qualitative data collection methods include participant observation, interviews (including 

unstructured and semi-structured interviews) and focus groups. Based on the nature of this 

study, participant observations and interviews are used. A motivation for the use of participant 
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observation technique is based on the researcher’s direct involvement in a number of Scrum 

teams and related projects in his current working environment, making it a potent technique to 

collect a maximum amount of data.  

Participant observation refers to a process where the researcher actively participates in and at 

the same time observes the activities of the subjects in their natural setting (Spradley, 1980). 

According to Kawulich (2005, p.2) participant observation is defined as a “systematic description 

of events, behaviours and artefacts in the social setting chosen for the study”. The researcher 

describes the existing situation by writing his/her observations while actively conducting informal 

interviews and writing detailed field notes (ibid). This method is appropriate here, as it is used 

when researching an inter-subjective problem around qualitative data that requires a contextual 

analysis and interpretation. It helps the researcher to understand the physical, social, cultural 

and economic aspects in which study participant live.  

The purpose of this study was to understand quality assurance processes adopted by software 

development teams within the Scrum methodologies. The purpose is also to gain detailed 

information on experiences during the development process. This requires inside information on 

development processes, the underlying conditions and motivations as well as first-hand 

experience on whether and how quality assurance process are applied within the Scrum teams, 

hence participant and direct observations are employed.  

Semi-structured in-depth interviews also help in obtaining a more detailed insight from individual 

participants. An in-depth interview is an open-ended conversation (question and answer) 

between the researcher and the participant aimed at exploring, in depth, the experiences and 

feelings on a particular topic, program or situation, from the perspective of the participant. In-

depth interviews are usually used to gather data in research studies where more detailed 

information about an individual’s behaviours, views and experiences are required. In-depth 

interviews work well for participants who do not feel comfortable talking openly in a group 

(Kitchenham & Pfleeger, 2002). The nature of this study requires in-depth insight of an 

individual's perspectives and experiences on the dynamics of quality assurance practices in 

Scrum projects. Therefore, semi-structured interviews were used to gain explanations relating to 

quality assurance processes (or lack of them), in Scrum development processes in the teams 

under observation. Since, the context may differ from company to company, from one team to 

another and may also involve sensitive information which must not be shared between 

companies, separate interviews with leaders of participating teams is appropriate.  
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The actual process of data collection however, largely depends on, and was informed by, a 

correct sampling process where appropriate decisions are made in order to select the correct 

types and quantity of data sources. The sampling process followed in the proposed research 

project is motivated for, and outlined in section 4.3.2. 

4.3.2 Sampling 

Sampling is the process of selecting target participants that represent a research population, in 

order to obtain information about the whole research population by examining only a part of it 

(Babbie & Mouton, 2001; Mlitwa, 2011). In order to simplify the process, the research population 

can be divided into manageable groups and the study can be conducted on each group. 

Sampling has two categories: probability and non-probability. Probability sampling refers to a 

process where the numbers and location of the elements of a research population is known to, 

and is reachable by a researcher, where all elements of a research population have an equal 

chance of being selected or excluded from a research sample.  Probability sampling can be 

further divided into three types namely: simple random sampling, Stratified sampling and cluster 

sampling (Barbie & Mouton, 2001).The current study operates over a broad spectrum where it 

was impossible to access the entire research population since it is sparsely populated around 

the world. This makes it impossible to count all the numbers and know the entire target research 

population. Therefore probability sampling is inappropriate for this study. Thus, non-probability 

sampling techniques need to be used for this kind of study. 

4.3.2.1 Non-Probability Sampling 

Non-probability sampling refers to the process where elements of a research population are 

selected by non-random methods. It is often used when the number of elements in a research 

population is unknown and their locations are difficult to identify (Kitchenfham & Pfleeger, 2002). 

The research population in the current study falls under this description. For example, the 

Scrum software development teams are numerous and too widely spread for their complete 

number and location to be known with full certainty by the researcher. Without certainty on the 

number and location of all Scrum development teams, it was impractical for a researcher to 

randomly select a representative sample from a research population of software development 

teams operating in Scrum projects.  

There are many types of non-probability sampling techniques, with each type determined by the 

nature and objective of the study, the research problem and the type of a research population 
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under investigation. The three most common non-probability sampling techniques are quota 

sampling, snowball and purposive sampling.  

Quota sampling is a type of nonprobability sampling which describes the research population 

characteristics (Babbie & Mouton, 2001). Quota sampling is appropriate for studies where there 

is no list of the research population being studied. Snowball sampling refers to the process of 

identifying a research population using a network by starting with few participants in a group 

(Neuman, 2006).  In this approach data is collected from a few participants who can be 

identified and the identified participants are asked to help in locating other participants 

(Kitchenham & Pfleeger, 2002). Snowball sampling is appropriate for studies where the 

research population is difficult to locate and identify (Babbie & Mouton, 2001). For example, 

doing a study of people who live on the street where it is rare to find a participant in one 

particular location (ibid). This method is often used for hidden research populations which are 

hard to access. In contrast, the target research population for this study operates over a broad 

spectrum, therefore snowball sampling is inappropriate. Instead, purposive sampling is 

employed. 

4.3.2.2 Purposive Sampling 

Purposive (or judgmental) sampling is a non-random sampling technique that uses various ways 

to locate possible cases in a situation where participants are difficult to locate (Neuman, 2006). 

It is often used when the researcher wants to describe a phenomenon about which little is 

known, or when it is impossible to gather elements by random selection from a list, into the 

sample (Mchunu, 2013). In this technique, participants were identified and selected according to 

their direct relevance to the purpose of the study, using the judgment and the discretion of the 

researcher (Mlitwa, 2011). The research population in the current study fits this description, 

which makes purposive sampling the most appropriate technique for the identification and 

selection of Scrum teams for direct and indirect observation, and of the associated individual 

participants for interviews.  

The application of the purposive sampling technique in this study is outlined in Table 3 and 

elaborated in detail in the sections that follow.  
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Table 3: Sample Selection 

 

 Research Question: How can software quality assurance (SQA) processes be understood and applied to 
maximize the quality of software in Scrum projects? 

 

Theme of 
Investigation 

Data Source Tools Unit of Analysis Unit of Observation No. of 
Participants 

Background, 
methodology, & 
theoretical basis. 

 Literature  Read, analyse, write  Books, articles, papers 

 

 Research methodology books, Software 
Development (SD) journal articles & 
conference papers. 

 

SQA processes in 
Scrum projects 

 Literature 

 

 Experts 

 Read, analyse, write 

 

 Interview 

 Books, articles, papers 

 

 Academics & Industry 
experts  

 SD journal articles & conference papers. 

 

  Academics (2 x from NMMU); and 
Experienced practitioners in SD: Team lead, 
Scrum Master (1 x EOHMC; 1 x Old Mutual; 1 
x Truworths; 1 x Saratoga; 1 x ScrumSense).  

 

2
 a

c
a
d

e
m

ic
s
 

7
 P

ra
c
ti
ti
o
n
e
rs

 

Significance of SQA in 
Scrum projects 

 Literature 

 

 Experts 

 

 Practitioners 

 Read 

 

 Interview 

 

 Interview 

& observations 

 Books, articles, papers 

 

 Academics & Industry 
experts 

 Scrum team leaders & 
Scrum teams 

 SD journal articles & conference papers. 

 

 Academics (2 x from NMMU); Experienced 
practitioners in SD: Team lead, Scrum Master 
(1 x EOHMC; 1 x Old Mutual;   1 x Truworths; 
1 x Saratoga; 1 x ScrumSense). 

SQA awareness among 
Scrum teams 

 

 

 Practitioners 

 

 

 Interview & 
observations 

 

 

 

 Scrum team leaders & 
Scrum teams 

 

 

 Team lead, Scrum master (1 x EOHMC; 1 x 
Old Mutual; 1 x Truworths; 1 x Saratoga; 1 x 
ScrumSense). 

SQA practices in Scrum 
projects 

Projects success rate in 
Scrum projects  

Explanations to current 
success/failure rate 
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In an attempt to realize the objectives of this investigation, the research question was split into 

five main issues/themes of investigation.  

The first of these themes (issues of investigation) pertains to ascertaining the exact software 

quality assurance (SQA) processes that exist in Scrum software development methods. Insight 

on this theme is considered a basis upon which the rest of the questions can be built. Software 

development (SD) books, journals and conference papers, as well as insight from experienced 

academics and industry experts were used as data sources to answer questions under this 

theme.  

For this theme in particular, two participants were chosen:  two academics, one of whom is an 

experienced researcher and a lecturer, with many years of practical industry experience. They 

were selected from the departments of information technology and computer science at the 

Nelson Mandela Metropolitan University (NMMU). On the basis of their direct academic 

expertise and practical experience in agile methods and related software issues, they were 

considered to be the most relevant sources of data for this theme. The university department 

was chosen purely on the basis of convenience to the researcher. The researcher is familiar 

with the institution and using academics in these two departments simplified access to data 

sources. 

For obtaining answers for all themes, ten industry practitioners were chosen from the 

participating companies. The participating companies are EOH Microsoft Coastal (EOHMC), Old 

Mutual South Africa, ScrumSense, Saratoga and Truworths. 

The group of industry practitioners consisted of a Scrum-team, team leader and a Scrum-

master, from each of the Scrum teams, across the five participating software development 

companies in South Africa. Participating companies in this respect are EOH Microsoft Coastal 

(EOHMC), Old Mutual South Africa, ScrumSense, Saratoga and Truworths. They were selected 

on the basis of their common use of Scrum methods in their projects as well as their easy 

accessibility to the researcher. Each team leader and a Scrum master are directly involved with 

all aspects of Scrum processes. This includes planning and supervising projects, implementing 

SQA standards and ensuring that a quality product is delivered to the customer.  

The second theme/issue of investigation, the significance of SQA processes, focuses on 

assessing the importance of SQA, for example, whether it is considered to be a really necessary 

part of the Scrum software development processes.  
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Building on this theme, the third issue of investigation – SQA awareness, is directed at exploring 

whether (and to what extent) SQA is known among Scrum teams.  

The SQA practices in the fourth theme focusses on understanding the patterns which emerge 

about how SQA is (or is not) being implemented in Scrum teams.  

Irrespective of the status of SQA implementation, the fifth theme is designed to explore the 

success rate of Scrum projects, with inferences related to quality assurance practices.  

Questions pertaining to explanations of the status quo are captured under the sixth theme – 

explanations referring to the success/ failure rate of Scrum projects in each of the five teams. 

The sources of data to the rest of the five themes are the team-leaders and Scrum-masters from 

each of the Scrum teams at EOH Microsoft Coastal (EOHMC), ScrumSense, Old Mutual South 

Africa, Saratoga and Truworths companies in Cape Town, selected for similar reasons as 

outlined under the first theme. 

Qualitative analytical methods were then used to analyse the data obtained from these themes 

of focus. 

4.3.3 Data Analysis 

Data analysis refers to a systematic process of inspecting, cleaning and transforming as well as 

of modelling raw data gathered from different data sources with intent to discover useful 

information (Neuman, 2006). In this process, raw data is broken down into manageable chunks 

and converted into new knowledge (ibid). Data analysis incorporates the organizing, 

categorizing and the summarizing of data. While summarizing data, themes and patterns are 

identified with intent of transforming collected data into credible evidence (Kawulich, 2004). The 

purpose of data analysis is to interpret and convert raw data into a meaningful data that 

describes the phenomenon or participants’ view (ibid). When collecting qualitative data through 

observations or interviews, the researcher identifies problems and concepts that might help to 

understand the situation under investigation and documents them in research notes with the 

purpose of identifying important statements (Morril et al., 2000, p.521). 

As already mentioned there are two methods of data analysis:  quantitative and qualitative. 

Quantitative methods include frequency distributions, statistical analysis, descriptive analysis, 

correlations and linear regression (GAO, 1992; Taylor-powell, 2003). However, since the current 

study is working largely with qualitative data, qualitative analytical techniques were used in this 

research.   
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Methods used under qualitative analysis include ethnographic analysis, narrative analysis, 

phenomenological analysis, interpretive analysis, discourse analysis, grounded theory analysis, 

constant comparative and content analysis (Morrill et al., 2000, p.521; Mlitwa, 2011; 

Onwuegbuzie, Leech & Collins, 2012). 

4.3.3.1 Content Analysis 

Content analysis is a systematic qualitative data analysis method of studying and analysing 

communication (Kawulich, 2004) and social life by interpreting words and images from 

documents, film, art, music and other cultural products or media (Crossman, 2014). In this 

technique, procedures are used to make valid inferences from text. Inferences incorporate the 

message sender, the message itself and the audience (ibid). It determines the objective, 

meaning or effect of any type of communication. Content analysis works best for interpretive 

research studies that have textual data (Kondracki, Wellman & Amundson, 2003) obtained from 

field notes, open ended questions, focus group, observations and open ended interview 

responses (Mlitwa, 2011). It is mostly used for understating social themes, cultural change, 

changing trends in the theoretical content of different disciplines, verification of authorship, 

changes in the mass media content and nature of news coverage of social issues or problems 

(Hsieh & Shannon, 2005). 

In essence, the current study deals with large volumes of contextual and subjective qualitative 

data obtained from direct (but non-participant) observations and open-ended interviews. For this 

reason, content analysis was considered to be the most appropriate technique for the analysis 

of the textual qualitative data in this study. However, the concept trustworthiness is critical, not 

only in the sampling process and the design of questions, but also in the analysis and 

interpretation of data. In qualitative studies trustworthiness often relates to dependability and 

credibility of the findings determined by the unbiased researcher’s degree of confidentiality 

(Cameron, 2011). The concept of validity and reliability are key to the phenomenon of 

trustworthiness in research. In this instance, validity refers to the extent to which the research 

instrument is appropriate to the measurement process (Mlitwa, 2011). The question that is 

usually asked in this respect is whether the tool is measuring what it was set out to measure 

(Babbie & Mouton, 2001). Reliability on the other hand pertains to issues of consistency in the 

tool and processes of measurement, in research. For example, it is concerned with the 

questions of whether the use of particular tool can yield similar result in a similar process in a 

different environment and time. The method of analysis therefore, should also be in line with the 

research approach and related data collection methods, if the findings are to reflect an accurate 



63 
 

interpretation of a research outcome. Thus, it is important that data analysis methods be used 

consistently throughout the analytical process (Zhang & Wildemuth, 2005). In effect, Illinois 

University (2014) argues that when analysing qualitative data, aspects such as stability, 

reproducibility and accuracy should be considered.  

In interpretive studies therefore, content analysis is applied in line with the interpretive tradition 

of data analysis including the hermeneutics principle with emphasis on unpacking possible 

interpretations of data that have multiple meanings (Mlitwa, 2011). The process also 

incorporates theme identification, coding and ultimately, the iterative translation and 

interpretation of data from these themes. Since this works with interpretive data with multiple 

possible meanings, the hermeneutics aspect enriches the process in the selected analytical 

technique.  

In the current study coding relates to organizing data into categories and sorting it according to 

the issue of investigation. Within each code there are sub-categories. For example testing can 

be divided into types like performance, usability and functional testing, which all fall under one 

theme (SQA processes). 

The first step in this study thus, was to go through the research notes collected from the 

interviews and direct observations. The text data was broken-down into smaller chunks ready 

for coding. Coding refers to a process within data analysis which occurs prior to data 

interpretation, where data is re-organized by assigning a unique code to each theme reflected in 

the data chunks. A chunk of coded data can be a sentence, a phrase or a word.  In the current 

study these chunks are obtained from the interview transcripts and direct observations’ notes 

(Fereday & Muir-cochrane, 2006). Similar chunks (by theme) are grouped under the same code.  

This enabled the researcher to examine and compare the frequencies of the codes. 
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4.4 Conclusion 

The aim of this chapter was to present a detailed description of the research approach used in 

this study, including the philosophical assumptions made, the descriptive and interpretive 

research design followed. The methodology and techniques appropriate to carry out this study 

were described and presented diagrammatically in section 4.1 (Figure 3). The aspects 

pertaining to how this study was carried out started with the research philosophies (Ontology) in 

4.2. Following the discussion of philosophical assumptions, interpretivism was identified as an 

appropriate method for this study, in section 4.2.1. Interpretivism implies an ontological belief 

that research is constructed and that the contextual nature of human experience and the 

sharing of realities assumes that knowledge is constructed through the direct detailed 

observation of people in natural settings.  

The description and discussion of the research methodology implemented in this study to collect 

raw data in the field as well as to analyse the collected data were presented in section 4.3. The 

research methodology was divided into three sub-sections, the qualitative research in 4.3.1 

highlighting the purpose and the objective of qualitative research in line with the nature of the 

current study. Qualitative research methods (data collection and analysis) such as participant 

observations and direct interviews were used to collect data. A descriptive content analysis was 

used to analyse the data collected through face-to-face interviews.  

A discussion of data collection methods was presented in   (with a detailed discussion on their 

adequacy in the study). Two categories of sampling, probability and non-probability, were 

described followed by a discussion of the selected sampling method (purposive sampling) in 

section 4.3.2.2. The table outlining the research question, which was broken down into five 

issues of investigation, was presented in Table 3 and content analysis in section 4.3.3.1. The 

next chapter presents a critical analysis of the findings.  
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CHAPTER FIVE – FINDINGS 

5.1 Introduction 

The aim of this study was to identify at least five Scrum projects with different teams and 

operating circumstances, so as to understand common quality assurance processes and 

practices adopted by software development teams within the Scrum methodologies upon which 

software quality assurance (SQA) inferences on Scrum can be made.  

Following an outline and a discussion of the theoretical underpinnings to contextualize the 

investigation in chapter three, this chapter presents the findings relating to an investigation into 

the quality assurance processes and practices used by Scrum teams. The chapter opens with 

an outline of the analysis process, followed by a presentation and a discussion of data (as well 

as a conclusion to the chapter). The chapter is structured in five sections. The initial analysis 

process – encompassing the thematic formulation, data collection and the analysis is outlined in 

section 5.2.1. This is followed by a descriptive presentation of the findings in section 5.3, and a 

discussion of the findings in section 5.4.  The summary and a conclusion to the chapter are 

presented in section 5.5. 

5.2  Data Collection and Analysis 

This section outlines the process followed and gives details of the interviewees that actually 

participated in the data collection, in section 5.2.1, and an outline of the analysis process in 

section 5.2.2. 

5.2.1 The Data Collection Process 

In line with the research objective, insight was drawn from the structuration theory (ST), 

literature and research methodology to break down a research question into several points of 

discussion during the interview process.  

In essence then, the main research question: “How can SQA processes be understood and 

applied to maximize the quality of software in Scrum projects” was sub-divided into five major 

themes. The five issues of investigation became the core of the interview process and 

discussion with the respondents (as shown in Table 4 below). 
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Table 4: Number of Respondents 

Organization Title/Role No of Participants 

Selected Responded 

EOHMC 1 x SM*, 1 x TM** 2 1 

Old Mutual 1 x SM*, 1 x TM** 2 1 

Truworths 1 x SM*, 3 x TM** 4 3 

Saratoga 1 x SM*, 1 x TM** 2 1 

ScrumSense 1 x SM*, 1 x TM** 2 1 

NMMU 2 x Academic experts 2 2 

Total no of Responds 14 9 
Scrum Master  (SM)* 

Team Member (TM)** 
  

 

As outlined in Table 4, only nine (out of the initial 14) respondents selected from the sample 

were available, and participated in research interviews. In other words, 5 participants who had 

initially agreed to participate did not make it to the interview. Four were Scrum team leaders 

from each of the four organizations: EOHMC, Old Mutual, Saratoga and ScrumSence, Likewise, 

in the case of Truworths, the Scrum master was unable to honour the interview appointment.  

In summary two academic experts from the Nelson Mandela Metropolitan University (NMMU), a 

Scrum master from each of the four organizations and a team leader from one institution, as 

well as one quality assurance manager and a software architect were interviewed. As shown in 

sections 5.2.2 and 5.3; data collected from the interviews and direct observation by the 

researcher were then analysed, interpreted and critiqued. 

5.2.2 Structuration Theory & Data Analysis 

The first step in the processing of interview data was to transcribe the audio-record. In a true 

content analysis fashion thereafter, the key concepts of the structuration theory (ST), which is 

the structure, system and structuration were used as the major themes upon which the initial 

analytical process was based.  Table 5 overleaf, outlines the three concepts and the emergent 

sub-themes that captured the status of information emanating from the findings. Firstly, the 

concept of structure is represented by rules, resources, and ultimately, the application of such 

rules on resources – to push the perpetuation of normative practices, or for a transformation of 

such practices.  
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Table 5: Structuration Theory Key Concepts 

Concept Concepts applied to the study 

Structure: set of rules 

and resources 
organized as 
properties of social 
systems (Giddens, 
1989; Rose, 1998; 
Rose & Hackney, 
2003) from which 
human agents draw on 
(Yates & Giddens, 
1997).  Structure and 
agency interact 
together to reproduce 
practices or to 
influence change in 
software development 
environment (Wolfel, 
2005). Agency relates 

to human’s capability 
to make decisions or 
choice, being able to 
work independently. 
For example Power to 
promote compliance or 
sanction non-
compliance of best 
practices.  

Rules (229) – Practices & Conventions, Standards, Techniques, Procedures. Thematical inferences in the findings:     

 Practices (163) -  (1) Sprint planning session (AP – R2)x1, (NP – R1)x7,  (JP – R2)x1; (2) Up-front requirement gathering 
(GT – R6)x1, (AP – R2)x1, (3) Product backlog (NP – R1)x1; GT(OM) – R6)x1; (4) Up-front design (AR – R2)x4, (A – 
R3.1)x3; (5) Sprint implementation review (GT – R5)x1; (6) Active user involvement (AP – R1)x1, (NP – R6)x3, (LF – 
R6)x6;  (AR – R2)x1; (7) Close collaboration (AP – R2)x1,  (JP – R1)x6, (GT – R5)x1, (LF – R6)x1; (8) Unit testing (AP – 
R1)x1, (NP – R1)x3, (JP – R1)x8, (A – R1)x19; (9) Functional testing (AP – R1)x2, (NP – R1)x1; (10) Automated testing 
(AP – R2)x3, (NP – R1)x3; (GT – R3.2)x7; (11) User Acceptance Testing – UAT (AP – R2)x3, (NP – R2)x5, (A – R1)x11, 
(GT(OM) – R3)x3, (AR – R45)x1; (12) Regression testing (NP – R1)x11, (GT – R5)x1; (13) Write test cases (GT – R1.2)x1; 
(14) Code reviews (AP – R1)x3, (NP – R1)x5, (JP – R1)x5, (GT – R5)x3, (GT(OM) – R1)x1, (AR – R3)x3; (15) Peer 
reviews (NP – R1)x1, (A – R5.1)x1, (GT(OM) – R4)x1, (JP – R1)x1; (16) Incremental development (JP - R1)x1, (GT(OM) – 
R1)x1, (AR – R2)x1, (A – R3.7.1)x1; (17) Daily stand-up meetings – 15 minutes long (JP – R1)x1, (GT(OM) – R6))x1; (18) 
Frequent customer feedback (JP – R2)x3, (LF – R6)x5; (19) Team leader approves & sign off requirements (GT(OM) – 
R4)x1; (21) Scrum retrospective (GT – R5)x1. 

 Conventions (2) – (1) Coding style (A – R5.1) x1x1; (2) Naming convention (AR – R5) x1. 

 Standards (26) – (1) Shippable product (JP – R2) x5; (2) Time (NP – R3) x18, (AP – R1)x2; (3) Microsoft architecture 
standards (GT(OM) – R4)x1. 

 Techniques (20) – (1) Demo sessions (NP – R4)x4, (A – R4)x1, (GT(OM) – R1)x4; (2) Audit logging (GT(OM) – R1)x1; (3) 
Prototyping (GT(OM) – R2)x7, (LF – R6.1)x1, (AR – R3)x1; (4) UML diagrams (GT – R6.3)x1 

 Procedures(19) - (1)  Create requirement (AP – R1)x1; (2) Write user stories (AP – R1)x2, (NP – R1)x1; (3) Recording 

technical requirements in a smart sheet (AP – R1)x1; (4) Prioritize requirements (NP – R1)x1; (5) Release planning (MM – 
R3.1)x1; (6) Size requirements (AP – R1)x1; (7) Sprint cannot changed or aborted (NP – R1)x1; (8) No developer is 
allowed to work on production (GT – R3)x1; (9) Client approves & sign off requirements (AP – R1)x3, (NP – R6)x1, (MM – 
R6.1)x1, (GT(OM) – R1)x2; (10) Client signs off change requests (AP – R1)x1; (11) Document requirement (GT – R7)x1. 

Resources (182) – Allocation & use of human & non-human resources, enablers, facilities & tools. Thematical inferences in 
the findings:  

Human Resources (163) - (1) Product owner (JP – R1)x1, (GT(OM) – R6)x6; (2) Project Manager (GT(OM) – R4)x3; (3) Scrum 

master (GT(OM) – R6)x1; (JP – R3)x1; (4) Business people/analysts (AP – R1)x4, (JP – R1)x2, (5) Developers(JP – R1)x9, (NP 

– R1)x12, (AP – R1)x6, (GT(OM) – R1)x15; (A – R1)x15; (6) Testers LP – R1)x5,  (AP – R2)x1; (A – R1)x5; (7) Customer 

(GT(OM) – R2)x1; (8) User (NP – R1)x20; (AP – R1)x8; (AR – R2)x8; (GT(OM)  – R6)x4; (JP – R1)x2; (LF – R4)x9; (A – 

R3.1)x7; (9) (NP – R3)x1; (AP – R1)x2; (GT(OM)  – R1)x14; (A – R3.7.1)x1 

 Tools (19) – (1) Source control: Team Foundation Server (AP – R1)x7; (2) Subversion (A – R5.1)x2; (3) Software testing 
software (black box testing (A – R3.1)x1; (4) Robotic testing framework – Jugular (A – R3.2)x2; (5) Smart sheets (AP – 
R1)x3; (6) Online spreadsheet (AP – R1)x1; (7) Development skills (NP – R4)x1; (8) Scrum boards (GT(OM) – R1)x2. 
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Concept Concepts applied to the study 

System: Reproduced 

relations organized as 
regular social 
practices.  

Pushing existing relations & related practices (3).  Thematical inferences in the findings:   

(1) Scrum master conducts business questions & workshops with users (AP – R2)x1; (2) Team leader mentors developer on 
following to standards (GT(OM) – R3)x1, (AP – R2)x1; (3) Scrum master presents the end product to the customer (JP – 
R2)x1. 

Structuration: 
conditions governing 
the continuity or the 
transformation of 
social structures & the 
reproduction of system 
(Rose & Hackney, 
2003; Naidoo, 2009, 
Rose & Scheepers, 
2001, Rose & 
Hackney, 2002). 

Determinants of the continuity of procedures, practices & standards (reproduction of structure) (6). Thematical inferences in 
the findings – to  follow procedures & practices reduce & reduce number of defects in production: 

(1) Product goes to one of our client resources for user acceptance testing (AP – R1)x1; (2) We encourage code reviews (A – 
R5)x1; (3) Reduce the bug count from the first go through unit testing (GT – R1.2)x1; (4) We write requirements test plans 
(GT – R6)x1; (5) We start with requirements, build, & document the process (A – R6.2)x1;  (AR – R5)x1; (6) We try to keep 
our releases small (A  - R3.7.1)x1 

 

Determinants of changes in standards, procedures & practices (transformation of structure) (2). Thematical inferences in the 

findings – to minimize cost, rigid time consuming  practices & optimize relevant processes:     

(1) We don’t use formalized requirement or functional specification document (AP – R1)x1; Suspend developer  (A – R5.1) 
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According to data in Table 5, rules in Scrum software quality assurance projects are 

represented by standards, techniques, practices and conventions. Similarly, resources are 

represented by the allocation and use of human and non-human resources, enablers, facilities 

and tools. The aim of identifying the key components of structure was to ascertain the 

significance that respondents attached to the quality determining rules in Scrum projects at the 

outset. This was done by dividing the rules and resources into various sub-themes, under which 

the emergent thematic patterns in the data could be placed. In this way, the number of times 

each theme appears could be counted to gauge the emergent level of significance. The 

identified themes and the number of times each theme emerged from data transcripts are 

presented under the findings in section 5.3. 

The system is an equally significant concept in the ST. As shown in Table 5 the system concept 

is represented by the patterns of relations that through normative practices are reproduced as 

regular social practices. In the context of software quality assurance processes in Scrum 

projects, such relations that are reproduced as regular social practices emerged to be those that 

are pushing existing relations and related practices. The objective of this exercise was to 

identify power relations in inter-stakeholder relations that in turn, inform certain quality 

assurance practices (or lack of them) in Scrum development projects.  

Finally, the concept of structuration in Table 5 outlines conditions that determine the continuity, 

on the one hand, and those that determine change(s) (transformation) in social structures and 

system/s, on the other. In the context of Scrum software quality assurance processes, 

determinants of the continuity of social structures were identified as those that follow procedures 

and practices in order to reduce the number of defects in production.  In the same light, the 

determinants of changes or of a transformation of structures were identified as those which 

minimize costs and rigid consuming practices in order to optimize the relevant processes. The 

objective of this identification was to establish the aspects that inform a specific culture of quality 

assurance practices, and those that inform the potential for changes in conditions, and 

ultimately, in such practices.  

With the understanding of the emergent patterns of the status quo in the initial analysis, the 

insight from the findings in Table 5 is described in detail in section 5.3. The research question 

was then broken down into five issues of investigation (themes) that were then used to address 

the objectives of this study.  

 



70 
 

5.3  The Descriptive Presentation of Findings 

This section presents in depth descriptions of data from the three structuration theory (ST) 

themes in section 5.3.1, and findings on the main research question as represented by the five 

issues of investigation in section 5.3.2. 

5.3.1 Structuration Theory Thematic Data 

As shown in Table 5, Structuration Theory (ST) themes of structure, system and structuration 

were used to analyse data and to reflect the contextual background of the quality assurance 

process in Scrum projects.   

As argued by Giddens (1984), structure consists of the interaction between rules and resources 

– which are organized as properties of social systems. In the Scrum Software development 

context, rules have emerged to incorporate conventions and practices, standards, procedures 

and techniques. In this respect, the findings (Table 5) suggest that rules are an important part (if 

not a determining aspect) of the Scrum process. For example, themes that represent rules were 

mentioned 227 times by all participants. However, the level of significance attached to rules 

varies between themes, with the flexible form of rules afforded a higher level of priority than that 

of the most rigid and binding categories (or themes) of rules.  

In this instance, Practices and Conventions themes were cited by all participants, with 165 

citations across all 7 interview transcripts. Practices and conventions consist of 20 items:  Unit 

testing, User acceptance testing (UAT), Code reviews, Automated testing, Regression testing, 

Active user involvement, Sprint planning sessions, Close collaboration, Frequent customer 

feedback, Up-front design, Peer reviews, Incremental development, Functional testing, Up-front 

requirement Gathering, Daily stand-up meetings, Sprint implementation review, Team leader 

approves and signs off requirements, Scrum retrospective, Coding style and Naming 

conventions. 

A breakdown of the details concerned with practices and conventions, as cited by participants, 

is presented in section 5.3.1.1 in the following passage  

5.3.1.1 Rules as Practices and Conventions in Scrum Development 

Environment 

As a rules driven environment, software development requires frequent interactive 

communication among project stakeholders. It is an environment where human (agents) are 
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guided by rules when developing a software product. The term practice refers to a method or 

process used in a particular field or profession (Business Dictionary, 2014). In this respect, agile 

Scrum methodology is described as a practice and procedure driven methodology that 

encourages and creates “…an opportunity for the right communication channels and the right 

people to communicate with one another” (JP – R1). Whilst communication, methodologies and 

procedures are mentioned in the same lines with practices, practices seem to be the nucleus 

round which the meanings of such activities revolve. In effect, practices seem to be emphasized 

more than standards in the Scrum process. For example, phrases related to practices appeared 

163 times in the transcripts, with the testing activity appearing 31 times across the transcript. 

Unit testing is an agile practice where developers write units (prior to the functional code) of 

code to test each function’s functionality in order to minimise errors that might occur during and 

after the development process. As one of the most commonly used practices, unit testing serves 

to validate the smaller unit against user stories or functionality (ibid). As a practice based-

process, unit testing emphasizes adherence to verification procedures in the course of the 

development process. It can be very useful in keeping the code base clean especially if the 

solution has a million lines of code (JP – R1). An “if the solution has…” sentiment however, 

implies the conditionality of this practice. In other words, compliance is largely situational rather 

than standards based. In the words of one participant, (for example said), “…it can also waste a 

lot of time if you are testing the wrong stuff”, especially when the code base is still small (ibid). 

When applied, unit testing helps “…as you write the code because you get the payback 

immediately” (A – R3.6). Sentiments are that it is an important practice, and that whenever it is 

done, it needs to be done correctly, because if done thoroughly at the right time “…and at the 

right level of granularity” (ibid), it can also help to “…reduce the bug count from the first go” (GT 

– R1.2). The usefulness of the practice is clearly attached to the benefits it offers as a practice 

when applied at the time of need, rather than rigid conformity across all development 

circumstances. The trend, as a result, is that not all Scrum teams fully adopt and comply with 

this practice. The reason, according some of the teams, was that “…it can also waste a lot of 

time if you are testing the wrong stuff” (JP – R1).  

Unit testing however, was not the only valued practice in Scrum processes. User Acceptance 

Testing (UAT) also seemed to be a significant practice with the second highest number of 

citations, 23, across the interview transcripts. User Acceptance Testing (UAT) is a formal testing 

process conducted by users (or customers) prior to the delivery of the product.  This testing by 

the customer looks at their needs, the defined requirements and business processes to 
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determine whether the development software system meets their acceptance criteria. In 

describing this practice, for example, one participant said that after functional testing which is 

conducted by the QA, the product “…goes to one of our client resources for user acceptance 

testing” (AP – R1), then if the user is satisfied, “…we move to pre-production and then to 

production” (ibid). The significance of the UAT process is that it “…gives a user an opportunity 

to break and drive and do testing to see if it does what they want” (NP – R6). Therefore, UAT 

together with other processes such as Code Reviews – is acknowledged as an important part of 

the Scrum process.  

Code review is a commonly used software development best practice where development team 

members review each other’s code, going through line by line to ensure conformance to 

standards and procedures before the code can be checked in into a repository. It is one of the 

most cost-effective early bug detection software development practices. It also helps to ensure 

that functionality meets quality standards. The value of code reviews was highly rated in the 

interviews, with most participants agreeing on the purpose and significance. The most 

significant purpose of this practice according to the five participants for example, was its 

effectiveness to improve quality by reducing the potential defect count early in the development 

process (AP – R1; NP – R1; JP – R1; GT – R5; GT(OM) – R1; AR – R3). This process ensures 

that “…no developer may check-in without a code review” (AP, R1). The code review is not only 

used for code quality purposes. It also serves as a knowledge transfer mechanism for senior 

team members to mentor junior developers in producing clean and readable code conforming to 

defined standards (A – R5.1) and quality work (JP – R1). Instead of seeing this as a fixed and 

generally applicable standard practice however, participants describe the practice as contextual, 

differing from team to team. In one of the Scrum development teams for example, one Scrum 

master clearly stated that they “…do not necessarily have normal, standardized code reviews” 

(NP – R1). The same Scrum master mentioned “…an instance where one of [the] developers 

made a change” and the team assumed that “other developer would actually review the change” 

(ibid) but the code never get reviewed and the change was deployed into production. In some 

teams for example, a code review is done formally where a lead developer sits with a junior 

developer and they go through the code line by line (AP – R1; GT (OM) – R1).  

However, other teams prefer to do it “…informally” (A – R5.1) where a team leader reviews an 

integrated code in subversion. The same approach was also cited in [the cases of] other Scrum 

quality assurance practices such as automation testing, regression testing, active user 

involvement, sprint planning meetings, up-front design, incremental development, Scrum 
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retrospectives, daily-Scrum meetings, sprint implementation review meetings, coding style, 

naming conventions and close collaboration.  

Whilst these practices are clearly valued as significant, this does not imply general applicability 

in all Scrum projects. Therefore, the extent to which they are sustained as standardized quality 

assurance practices remains tentative, subjective and unclear. Nevertheless, whether the 

impact of this approach to quality assurance in Scrum projects affects the quality of Scrum 

outputs, or not, is discussed and critiqued in more detail under the discussion of findings later in 

this chapter.  

5.3.1.2 Rules as Standards in Scrum Development Environment 

Standards (as sub-divided into shippable product, time, and Microsoft architecture standards) 

were also highly rated, with 26 citations in interview transcripts. In a Scrum environment, an 

example of a standard would be the use of a shared code library or coding naming convention, 

which, if followed properly creates a uniform code base which everyone in the team can easily 

read. Coding standards can be useful in ensuring both system design consistency across the 

application and the delivery of a better product faster. 

The definition, development, adherence and enforcement of standards seem to be significant 

aspects which play a huge role in the software quality (internal and external) assurance 

process. In spite of this observation, fewer teams than expected were actually including 

standards in their ‘sprint’ sessions. Rather, Scrum teams were putting their focus on developing 

a shippable product on time (JP – R2), a practice which seems consistent with the Agile 

Manifesto’s principle of delivering “working software [as a] primary measure of progress” and 

“deliver working software frequently from couple of weeks” (ibid). Time is one the key aspects in 

measuring the quality of a product, to the extent that customers do not only measure quality 

based on fitness for purpose, but also on whether a product is delivered on time. That reference 

to the time factor as a criterion of quality emerged twenty times in interview transcripts, and 

supports this argument (NP – R3; AP – R1). In line with the time factor, the shippable increment 

concept also appeared five times in one interview transcripts. The fact that some of the 

participants see Scrum projects as “feature driven rather than quality [driven]”, also illustrates 

this point (NP – R4).  

The implications in this respect are that Scrum projects are largely time focused, with an 

emphasis on the production timeline. It also emerged in the interviews that some of the Scrum 

teams “…had [never] had a planning session where [they] specifically talk about quality” (NP – 
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R4). It is clear therefore, that “Scrum does not prescribe quality assurance at all, it does not tell 

in any way how to do the quality assurance measures or prescribe quality assurance processes 

for quality assurance measure or anything like that” (JP – R1). Instead, “it tries to create an 

environment and it enables it” (ibid), with emphasis mostly placed on code reviews as the 

dominant quality assurance exercise. Under this modus operandi, one cannot help but question 

the adequacy of the quality assurance aspect in Scrum projects in the long term. Although the 

aims of producing a quality product seem to satisfy customers, to ensure that the product is fit 

for use and that it meets or exceeds users’ expectations, findings suggest that adaptability and 

maintainability aspects tend to be overlooked in contemporary Scrum development practices.  

Some of the teams even cited problems that “...if the key developer leaves the company they 

actually have to restart from scratch" (A – R6.2).  

However, it is not clear whether these issues relate to the software architecture (structure), 

design (database) or the complications in the source code itself. Some of these issues relate to 

the ways a Scrum methodology or Agile Manisfesto is designed. The aspects of Agile Manifesto 

review, and product documentation in particular, is discussed further under ‘Descriptive 

Presentation of Findings’ in section 5.4. 

5.3.1.3 Rules as Techniques in Scrum Development Environment 

Techniques (as sub-divided into demo sessions, audit logging, prototyping and UML diagrams) 

were also highly rated, with 20 citations in the interview transcripts. In particular, prototyping and 

system demonstration sessions were the most acknowledged Scrum techniques with 9 citations 

each, from 3 participants. In the quality assurance context, according to one Scrum master, 

prototyping eliminates any misinterpretation of requirements, thereby giving an accurate 

estimate of what the end product will look like (GT (OM) – R1), which encourages an improved 

articulation of user expectations in the development of the actual product (LF – R6.1). In effect, 

“…to ensure that we [developers] give the users what they want we [developers] give demo 

sessions” (NP – R1). In other words, soon after the analysis phase process for example, system 

requirements are converted into “…an interactive model that the client can use”, thereby helping 

users to play around with the system – a prototype (GT (OM) – R1). Prototyping is valuable 

because it enables developers to provide demonstrations of the expected product to the 

customer with the aim of getting feedback. Similarly, demonstration sessions also let the user 

“…see the screens that have been completed” (GT (OM) – R3).  
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The significance of both the prototypes and demonstration sessions is that they facilitate a 

continuous feedback from the client to avoid “miscommunication, misunderstanding and 

[requirement] misinterpretation” (LF – R6). However, prototypes and demonstrations can only 

be as successful as the diligence in adherence to procedures. Therefore, diligent adherence to 

procedures is an important aspect of every Scrum process. Such procedures are: the Client 

approves and signs off requirements, the writing of user stories, creating requirements, 

prioritizing requirements, sizing requirements, releasing planning, recording technical 

requirements in a smart sheet, ensuring that Sprinting cannot be aborted, ensuring that no 

developer is allowed to work on production, ensuring that the client signs off any change 

request and documents all requirements. Reference to a mixture of these procedures appeared 

19 times in different parts of the interview transcripts.  Like procedures, practices pertinent to 

Scrum are significant to this development methodology. For example, the approving and signing 

off of requirements was the most acknowledged Scrum practice. However, other equally 

important practices, ranging from user story writing by Scrum masters and developers, the 

sizing, to the requirement for a client to signoff, were also highly rated in the interviews.  

The significance of story writing is that “…it says what needs to be done and then why”, thereby 

serving as an input for creating requirements. For example, during the requirement gathering 

process a Scrum master “…writes user stories” (NP – R1) in the form of an end user scenario, 

and this is used as a base for forming up a sprint (AP – R1). Therefore, without user stories it is 

difficult to link a requirement to a feature, understand its value to business and why the feature 

should be created. Once the Scrum completes user stories, the sizing - estimating of 

development (including testing) time required for completing each user story follows (AP – R1). 

This helps the Scrum team know whether or not it is possible for a feature to be added in the 

next sprint (ibid). Obviously, the decision is based on the criticality and the importance of the 

feature, otherwise “…if it’s urgent we can prioritize it and take into the next sprint” (NP – R1) but 

the client decides on the priority of the stories (AP – R1).  

Although adherence to procedures and practices is highly rated in Scrum teams, a common 

opinion is that none of the practices are cast in stone. For example, they are contextually 

applied, meaning that they remain an option, as determined by the respective nature and 

urgency of the project. On this point, common arguments were that although Scrum allows 

requirement changes throughout the development process, it is not always possible. In fact, one 

Scrum master even said that “…once we [they] are in sprint, sprint can be aborted which is the 

worst case scenario but we [they] try not to” (NP – R1). With this flexible approach to the 
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application of rules, practices and procedures in Scrum projects, one could not help but 

question the reliability of the quality assurance process in Scrum projects. (To this effect) The 

findings relating to this research question are presented in detail under the critical discussion of 

findings in section 5.4.   

5.3.1.4 Resources 

Just as the rules are important in the concept of structure, so are resources. Resources are the 

tangible objects which are converted into physical outcomes in Scrum projects. This point was 

even clearer in the findings, with references to one form of a resource or another, emerging in 

almost every set of statement uttered by respondents during the interviews.    

Concepts and themes about resources in interview transcripts can be grouped into human and 

non-human aspects. The human resources category within the agile software development 

context had 9 items/roles such as (1) users, (2) developers, (3) clients or customer (5) tester, (6) 

product owner, (7) Scrum master, (8) business analyst, and, a (9) project manager. The 

combined total was 163 citations in interview transcripts for all these categories.  

Though it is often debatable whether a user has a legitimate claim to the title of one of the 

organisation’s human resources, they play an important role in the quality assurance process. 

Hence, they are (or should be) involved throughout the development process. Particularly, in the 

user acceptance testing process, as the end prototype cannot go into production without 

passing their approval test (NP – R6), a practice which helps to reduce “…miscommunication, 

misunderstanding and [requirements] misinterpretation (LF – R6). In effect, it is important to 

realise that, not having a user involved could result in product usability issues later when the 

application is in operation (LF – R6.1). Largely, because users know what they want (NP – R6), 

and “… in order to make sure the requirements are met, the user sign[s] off” (MM – R6.1) after 

conducting User Acceptance Testing. Obviously, developers also play a huge role in making 

sure that user expectations are met (LF – R4).  

An equally significant human resource in software development processes is a developer. 

Developers are responsible for conducting sprint activities such as planning and design and 

they attend sprint retrospectives. They “…work against requirements to make sure that they 

actually build what is required" (AP – R1). From the Quality Assurance perspective, they 

collaborate with testers to “find [and fix] issues quicker” (JP – R1). They do not only implement 

the requirement but also participate in regression testing (NP – R3) and other types of testing 

such as unit testing (AP – R1). From the standards perspective, one Scrum master praised their 



77 
 

developers as being “…big on commenting the code and to note, as to what is gone in and what 

has changed” (ibid). 

Testers have also grown in prominence in the Scrum teams human resource lists in recent 

times, to the extent that teams are relying on them, because they ensure that the product meets 

users’ needs (A – R1). Scrum encourages teams to collaborate with one another, and “…testers 

are part of Scrum team” (JP – R1), working with developers and Scrum masters to find and fix 

defects early" (ibid). With a leadership role in Scrum projects for example, Scrum masters 

manage the process and “…help to keep the team on track” (JP – R3). Participants in the 

interview process acknowledged that Scrum masters act like a communication bridge between 

the product owner and the Scrum team, they remove team impediments and ensure that the 

team is developing the right product and that sprint goals are achieved. 

Despite the value and importance of these role players (product owner, business analyst, and a 

project manager) in Scrum projects, the significance of these roles was not clear in some teams. 

In all circumstances however, human resources are always mentioned with reference to the 

specific tools and non-human resources that they manage and manipulate through specific 

procedures - to develop and produce the desired products. 

Non-human resources and tools therefore, play an equally important role in Scrum projects. For 

this reason, resources emerged frequently in a number of quality assurance discussions, with a 

combined total of 19 citations in the interview transcripts. In the development process for 

example, tools such as source control systems play a significant role. Source code control is a 

software tool used by Scrum teams to manage and track source code changes during the 

development process. It keeps all versions of a source code and provides facilities for updating 

and retrieving module versions (ibid). In this study, the Team Foundation Server (TFS) was the 

most acknowledged source code tool, with 7 citations. Scrum teams use TFS to create and 

associate a work item with an implemented requirement when developers check-in (AP – R1). It 

can also serve as a restriction tool in that developers “…may not check-in if you don’t have the 

name of the person who reviewed your code” (ibid). Another tool that works in a similar way to 

TFS in an open source context is Subversion, which was mentioned twice in the transcripts. 

In summary then, it is clear that although certain sets of rules are important in Scrum projects, 

they are not as rigidly applied as in the traditional methodologies. For example, rules are evident 

in the form of procedures on how to go about the development function – without necessarily 

having to stick to the same pattern of rules in all activities. What emerged clearly in this respect 

is that standards are not blindly followed for the sake of compliance across the board. Instead, 
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the timely completion of a system that eventually meets stipulations is prioritized. In this respect, 

the Scrum master and the project manager carry a discretionary but high responsibility 

overseeing and judging the product development maturity. In practice however, the findings 

show Scrum masters to be the mere coordinators of the team of developers in a Scrum process. 

It has continuously emerged from observations by the researcher, and from interview responses 

of participants that Scrum masters serve as facilitators between developers, the development 

process, testers and the clients, with the regular reflective team process serving the quality 

assurance function. The application of rules (practices, standards and procedures) therefore, is 

flexible. This makes it difficult to pin down the quality assurance system into a definite ‘black-

box’ type of description in Scrum projects. Implications attributable to this process in the rate of 

turn-over on the one hand, and the quality of outputs on the other hand, are interrogated in 

more detail under the discussion of findings in section 5.4 later in this chapter.  

5.3.1.5 System 

From the interview transcripts, the concept of a system is represented by the accepted 

development procedures and the quality effecting behaviour in Scrum teams. In the findings 

then, this system is depicted in terms of relations between the Scrum master, the project 

managers, team leaders and developers. In the Scrum teams observed, this is translated into 

procedures such as answering questions and conducting business and workshops with users, 

and the constant feedback available in meetings with Scrum team members (AP – R2; NP – 

R6). For example, one Scrum master said “…we have workshops where we ask business 

questions” (AP – R2). The Scrum master not only attends to the clients briefing on what they 

want, they also communicate this and facilitate its production by a development team. In this 

system, the project manager collaborates with the team leader who mentors developers on 

following procedures, by ensuring that user expectations, requirements and objectives are met. 

To illustrate this point for example, one Scrum masters said “…we work very closely with the 

client to make sure that everyone is happy with the delivery” (AP – R3) by making sure that 

“…you are actually developing the systems that supports their requirements” (LF – R6.1). Once 

the feedback is obtained and the product is ready to be shipped, the Scrum master presents the 

end product to the customer (JP – R2).  

Since the system refers to reproduced relations organized as regular social practices (Giddens, 

1984), it is clear in this section, that relations governing Scrum team functions – including 

reflective meetings under the accepted power relations between team members -  serve to 

reinforce and reproduce the current Scrum development practices. One of the defining practices 
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in Scrum projects is the code review. These constant verifications seem to be the nucleus of 

output-driven Scrum development work. For example, one Scrum master perceives “…code 

reviews [as] good from both quality assurance perspective and also from the training 

perspective because that’s how the [developers] are going to learn” (AP – R2) as well as a 

practice where team members “…hold themselves and each other accountable” (JP – R3). 

Developers and Scrum masters see time and the rate of turnover as key considerations, and 

when these yield high volumes and desired returns, they do not see a need for change. 

5.3.1.6 Structuration 

Structuration refers to conditions governing the continuity or the transformation of social 

structures and the reproduction of system. In this study, structuration represents the aspects of 

reproduction and or transformation of structure – in the form of rules and practices within Scrum 

projects. A reproduction of structure in this context refers to an attachment to the common rules 

and practices that are seen as ‘the tried and tested’ where diversions and change are avoided. 

Examples include loyalty to specific procedures, standards and practices followed by Scrum 

teams to develop the code, and to reduce defects in production. These are described as 

expected practices, procedures, and “…the way Scrum teams work”. Examples include the 

involvement of clients in the testing phase to verify and confirm a product’s fitness for purpose 

among others, encouraging code reviews, reducing bug count from the first go through unit 

testing, writing requirement test plans, starting the Scrum process with requirements, building, 

and documenting the process, and keeping releases small. Statements to this effect tend to 

include phrases such as “things we have to do” or suggestions that it is “the correct way to go 

about development and quality assurance practices” in Scrum projects. A typical statement from 

one of the participants in this case was that it is better “…to start requirements, we have to build 

the process, we have to document the process so that we can actually do the whole thing” (A – 

R6.2) prior to the implementation phase. Some respondents made a strong statement such as 

“we have to” - suggesting that this is the way things are, and have to be done. In this respect, 

while the developers are developing, the testing team writes “…test plans for those 

requirements” (GT – R6), to verify the requirements and to give feedback to the entire team.  

In this study therefore, leaders and members of Scrum teams were very much committed to 

staying ‘agile’. There was no desire to change to rigid standards in their operations, which would 

give almost negligible room for operational transformation or change. 
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5.3.2 Summary to the Theoretical Analysis of Findings 

To summarize the descriptive presentation of findings then, four key points stand out.  

Firstly, the most important rules in Scrum are the use of unit testing, code reviews and User 

Acceptance Testing (UAT). However, they are not viewed with the same level of significance by 

Scrum teams. Instead of very strict adherence to these procedures, adherence seems to be 

contextual, with a significant amount of optional flexibility.  

From the structuration theory perspective of structure, resources seem more important than 

rules in Scrum, with human resources and the skill of developers being the most significant of 

resources under this agile development method.  

On the system aspect of structuration theory, contextual flexibility seems to describe the 

operational environment in the sense that the same guidelines and methods are applied 

subjectively in cases that are regarded as deserving. Then, the system is confirmed by all 

testers.  

From the Quality Assurance (QA) perspective, members serve the QA purpose in a Scrum 

project. In this instance, findings point to the use of continuous meetings to reflect on what has 

been tested, and to determine whether there are aspects to be changed or improved.  

Finally, it appeared in the findings that non-rigidity (discretional flexibility) to modify practices 

according to the context in Scrum process has in itself become a new norm that is upheld and 

reproduced. As a result, it is often difficult to articulate the QA process into a definite black-box 

description in Scrum projects. However, the aim of the study was to understand the dynamics of 

quality assurance practices adopted by software development teams within the Scrum 

methodologies.  

To reconcile this background from the findings with the research question posed in this study, a 

more elaborate discussion and critique of the findings is presented in section 5.4 below.  

5.4  Discussion of Findings 

In section 5.3 the Structuration Theory (ST) and its concepts were used to analyse data in order 

to improve the understanding of Scrum practices and related QA process.  

To address the research objective, this section builds on a descriptive background from the 

structuration theory analysis, in the previous section, to align the responses of participants with 

the main research question – “how can software quality assurance (SQA) processes be 
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understood and applied to maximize the quality of software in Scrum projects?” In this section 

therefore, data is presented and discussed according to the following five components of the 

research question – the issues of investigation: Software Quality Assurance (SQA) processes in 

Scrum projects; Significance of SQA in Scrum projects; SQA awareness among Scrum teams; 

Projects success rate in Scrum projects; and finally; Explanations of the current success/failure 

rate in Scrum projects.  

5.4.1.1 Software Quality Assurance (SQA) in Scrum Projects 

Under this theme, the researcher wanted to understand different SQA processes that are 

unique or followed in Scrum projects and how they are applied or substituted in a specific Scrum 

team. Findings from interviews are outlined in Table 6, and discussed in deatil in subsequent 

sections.  

 

Table 6: Application of Software Quality Assurance (SQA) in Scrum Projects 

 

According to the findings (Table 6), the most commonly used techniques that Scrum teams use 

are code reviews, test driven development (TDD) and close collaboration. These are the key 

considerations in their SQA functions and processes. Among the SQA processes, code reviews 

are one of the most commonly used techniques to improve quality during the development 

process. 

5.4.1.2 Code Reviews 

When respondents were asked to indicate how SQA processes should be applied in Scrum 

projects, they gave various answers with code reviews as the common denominator in many 

Question/s  

Total No of 
participants 

Responses  

Code 

Reviews 

CI* Close 
Collaboration 

TDD** No 
Answer 

 

How should SQA 
processes be 
applied in Scrum 
projects? 

 

 
14 

(100%) 

 

 

4 
(25.5%) 

 

 

2 
(14%) 

 

 

4 
(25.5%) 

 

 

4 
(25.5%) 

  

 

5 

(35.7%) 

N
o
 o

f 
re

s
p

o
n

d
e

n
ts

 

p
e

r 
re

s
e

a
rc

h
 i
te

m
 

Continuous Integration (CI)*  

Test Driven Development (TDD)**  



82 
 

responses. One respondent for example, said that “from a quality perspective on development, 

no developer may check-in without a code review…” Particularly, because where there are 

“…code reviews, the senior can review juniors or intermediates and [they, themselves] can 

review each other” (AP – R1). In this instance, quality is mostly assured where a senior would 

“sit with juniors and just review the code before they book it in and then we also have the 

development testing circle before any code gets booked in” (GT – R1). What emerges strongly 

in this argument is that code reviews are (or should always be) part of the development process 

in Scrum projects. Actually, one of the Scrum masters went as far as to describe “code reviews 

[as] awesome…” saying that they are a “very cool way, to first of all get developers to learn how 

each other codes” (JP – R1). Whilst reference to “very cool way” may have multiple 

interpretations, it clearly has positive connotations that can be associated with an undisputed 

form of approval to the review of codes of Scrum processes. Findings from the structuration 

theory analytical perspective in section 5.3 also indicate that code reviews are a significant 

aspect of rules in the structure of Scrum. In fact, code reviews are categorized as a practice 

within the rules theme of structure, where it emerged as the most fundamental of all practices in 

Scrum. The emergent observation in this section that it is the “very cool way” supports this 

analysis. However, the question remains as to whether this is consistently applied in all 

practices, or is it just one of those practices that are applied for convenience. Findings in section 

5.3 point to the optional approach, with Scrum teams relying more on meetings to decide on any 

necessary steps in any given case. 

However, code reviews are not the only recognized quality assurance practice in Scrum 

projects. Close collaboration and the test driven development (TDD) techniques were also 

recognized. Though code reviews help to improve quality and knowledge sharing among 

developers, close collaboration clearly improves communication among Scrum members, 

thereby reducing the chances of a misinterpretation of the requirements in the early stages of a 

Scrum product development.  

5.4.1.3 Close Collaboration 

The second common feature in Scrum SQA, according to research participants, was close 

collaboration. Close Collaboration is the process where customers and the development team 

meet together on a daily basis to better understand what is being developed by the developers. 

This is to ensure that requirements are correctly understood by project stakeholders and that 

the final product reflects customer needs. Findings from interview participants on this point 

suggest that close collaboration is what makes Scrum projects work. Sentiments were that it 
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creates “…an opportunity for the right communication channels and the right people to 

communicate with each other” (JP – R1). The same respondent emphasized that “what you 

need to do is you need to have a right conversation with the right people” (JP – R1). Therefore, 

“you need testers who are speaking to developers and testers who are speaking to business 

people” (ibid).  

The significance is that reflective interactions help developers to learn from the challenges and 

mistakes of others. For example “having a conversation about I am testing this and I tested this 

yesterday and it didn’t work so the developer and tester can sit together and figure out what 

went wrong and fix it here and there, it does not wait for another forty five week iteration or 

another whole development circle before the developer gets back to it” (JP – R1). The main 

advantage according to this participant is that faults can be prevented in time. On the same 

question, another respondent said “we have a very collaborative process that we do when the 

feature gets built, it gets built right the first time as opposed to rebuilding the code to bug fixes” 

(AP – R1). What comes out strongly from this remark is a commitment to focus on preventative 

practice. Clearly, this aspect is a significant part of the Scrum development procedures in this 

respondent’s development practice. This developer (who is also an academic expert) went on to 

say “I have always tried to keep the user actively involved in whatever I did … and get 

continuous feedback from the user to actually make sure you are on track all the time” (AR – 

R2). Close collaboration, with active involvement of the key stakeholders in this respect, seems 

to be among the most significant quality assurance practices in Scrum. A general belief among 

developers (on the close collaboration aspect) is that “you actually have to involve them in the 

whole process – the requirements, the design and the actual development you definitely have to 

involve your user throughout the process” (LF – R6).  

To address the main research question however, one still need to ask the level of general 

applicability and enforcement of this practice throughout Scrum projects. Even though close 

collaboration is afforded, this high level of significance nevertheless, none of the participants 

could confirm that they follow this practice in all their Scrum projects. It can be concluded 

therefore, that this is one of the quality assurance practices that are followed often, but there is 

an option not to. 

Another SQA aspect that was cited with a large measure of significance in the literature, and 

again by Scrum masters was the practice called “Test Driven Development”. 
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5.4.1.4 Test Driven Development 

Test Driven Development (TDD) refers to a two-level process conducted by the software quality 

assurance team writing test cases to cover new functionality within short development iteration 

before developers can start coding. When this practice is followed, the first level entails a 

customer writing user stories, together with cost estimation by developers. This first level also 

includes prioritizing requirements and developing customer tests. The second level is where 

developers start testing the implementation and refactoring of the code to remove redundancy. 

In both levels, testing seems to be the most important SQA component of the development 

process. 

Whilst test driven development is appraised as an important part of the SQA process in Scrum, 

the purpose of this research was to understand the level to which SQA processes such as these 

are being (or not being) followed in Scrum process. It was also to understand motivations for 

and related implications to the final outputs. In terms of perceptions, unit testing in particular 

was perceived as an important step towards delivering a quality product. In fact, one Scrum 

master emphasized that “unit testing can be very useful” in first keeping the “code base clean” 

(JP – R1) and to simplify the developers work, as it makes it easy to test one functionality at a 

time. It is “very beneficial to unit tests” (ibid). It helps to “reduce the bugs…” (GT – R1.2). 

In addition to unit testing, other Scrum teams use other types of testing, such as automated 

testing, to save time. In this instance one team member said “we have automated some of our 

testing so that we don’t spend our time in testing but we can actually spend time on 

development” (NP – R1). These types of testing are useful in saving maintenance costs as they 

help to identify defects before the product goes to the customer. However, functional testing is 

used if there are errors that occur once the product is in use hence functional testing is another 

equally important means of finding errors that were not detected by the developers. 

Therefore, once the developers have completed the implementation including their testing, the 

quality assurance team conducts functional testing followed by user acceptance. This process 

commences immediately after developers have completed the customer stories. In this respect 

one respondent said “QA team [conducts] functional testing [and] it goes to one of our client 

resources for user acceptance testing” (AP – R1). As a practice of SQA and a measure of 

product quality, once the development team and quality team are satisfied with the product, the 

user validates and verifies the product to ensure that it meets specified needs. It is important to 

confirm that the product conforms to defined requirements at the end of the sprint. To illustrate 

this one quality assurance manager said “we’ve got a very effective black box testing software 
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so all our defects popup instantly” (A – R3.1). The significance of black box testing is to ensure 

that the product works according to user requirements (functional and non-functional). This 

process can also help to identify faults as early as possible, before the product is released for 

use.  

In addition to black box testing, User Acceptance Testing (UAT) is one of the useful techniques 

which contribute to ensuring that the team is developing the right product. As one respondent 

explained, “we grow our UAT environment, so we try to work towards a position where every 

single production system has a version in UAT” (A – R3.4).  

In relation to the common software quality assurance processes, only two participants 

mentioned continuous integration, one respondent said that “there is some tactic limitation 

because of the web TFS” which include “continuous integration and continuous builds” (AP – 

R2). In agreement with  the previous respondent, another participant said that they run “builds 

every time anyone checks-in anything into subversion or source code repository so that’s 

continuous, we have continuous build” (A – R2) and “…have continuous builds from checked 

out from subversion we set up our builds” (GT – R3.3). Unlike the situation in the fixed functions 

of the waterfall methods, the focus in Scrum projects is clearly that of continuous builds and 

checks, to correct as one develops. 

Nevertheless, despite the cited significance of the test-driven processes, Scrum masters feel 

that the practice is not always necessary, meaning that there are occasions, for example in the 

case of a small and simpler project where such testing would not add value. On this point, the 

feeling is that there must be a reason to unit test, it is not necessary to always do it as a cross-

context routine, if wasting time and efforts is to be avoided. One respondent pointed out that unit 

testing can “…waste a lot of time if you are testing the wrong stuff so you don’t want to write unit 

tests just for the sake of writing unit tests because somebody said it was a good idea, you need 

to apply your mind” (JP – R1). So, the context, goal and purpose for testing are all important. 

What emerged out of this point then, is that there are important SQA procedures that are 

recognized in Scrum projects, but their implementation is often at the discretion of Scrum teams. 

The thinking on the unit-testing aspect in particular, is that one “must unit test at the right time 

and at the right level of granularity” (JP – R1).  

In terms of the objective of this study however, the question remains as to when are the tests 

omitted, under what circumstances, whether the pressure that comes with the high volume of 

work contributes to test omissions, etc., and the extent to which testing omissions contribute to 

failures and bugs. It is clear from the above passages that there are numerous processes 
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available for Scrum teams. These processes play a significant role in ensuring that the end 

product meets the required standard of quality. The significance of each of these processes is 

explored in detail in section 5.4.2. 

5.4.2 Significance of Software Quality Assurance (SQA) in Scrum Projects 

Under this theme, the researcher wanted to understand the significance of the SQA process, 

and the measures used to ensure that the developers comply with practices, in a specific Scrum 

team. In fact, SQA measures entail delivering the project on time, within the estimated budget, 

satisfying or exceeding user requirements and conforming to defined standards. The researcher 

wanted to understand how these conditions are accoumplished, how customer satisfaction is 

measured and how quality standards are enforced in a Scrum project. 

 

Table 7: Significance of Software Quality Assurance (SQA) in Scrum Projects 

 

According to the findings in Table 7, the primary objective of SQA processes is to improve 

product quality by elimininating the number of defects during the development process. 

According to respondents, the significance of SQA processes is to improve product quality, to 

identify defects, to write code quickly, to reduce the number of defects, to help to develop a 

product that meets users’ needs, to reduce maintenance costs, to tranfer knowledge among 

developers through code reviews and finally to simplify the development process.  
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The perceptions of respondents were sought on the significance of SQA processes during the 

development process and the maintanance phase, one respondent commented that “code 

reviews are good…. for quality assurance perspective” (AP – R2). As mentioned in the previous 

passage (5.4.1.2), code reviews are useful in that they help to improve product quality by 

making sure that the code is tested prior to integrating it into the existing solution. From the 

Scrum team and testing perspective, in addition to code reviews, participants believe that unit 

tests also play a huge role in improving quality, making it easy to identify defects quickly and it 

simplifies coding -  it is time efficient (JP – R2; A – R3.6). In this instance, one respondent said 

unit tests “help you write the code…” and decrease development time in that they “…make 

development faster” (A – R3.6) which in the end gives testers enough time to do all kinds of 

testing prior to releasing the product to users for further testing. 

As stated in the definition of quality, delivering a project on time is one of the measures of 

quality assurance. It is clear from the respondents that, though it is important to incorporate 

quality assurance processes, delivering the project on time within budget is equally as 

significant as developing quality and maintainable code. In essence, one participant believes 

that complying and enforcing SQA processes could reduce development time. One respondent 

reveals that having processes such as code reviews, Test Driven Development (TDD) and close 

collaboration, a significant number of defects can be identified and reduced very early and 

before the product goes into production. This respondent said “we have incredible low number 

of bugs. Any bugs that come up in the production system are generally fixed within a day or 

so…” (AP – R2).  

Further, SQA processes contribute towards knowledge sharing among team members in that 

they act as a training method to junior developers. In most teams, it is routine practice for senior 

developers to mentor other team members. In this way, following of best practices and 

standards is passed on, settles in the memory and becomes a habit. The significance of this 

process is that it helps improve developers “…from the training perspective because that’s how 

the guys are going to learn” (AP – R2). It helps them “…to learn how each other codes” and 

contributes to knowledge transfer and reduces training costs (JP – R1; A – R3.7.1).  

However, following processes alone might not help in developing a high quality product. 

Respondents believe that communication also plays a huge role, particularly, in terms of 

ensuring compliance to expected measures to ensure the quality of the product. 
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Table 8: Measures of Quality Software Product 

 

Table 8 offers a descriptive summary of the perceptions of the participants on the measures of a 

quality product. These measures do not only determine the readiness of a product but also 

provide a feedback from the customer in terms of meeting requirements. Though there are SQA 

processes used by Scrum teams to improve and maintain product quality, it is also important to 

interact with users and get some feedback. This process helps to find out whether the product is 

fit for its purpose. When participants were asked how do they know whether the end product 

satisfies the customer, they highlighted various QA measures such as system demonstrations, 

User Acceptance Tests (UAT) and giving the system to the user for testing. 

5.4.2.1 System Demonstrations (Demos) 

When the participants were asked to indicate how to measure product quality in terms of 

ensuring that the customer is satisfied, one participant reflected on system demonstrations 

where a shippable product is presented to the client (customer) and then “…the client decides 

before we can go into production” (AP – R3). The significance of this process is to ensure 

quality and that the customer is happy with the delivery, by demonstrating the working system 

against defined requirements. On the same point, another Scrum master added that, the 

significance of “demo sessions” is to ensure that the development team “give[s] users what they 

want” (NP – R6). They ensure that the system is “…actually meeting the expectations, you are 

actually developing the system that actually supports their requirements” (LF – R6.1). Further, 

from the quality assurance perspective, the demonstration sessions play a dual integral role for 

both Scrum team and the customer. From the development teams’ point of view, it helps the 

development team to understand the needs and expectations of the customer and the customer 
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feedback indicates how satisfied the customer is with the product.   On the other hand, it helps 

the customer get a feeling for the product, and to see whether the product serves their needs. 

On this point, one Scrum masters feel with demos “…the user can see the screens that have 

been completed” and based on what is presented to them, “…they decide this is what I want” 

(NP – R6). Further, the benefit of presenting a “…shippable increment” is for project 

stakeholders to “see exactly what [the system does] and then recommend changes” (JP – R2). 

It makes it “…easier for them to see something then understand oh actually we needed that 

button in a different place”. For example “…to go from point A to point B and what we need is to 

have all that information in one place instead” (ibid). 

System demonstrations are not only beneficial in measuring product functionality but are 

essential to system usability evaluation. On this point therefore, “…quality software is actually 

more about the actual product than the actual code” (LF – R4), this however, does not mean 

that internal quality (source code) is not important but it puts an emphasis on the fact that there 

should be a balance between the internal and the external quality (usability, reliability, 

maintainability etc.). In other words, according to one respondent, quality software is “…more 

about meeting users’ expectations, meeting the requirements of the user, supporting the user to 

make transactions and making sure that the system is usable” (ibid). 

Despite the cited benefits of system demonstrations, Scrum masters and academics feel that 

this process works best for projects where requirements are fully understood from the beginning 

of the project. Therefore, if the customer is unsure about the requirements, they are quite likely 

to be unsatisfied with the system, due to various reasons such as the technology capabilities 

and unclear requirements. On this point, the same Scrum master (who is also a Scrum coach) 

said “…ninety percent of the time what happens is that people do not know how to put it into 

words accurately what it is that they really need, …it is very hard for them to describe and 

explain exactly what it is that they need until they have seen a portion” (JP – R2). It is clear 

therefore that, though it is vital to meet or exceed stated requirements, quality is measured by 

various factors. On this point academic experts believe that requirements are not always 

“…100% correct” (AR – R3). 

In addition to system demonstrations, as a Scrum practice, when the development team feels 

that the product is finished, the customer conducts a User Acceptance Test (UAT) to do a final 

test and if they are satisfied they approve the system. 
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5.4.2.2 User Acceptance Testing 

Following the system demonstration process, the second common measure of quality 

assurance and customer satisfaction is User Acceptance Testing (UAT) conducted at the end of 

a sprint. The UAT is the functional requirement verification process (conducted by product 

owners, product managers and the user or customer) which confirms that the system is fit for 

purpose. It also determines that users’ needs and business processes are correctly 

implemented and ensure the delivery of a quality project. 

In addition to system demonstration sessions, as a quality assurance practice, Scrum teams 

should conduct UAT where the user is given an opportunity to interact with the system to verify 

requirements. Under this process, one Scrum master said through UAT “…we interact with 

users during planning sessions and during UAT which is closer towards the end of the sprint” 

(NP – R6). In accordance with customer feedbacks, UAT sessions help the development team 

to identify areas that require change and the customer “get[s] an opportunity to raise” aspects 

that need to be changed before moving to production (ibid). In some teams, the UAT process 

runs concurrently with integration testing, the latter is done by quality assurance teams running 

test scripts (GT – R4). However, others choose to dedicate this process to a client’s resources 

in their own environment (AP – R1). On this point, it is evident that although all Scrum teams 

seem to be following UAT practice, there are no strict guidelines on whether or not the clients 

conduct thorough testing. In other words the question of how UAT is conducted differs from 

team to team making it difficult to pinpoint a common way of how this practice is applied and 

used to measure quality assurance. 

5.4.2.3 Customer Responsibility 

To get a clarification on measures of quality assurance from the customer, the same question 

was posed to academics. They were asked to give their perceptions on how customer 

satisfaction should be measured, using information from some of the projects developed by their 

3rd year students for companies. One academic said “…when student do projects for 

companies, the focus is on the companies to ensure quality of their quality 

measurements/metrics requirements” (AR – R5). On the same question, another academic said 

“…the School of ICT passes the ownership of their systems 100% to the students, we as a 

school do not typically get any comebacks from users/companies which the students developed 

systems for” (LF – R7). Though there is no formal UAT session for projects developed by 

students, there is a similar approach which serves the purpose of verifying the requirement. This 
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process entails students presenting their products to judges. Its aim is to ensure “…business 

understanding…, understand the environment they working on and have they been able to 

translate that understanding to a system”.   

In the description of findings (section 5.3), three common Scrum practices which are applied by 

almost every interviewed Scrum team were identified as significant practices which contribute to 

developing a quality product. However, findings also show that Scrum teams choose which 

practices to apply depending on the type of project. Therefore it is not easy to understand which 

practices contribute towards the development of a high quality product. In addition, if there are 

challenges related to time, skill and the understanding of the product, then the system 

ownership to the client and focusing on system understanding might result in maintainability 

issues when the system is in operation. 

5.4.3 Success Rate in Scrum Projects 

Over the past few years, the increase in the adoption, and success in the implementation, of 

agile methods, in particular Scrum methodology, has witnessed improvements.  

Under this theme then, the researcher wanted to understand the success rate of adoption and 

application of Scrum methods in software development teams. From the quality assurance 

perspective, the success of a project is measured by delivering the project on time, within the 

estimated budget, by satisfying or exceeding user defined requirements and by conforming to 

standards. To understand the successful implementation of Scrum methodology, the question 

"What is the success rate of the project developed under Scrum?” was posed to Scrum masters 

and team members. The aim was to get clear perceptions on what the measures of a successful 

project developed under Scrum methodology. 

When the participants were asked about the successful implementation of Scrum methodology 

in their teams, one Scrum master said “…we are very successful with the Scrum methodology 

because we are in an environment where there is a lot of turn in terms of requirements” (AP – 

R4). On this point, the same participant also added that, Scrum methodology makes it easier for 

them to manage a project where requirements change often and to set up priorities. It also 

“…allows [us] to deal with that sort of change in a way that waterfall methodology would not 

work”, otherwise “…we would not work very well with other methodologies like waterfall method 

because there is so much change Scrum works best for us” especially in locking down a two 

week sprint (ibid). It is clear from this argument that the emphasis is on delivering a shippable 

product covering all the agreed requirements within the specified period (two weeks sprint). This 
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then can affect the quality of a product if there is insufficient testing time. On this point, one 

Scrum master feels that “…dates affect the quality” of a product (JP – R4). In other words, often 

times “…it is not the project that fails but it is the agile implementation that fails so agile is about 

creating better places to work on so that does not require people to revert back to working 

overtime, killing themselves, trying to finish the project by and in date which more often than not 

they do successfully at the risk and expense of all quality” (ibid). 

Another Scrum master feels that when considering the three measures of a quality product, their 

success is based on the delivery of a shippable and functioning product “…we measure our 

success rate by having something shippable and fully functional” (NP – R4). In this instance, 

one Scrum master believes the Scrum approach “…has been a saviour for me for success 

because I have only had success now with these five projects but it would be a struggle if I was 

not allowed to mix and look at other methodologies like putting agile in because the Scrum 

board is wonderful” (GT – R4).  

It also emerged from the findings that in spite of the success gained from the gradual increase 

in the implementation of Scrum methodologies, there are still various challenges facing agile 

Scrum teams in developing high quality products. 

5.4.4 Explanations to Software Quality Assurance (SQA) Challenges in Scrum 

Implementation  

As outlined in Table 9, there are various challenges facing the implementation of Scrum 

methodologies which play a role in improving the quality of Scrum projects. 

Table 9: Challenges to the Success of Scrum Applications 
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The most cited common challenges to the success of Scrum projects are: difficulties in the way 

the development team operates, insufficient sprint duration (time), insufficient developers, and 

not enough skills for developers to deliver on time, communication structures, insufficient testing 

and inadequate bug tracking.  

5.4.4.1 Adaptability (Change Management) 

On the aspect of adaptability/change management, one Scrum master highlighted that their 

team is experiencing issues relating to difficulties in changing the way people work, especially 

those who have been implementing traditional methodologies, such as waterfall methods, 

saying “…change from the people and change management has been hard” (GT – R6). On the 

same point another Scrum master said “… it’s difficult to change the way you do things” (JP – 

R5). This seems to be the case in many organizations, what makes it more difficult is the lack of 

openness in the organisation, lack of transparency is also found to be a problem in the 

successful implementation of these methodologies (ibid).  

Further, from the organisational perspective, Scrum teams are also faced with challenges 

relating to management support, especially during the release management. In the current 

context, release management refers to a process that “…guides IT efforts from application 

development through testing and into production, [focusing on] resources on timely delivery of a 

feature or set of features that the business needs”. This business disruption delays the process 

resulting in teams not being able to deliver a quality product on time, as release management 

reduces testing time. On this point one team said “…we have got a major problem when we 

want to release, [management] want to take a very conservative release approach which takes 

about four to six weeks roll out and update the product now because of that it means we can 

only do about four releases a year” (A – R7.2). This becomes a concern to the development 

teams especially when it comes to quality assurance because delivery time is also one of the 

measures of a quality product. It makes it difficult for a team to roll out the system for pilot 

testing - releasing the system to users for about a week before the system goes into production 

(ibid). Although Scrum methods seem to be flexible, findings suggest that Scrum teams are still 

facing a challenge caused by leaning towards traditional methodologies, which means often 

times that the Scrum process is mixed with waterfall methods. In fact, some teams find that they 

are unable to work with the Scrum practice of a sprint duration of over five weeks, because 

teams spend over four weeks developing a product, and thus they are resulting in teams not 

achieving their goals. 
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5.4.4.2 Insufficient Development Time 

In addition to traditionalists struggling to adapt to new and better ways of doing things (change), 

due to insufficient time to better understand and follow the Scrum process, insufficient 

development time is central to the quality assurance aspect. In essence, insufficient time was 

cited as the second most common challenge to the implementation of Scrum methodology, and 

this affects product quality. Time, in particular sprint duration, which in most teams is two weeks, 

affects the way a Scrum team delivers a quality product, in that it is not always easy to finish 

agreed requirements on time. On this point, one Scrum master confirmed that “the challenge we 

have is the time…, we don’t always finish on time [therefore] …we measure our success rate by 

having something shippable and fully functional” (NP – R4). Although it is in the Agile Manifesto 

to deliver “…working software over comprehensive documentation”, it must also be 

remembered that one of the measures of a quality product, time (meeting the delivery time) is 

also an important aspect.  

Apart from teams not having enough time to deliver all the sprint items, the nature of Scrum 

itself is sometimes a challenge, especially in a corporate environment where one product owner 

is responsible for more than project. One of the Scrum practices is that teams should attend 

daily Scrum meeting to maintain the development progress, remove impediments and to ensure 

that the process is properly followed. However, due to time and the amount of work that Scrum 

masters deal with, it becomes difficult for one product owner or Scrum master to attend all daily 

meetings. On this point, one Scrum master highlighted the impact this problem has on the 

success of a project. Because of the workload in one team, the product owner “…is never in the 

office he is in meetings the whole time now we need him in the mornings” (GT – R6). Due to this 

problem, the product backlog could not be managed properly, hence projects failed (ibid). In this 

instance team members believe that time plays a huge role in developing a quality product,  but 

it is important to “… do just enough things at the right time..., just enough analysis, just enough 

documentation, …just enough unit testing” these things can make a huge difference.  

From the quality assurance perspective, findings show that Scrum teams are still faced with 

challenges in terms of ensuring quality. The participants made it clear that it is still difficult to 

follow the Scrum practice and deliver a product on time, due to various reasons such as 

accountability (which is currently lacking), the chaotic nature of the Scrum process and 

insufficient resources. 
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5.4.4.3 Lack of Resources (Developers) 

Although time is cited as the second most common challenge to the success of Scrum projects, 

there are various factors such as insufficient resources and developers’ skills which could affect 

the delivery of a product. In fact, one Scrum master said, “…we also got resources’ challenges, 

for example people being on leave” (NP – R4), the shortage of developers working in a project 

seems to be another reason why this participant sometimes fails to deliver requirements on 

time. Despite the shortage of developers and their skill level, even those that are available have 

little or no experience in Scrum methodology hence it is not easy to finish all the requirements 

on time. One team member feels that specialisation (a person who has worked with Scrum in 

previous projects) also plays a huge role in speeding up the process. This team member said 

“…I can say and I think the teams that have worked in a more agile manner are generally teams 

where we end up having more than one person who knows how something works you’ve shared 

the effort” (GT – R6.1).  On this point, one Scrum master said “…people are not used to it” (GT 

– R6), because of this reason, “…team members didn’t want to do the Scrum board because 

they don’t understand it” (ibid). From the quality assurance perspective, findings suggest that 

apart from insufficient resources, in some teams, Scrum teams are still engaged in the learning 

process, when it comes to the understanding, application and a proper implementation of Scrum 

methods. This makes it difficult to be accurate in measuring the success rate of the projects 

developed under this methodology. Therefore, a question of what quality assurance processes 

to follow and how to maximize quality remains unclear, since team members are in the process 

of adapting to Scrum methodology.  

The nature of a Scrum process requires transparent communication channels between project 

stakeholders and a good management support system therefore, complicated communication 

structures play a negative role in delivering high quality projects.  

5.4.4.4 Communications Structures 

Participants also mentioned challenges relating to the size of the organisation and to the nature 

of Scrum methodology which encourages self-organization among team members. In most 

instances Scrum teams work better in projects where communication is open between team 

members and the customer. However, this is not always the case in some organizations in fact 

some companies “…do not have openness, they do not have transparency, they do not have 

the trust structures in place” (JP – R5). These make Scrum implementation difficult resulting in 

delays in delivering the project on time. The same participant pointed out that Scrum 
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methodology works best in environments where the communication structure is not complicated 

but in some instances “… the communication structures are very complicated” ending up 

affecting the project delivery (ibid). Another Scrum master added that in some companies, 

communication is “…difficult because there are too many people with input so there is no one 

owner of the backlog” (GT – R6). If there are too many hierarchies and too many roles to 

accommodate in an agile environment, it becomes a challenge to implement Scrum without 

experiencing time delays (ibid). Further, some teams experience issues with unstable 

requirements, for example where the customer might change the backlog at any time, but not 

change the release date. On this point, one Scrum master said “We have had a lot of issues 

even when thing has been approved but they turn around and say actually we didn’t think this, 

you have got to do it this way instead or actually can’t you just slide this as well” (AP – R4).  

Associating these statements with the main research question of this thesis, it is clear that 

quality assurance processes in Scrum are flexible, but also problematic. The three quotations 

suggest that processes are not seamless – mostly because of multiple structures and 

stakeholders with divergent interests that are involved in the same project. In fact, the last 

quotation reveals a sad state of affairs, showing that even those phases, where informal 

methods are used, can lead to frustrations.  

5.4.4.5 Insufficient Testing 

The testing process was also cited as one of the biggest challenges facing Scrum teams. In 

some instances, the Scrum process itself is questioned regarding the accuracy and the amount 

of testing conducted in such a short period of time. Although there were few participants who 

highlighted testing as one of the factors which affect delivery of a quality product, testing is 

perceived to be a huge concern to those who are experiencing it. In this instance, one team 

member (QA manager) said “…the biggest challenge I believe is to do proper testing” (GT – 

R7). On the same point a Scrum master said “from the time perspective the developers don’t 

have enough time to do all that regression testing” (NP – R3). As mentioned in the preceding 

passages, insufficient time to do testing is one of the contributing factors to unsuccessful Scrum 

projects in terms of quality assurance. However, this does not necessary mean that these 

projects fail completely, but teams often fail to deliver on time. If they do deliver on time, there is 

the possibility that developers will be working on fixing defects instead of adding new 

requirements (NP – R4). This participant also mentioned an instance where one of the 

developers implemented a change, and because of time, there was an assumption that the 

code had gone for testing, but it had not.  In fact the project was delivered went into production 
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and they realized later that that code had never been tested and the team were “lucky that 

nothing happened” (ibid).  

5.5  Summary and Conclusion  

The aim of this chapter was to present and discuss findings to an investigation into the quality 

assurance processes and practices used by Scrum teams. It started with a description of data 

collection and data analysis where Structuration Theory (ST) was used to unpack the status quo 

and the feel of the Scrum process. The chapter was divided into two sections - descriptive 

presentation of findings in 5.3 and the discussion of findings in 5.4.The ST was further divided 

into three main themes: Structure, System and Structuration. Structure is divided into rules and 

resources. In the context of this study, rules are represented by Practices & Conventions, 

Standards, Techniques and Procedures. These concepts were then used to draw themes from 

the interview transcripts and the findings are summarized in Table 5.  

It emerged from the findings that rules are a very important part of the Scrum process, they 

contribute in the development of a shippable product. This was supported by the significant 

number of identified themes from the interview transcripts under this concept. However, not all 

of them were found important. Unit Test, User Acceptance Testing (UAT) and Code Reviews 

were viewed as the most important practices in Scrum projects. Although it is important to 

conform to these rules, some of them are only applied when there is a need. In other words, the 

developer skill, project type and size have a direct influence on which practices to apply. It also 

emerged from the findings that rules are not as strictly applied in Scrum as in the traditional 

methodologies. Rules are flexible in that they can be modified to meet the environment and 

conditions of the team. This makes it difficult to understand and measure quality assurance in 

Scrum methodologies. Findings revealed that rules have a direct relationship with resources. In 

fact, rules and resources were viewed as being equally significant in the Scrum process. Human 

and non-human resources in particular, were also found to be equally important. From the 

quality assurance perspective, developers in collaboration with other project stakeholders, like 

software testers, appeared to be contributing to the development of a quality product.  

To answer the question posed in this study, the research question was broken down into five 

issues of investigation. The data was analysed and discussed according to these five issues of 

investigations. What emerged from the discussion of findings was that although code reviews 

appeared to play a significant role in Scrum projects, the question of consistency in the 

application of this practice remains open. In essence, findings point to the optional approach, 
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with Scrum teams relying more on meetings than on code reviews to decide on the necessary 

steps to be taken in any given case. Therefore, it is clear that Scrum teams do not always 

commit to following this practice in all their Scrum projects. Findings suggest that close 

collaboration is commonly followed in Scrum practice across the teams and this is what makes 

a Scrum project works. It can be concluded on this point therefore, that the code review is one 

of the quality assurance practices that is followed often, but optionally, all the time. For example, 

some teams choose not to use Scrum methods in small project or in critical projects. 

Further, findings show that Scrum practices such as code reviews, not only help in improving 

product quality but also in sharing knowledge among developers, especially junior developers. 

Despite the promising improvements and usefulness of Scrum practices, Scrum teams are still 

faced with challenges. These include insufficient development time (including testing time), lack 

of resources, low levels of skill - insufficient team members who understand the Scrum process, 

teams not conforming to the Scrum practice, complicated communication structures in corporate 

environments and changing the way people work. It emerged from the findings that, due to the 

flexible nature of Scrum which “…does not tell in any way how to do the quality assurance 

measures or prescribe quality assurance processes for quality assurance measure” (JP – R1), 

some academic institutions rely on the students for “…business understanding, understand the 

environment they working on” and the translation of business  and have they been able to 

translate that understanding to a system” (AR – R5, LF – R7) and transfer the quality assurance 

testing function to the client, in order to ensure the quality of their products.  

The next chapter concludes the study and suggests recommendations to the findings discussed 

in this chapter. 
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 CHAPTER SIX – CONCLUSION AND RECOMMENDATIONS 

 

6.1  Introduction 

Scrum is one of the fast growing development methods within the range of agile software 

development frameworks. However, uncertainty with quality assurance practices in Scrum 

development processes have emerged as a problematic area.  

Subsequent to the research process and the findings, this chapter offers a conclusive summary 

of the process, findings and recommendations of this study. The chapter opens with a summary 

of the thesis including a summary of the findings, in section 6.2.  

The summary of findings reflects on the purpose and the objective/s of the study, the research 

question/s, as well as whether and how the objective was realized. It builds on a research 

question to present answers drawn from interview responses, with inferences on the literature 

and the structuration theory (ST) to inform recommendations. Suggestions on future research 

are presented in section 6.3, followed by a closing conclusion in section 6.5. 

6.2  Summary of the Thesis 

The objective of this study was to explore the extent to which software quality assurance 

processes are understood, and how they are applied to maximize the quality of software in 

Scrum projects. To this end, five Scrum teams with different operating environments were 

identified and interviewed.  

This section summarizes the work conducted in this study, and puts the findings on a par with 

the conclusion, as it informs recommendations. The thesis is divided into six chapters, with the 

first chapter introducing the study. It presents an overview and a background to the research 

problem, including an account of the significance of technology in our everyday lives. Here, 

major emphasis is placed on quality assurance in Scrum, as one of the agile software 

development methodologies, a background which leads to a research problem. A research 

problem clearly articulates a lack of clarity on quality assurance practices within Scrum process. 

This observation informed the main research question which is “How can software quality 

assurance (SQA) processes be understood and applied to maximize the quality of software in 

Scrum projects?”  
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The objectives of the study are also presented in chapter one, which is to identify existing 

Scrum teams and related projects in Cape Town (Western Cape), to observe practices and to 

interview key members of Scrum teams on their motivations for preferring Scrum processes. 

The aim of this objective was to understand practices, challenges and related quality assurance 

processes – so as to improve insight into the discipline and its field of practice.  

The researcher explored the literature and presented a detailed review of the status of the 

quality assurance process under Scrum methodology in chapter two. Emphasis in this chapter 

was placed on quality assurance in the software development environment, generally, and in 

agile methods in particular. Chapter two mainly offers insight into how quality is ensured in both 

Waterfall (looking at each sequential phase) and agile methodologies, such as a Scrum, thus 

uncovering the whole field of Software Quality Assurance (SQA). Of essence in chapter two 

then, was that unlike in Scrum methodology which is flexible with emphasis placed on time-

efficiency, control, flexibility, adoption and ease of adaptation to changes, in Waterfall methods 

quality is ensured by using a rigid format. In fact, the literature shows a limited number of 

studies published in the scientific journals, focusing on quality assurance. Those few studies 

found on Scrum methods, are reflected in a case by case format which seem contextual and 

therefore inconclusive. This format made it difficult to pin point quality assurance. As a result it 

was not clear from these studies, how Scrum teams can maximize quality requirements in 

Scrum projects. Thus it was difficult for the researcher to get a consensus on Quality Assurance 

from previous studies that could be used as a point of reference. Hence a practical investigation 

was conducted to understand how local teams ensure quality in Scrum projects.  

Because the field of software development is largely technical and complex with numerous 

underlying factors, software engineering theories such as the complexity theory, complex 

adaptive system theory, boundary object theory and the control theory were explored. The aim 

was to develop a theoretical framework to offer a lens through which a holistic investigation can 

be based. However, none of the theories (software engineering) could offer a holistic framework 

to adequately analyse all aspects of the software development quality assurance process 

applied in Scrum projects. Therefore, Structuration Theory (ST) was adopted and used as an 

analytical framework to guide the researcher throughout the study. This theory was found to be 

the most appropriate theory to better understand the effect of product quality in Scrum 

development. The ST key concepts such as structure, system and structuration helped the 

researcher to get major themes (and sub-themes) from the interview transcripts. The term 

structure in particular helped the researcher to articulate the rules and the underlying processes 
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of applying these to resources – as well as to identify the related implications to the quality 

assurance phenomenon in Scrum development methodologies. Here resources are represented 

by the allocation and use of human and non-human resources, enablers, facilities and tools.  

Another important concept of ST is system, represented here by the patterns of relations that 

through normative practices are reproduced as regular social practices. In the context of 

software quality assurance processes in Scrum projects, such relations are: that are reproduced 

as regular social practices (pushing existing relations and related practice). Finally, structuration 

represents conditions that determine the continuity, or those that determine changes 

(transformation) in social structures and system/s. Structuration offered aspects that informed a 

specific culture of quality assurance practices, and the potential changes in conditions, and 

ultimately, in such practices.  

The theoretical framework then informed an interpretive approach which was adopted and 

described in Chapter four. The chapter four presented a detailed overview of the research 

methods employed to collect and analyse data. This assisted the researcher to understand a 

philosophy from which the study originates (i.e. nominalism) which then informed the 

‘epistemological’ approach followed.  

To answer questions asked in this study, five Scrum teams were selected (based on their direct 

relevance to the study and the purpose) using purposive sampling. As already mentioned 

(earlier in this study), there is a limited number of studies published on SQA in Scrum methods 

which made it inappropriate to randomly select from a list of Scrum teams hence purposive 

sampling was employed. In line with the research approach (interpretive) adopted in this study, 

qualitative methods (interviews and direct observations) were used to gather data and provided 

a descriptive analysis. Interviews were conducted with each of the identified Scrum teams at 

their premises. The Scrum masters from EOH Microsoft Coastal (EOHMC), Old Mutual South 

Africa, ScrumSense, Saratoga and Truworths were interviewed to get an understanding of how 

they apply SQA process in their Scrum projects.  

The data collected was analysed and presented in a descriptive format in Chapter five. Data 

analysis started by transcribing audio recorded interviews into text format. The main themes 

were drawn using ST concepts, structure, system and structuration. Findings revealed that 

testers, users and developers among others, play an important role in the quality assurance 

phase of the development life cycle, and none of these roles work in isolation. For example, 

developers are the ones who plan, design, develop and even test the product to ensure that 

customer requirements are met. To meet customer's and team’s objectives, developers 
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collaborate with testers to find and fix bugs quickly. Findings show that testers are as significant 

as developers in that they also ensure that the product meets or exceeds users’ needs. 

Further, although human resources seem to play a major role in the quality assurance process, 

non-human resources were found to be equally significant. For example, according to the 

findings source control tools, such as Team Foundation Server, for managing and keeping track 

of work items as well as a restriction tool to other practices, including code reviews, are some of 

the most common non-human resources used by Scrum teams. 

Under the ST concept system, findings show that system represents the relations between a 

Scrum master, project manager, team leader and the developer, where a Scrum master 

conducts workshop with users, asking business questions which provide feedback to the Scrum 

team. The point highlighted in this statement is that power relations which govern Scrum teams 

reinforce and reproduce current Scrum development practice. 

From the structuration perspective, two main concepts such as transformation and reproduction 

of social structures were presented. In the context of this study, these relate to rules and 

practices in Scrum projects where reproduction represents the application of common rules and 

practices, such as adherence to the application of specific procedures and standards when 

developing a software product, in order to reduce recurring bugs. 

The second level of data analysis is discussed in section 5.4 “Discussion of findings”, where the 

findings are presented according to the five issues of investigation: Software Quality Assurance 

(SQA) processes in Scrum projects; Significance of SQA in Scrum projects; SQA awareness 

among Scrum teams; Project success rate in Scrum projects; and finally Explanations relating to 

current success/failure rate in Scrum projects. In this study, the issues of investigation have 

been used to gather data with the aim of answering the research questions. Among the 

numerous themes (and sub-themes) that emerge from findings, three commonly applied themes 

have been identified and discussed under section 5.3 “The Descriptive Presentation of 

Findings”. These are Unit testing, Code Reviews and User Acceptance Testing (UAT).   

6.2.1 Software Quality Assurance (SQA) Processes in Scrum Project 

From a QA perspective, findings show that there are various useful but flexible processes that 

are applied by Scrum teams. They are primarily used to ensure that the developed product 

supports customers’ needs (among other benefits). The SQA processes are flexible in the 

sense that their usefulness and their applicability vary from team to team. For example, some 

teams choose to apply these processes in certain environments and projects. Some of the most 
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cited and valued processes/practices include code reviews, close collaboration and test driven 

development. It appeared in the findings that although some SQA processes seem optional, 

there are those that are always used. For example, code reviews are one of the most commonly 

applied agile Scrum practices for both quality assurance and knowledge transfer purposes. 

However, despite the undisputed significance of code reviews, findings suggest an optional 

approach where teams are relying more on meetings than on code reviews, to decide any 

necessary steps in any given case. 

Some Scrum practices, in particular close collaboration, seem to be vital in any Scrum project. 

As a result it was regarded as one of the often applied practices that make a Scrum project 

work. One of the key significances of close collaboration is that it encourages transparent and 

clear communication among project stakeholders. In essence, close collaboration is central in 

Scrum process in that it helps project stakeholders to communicate in the same language, and 

hence reduces development costs and faults that could affect product quality.  

Findings also show that Test Driven Development (TDD), in particular unit testing, which 

appeared to be applied by almost ,if not all, the Scrum teams, is one of the substantial Scrum 

practices that ensures that the end product meets the required quality standard. Unit testing 

does not only help in improving product quality by ensuring that all possible errors are identified 

and fixed, but it but it also helps in keeping the code base clean, and it simplifies module testing 

for developers, thus improving development cost and time. Although there is no doubt that unit 

testing play a major role in quality assurance,  findings reveal that, due to various reasons, such 

insufficient development time, among others, unit testing is not always applied. It is worth noting 

that some of the interviewed participants feel that although the implementation of unit testing 

can result in a product of improved quality, it is not always necessary. On this aspect, 

recommendations are presented in section 6.3 (under recommendations) later in this chapter. 

6.2.2 The Significance of Software Quality Assurance Processes 

It emerged in the findings that there is a notable significance in each SQA process used in 

Scrum projects. The significance of each Scrum process varies from one team to another.  

According to findings, Scrum practices help to improve product quality (by reducing defect 

count), to reduce development time (if teams conform to processes), to meet user expectations, 

to improve knowledge transfer and to reduce development costs. From the  perspective of 

quality assurance and meeting users’ expectations, the findings suggest that code reviews, in 

combination with unit testing, ensure that each unit of code (or function) is reviewed, verified 
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and tested properly prior to integrating the new functionality with the existing source code. This 

process itself help in reducing the number of defects before the quality assurance team start 

with different kinds of testing such as integration testing, functional testing and regression 

testing. Despite the benefits of these processes towards improving quality assurance, findings 

show that adherence to Scrum processes remains a concern for many teams. On this point, 

participants believe that enforcement of Scrum practices such as code reviews, unit testing and 

close collaboration can reduce the current problems facing Scrum teams, including that of 

insufficient development time. In fact, insufficient development time seems to be a common 

concern that results in Scrum teams not being able to keep sprint delivery promises. For 

example, there were reported instances where work items (source code) were moved into the 

next sprint and it was later realized that all the required functionalities cannot be delivered to the 

customer at the end of a sprint .This moving of work items from one sprint to the next was cited 

as a common habit among teams. Recommendations on this point are presented under section 

6.3 (recommendations) later in this chapter. 

6.2.3 Measures of Product Quality 

The adherence to some Scrum practices is based on various attributes, such as the team’s 

choice, the project size and the development skills available, among others. It is therefore not 

easy to measure and compare quality assurance across the projects due to the fact that teams 

adhere to different practices. As mentioned several times before, some of the Scrum practices 

are not always necessary but there are other practices, such as close collaboration, which 

according to findings are essential to make a Scrum work. However, for teams to measure the 

level of customer satisfaction, they apply certain quality assurance measures. These include 

product demonstration to users, prior to signing off the product as complete, and User 

Acceptance Testing, when users accept that the system supports their needs. Findings suggest 

that a system demonstration serves two purposes, firstly it ensures that the customer is happy 

with the product being developed. Secondly, it ensures that developers give the users what they 

want in terms of meeting requirements. These are both measures of product quality. It is at this 

point that the development team gets another opportunity to better understand the needs of the 

customer. However, findings suggest, as one might expect, that this process works best in 

projects where requirements are fully understood. It emerged from the findings that there are 

times when users do not exactly know what they want, and as a result they cannot clearly 

explain what their needs are until they see a working product. Some participants confirmed that 

the only way that they measure quality is by looking at the business understanding, and by 
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making sure that all the project requirements are met. Once this point in the project has been 

reached they delegate the testing to the customer to verify the solution against their needs.  

6.2.4 Success Rate of Scrum Projects 

Reflecting on the definition of quality assurance as discussed in chapter two in section 2.1, in 

order to know whether the product meets acceptable quality standards, Scrum teams have to 

apply certain measures. Obviously, the intent of SQA measures is to assess the level of quality 

of a developed product and also to determine the success of a project. In terms of success rate, 

findings show that in spite of the challenges facing Scrum teams, such as insufficient 

development time, lack of resources (Scrum developers) and a lack of high skill levels, there 

has been a remarkable improvement. Scrum teams strive to deliver shippable and fully 

functional projects but conformance to standards is neglected. What stood out in the findings 

was that quality assurance is not a priority in Scrum teams. Teams choose when and which 

practices to apply in each project developed under Scrum methodology.  However, in spite of 

the chaotic nature of the Scrum process, Scrum methodology simplifies the managements of 

projects for the Scrum master and project managers, especially in environments where 

requirements change often. This is an important point. When projects use Scrum rather than 

other methodologies, like waterfall methods, these projects can be delivered faster and the risk 

of failure (of the entire project) is minimal. 

From the quality assurance and Scrum process perspective, the time factor was viewed as one 

of the aspects affecting product quality. On this point, findings reveal that time is the limiting 

factor. It is not the project that fails instead it is the implementation of the Scrum process and its 

application to the project. In this instance, the findings clearly pointed out that often times, 

Scrum success tends to be noticeable in teams where there is more than one team member 

who has the appropriate skills and who has worked in an Agile Scrum environment before.  

6.2.5 Explanations to Quality Assurance Challenges in Scrum Implementation 

Despite the notable significance and an increase in the adoption of Scrum methodologies 

compared to traditional methods such as waterfall, Scrum teams are still faced with various 

challenges, ranging from unclear requirements from users to the lack of developers’ skill. There 

are various QA challenges facing Scrum teams but there was only one reported incident in this 

study where a project failed and had to be restarted. From a quality assurance perspective, the 

common challenge across Scrum teams was delivering projects on time, in other words, Scrum 

teams sometimes fail to deliver all the requirements on time. Therefore, this affects the project 
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budget, which is also a measure of quality assurance. It is evident beyond doubt from the 

findings that Scrum methods work best in environments where requirements change often and 

in small projects. However, its chaotic nature and flexibility remain a concern, especially for 

critical projects.  

According to the findings, although users sometimes fail to clearly explain what they want, often 

times, it is not the project that fail but the process itself. Another aspect that came out of the 

literature and the findings was that Scrum does not prescribe quality assurance processes to be 

applied instead the processes used are based on the project in hand. Because Scrum quality 

assurance processes are not prescribed, they are difficult to measure. 

Other common challenges to quality assurance include adaptability, lack of resources (including 

lack of developers’ skill) and insufficient development time. On the adaptability aspect, 

according to the findings, some Scrum teams are facing challenges related to changing the way 

(traditional) team members work, when they are asked to move into  agile methodologies. This 

also applies to other people in the organization, especially those who have been using 

traditional methods in developing software products. In this instance, findings show that 

although Scrum adoption is increasing, team members do not fully understand how to apply and 

implement Scrum methodology. Therefore, due to insufficient resources, Scrum teams end up 

not having enough development time. Delivery time was one of the most common challenges 

experienced by Scrum teams. Because of this problem, Scrum projects do not always finish on 

time remembering that success is measured by the delivery of a shippable fully functional 

product.  

It is evident from the findings that most Scrum teams experience common challenges, for 

example problems pertaining to unclear requirements. Some of these problems are identified 

and fixed in the product demo session but it might be too late as this process is conducted when 

the requirements are already implemented.  

6.3  Recommendations 

Subsequent to the findings, recommendations can be summarised into four key points: 

 Effecting the significance of quality assurance in Scrum 

 Measures to effect the quality of software products 

 Quality assurance and success rate of Scrum projects 
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 Related challenges to Scrum projects implementations 

6.3.1 Effecting the significance of quality assurance in Scrum 

The first point in the investigation was to ascertain the significance of quality assurance among 

Scrum teams. Findings suggest that the three most important quality assurance rules are code 

reviews, unit testing and user acceptance testing, and developers (especially their skills) are the 

most frequently recognized resources. They are central in the software development life cycle. 

The significance of these rules is to ensure that standards and procedures are used by 

resources in order to achieve a high level of product quality (in terms meeting the level of quality 

standards). It is therefore important for Scrum teams, especially team leaders, to enforce 

standards and consistent compliance with the rules, regardless of the limited development time 

and tight deadlines. However, participants argue that unit testing can waste time – especially 

when the code base is still small, but it is possible that source code can grow up to million lines. 

Therefore, sound practices should be enforced regardless of the project size. This is due to the 

fact that there are other benefits associated with unit testing such as auto-builds which also help 

during regression testing and integration testing, among others. Thus the standards associated 

with Code reviews should be enforced.  

Further, though it is evident from the findings that even the most valued Scrum practices are 

applied optionally, strict compliance and adherence to frequent reviews are necessary to ensure 

that problems are found and addressed in the development phase while it is still easy and less 

expensive to detect defects. In other words, the project success rate must not only be measured 

by the delivery of a shippable functional product but also by the quality of the product and by the 

processes used to avoid high maintenance costs. From the theoretical perspective, in particular 

transformation of rules, technology changes every day therefore it is importance to review and 

amend standards to reflect the project needs in terms of quality and quality assurance planning 

should be included in the early phases of the project. 

 For example, there were reported instances where work items (source code) were moved into 

the next sprint and it was later realized that all the required functionalities cannot be delivered to 

the customer at the end of a sprint. This moving of work items from one sprint to the next was 

cited as a common habit among teams. 
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6.3.2 Measures to effect the quality of software products 

On the measures of product quality – It seems that quality assurance measures vary according 

to the magnitude and size of the project, with most teams utilising the input of the clients to 

verify the adequacy of the product. What seems to be working well is to delegate the testing to 

the customer to verify the solution against their needs. An added value of this practice is that it 

ensures closer working relations between the Scrum production process and the client. As the 

saying goes “don’t fix it if it is not broken”, a recommendation is that as long as this practice 

yields satisfactory results, it should be encouraged and maintained. 

6.3.3 Quality assurance and success rate of Scrum projects 

On the aspect of a success rate of Scrum implementations, participants cited pressure to meet 

deadline – to the extent that adherence to standards tend to be neglected. Due to tight 

deadlines, most teams opt to take shortcuts. In other words, they do not follow standards 

rigorously. Further, limitations in terms of skills among Scrum team leaders also emerged as a 

concern. On the skill factor, insight among participants suggests that Scrum success tends to be 

noticeable in teams where there is more than one team member who has the appropriate skills 

and experience in an Agile Scrum environment therefore, a recommendation is that Scrum 

environments must ensure adequate skilled human-resources, mostly at leadership positions. 

On the point of pressure to meet deadlines, and therefore falling into the trap of short-cuts that 

neglects standards, it is strongly recommended in this thesis for team leaders to ensure that 

there are quality standards in place, and that code reviews are consistently enforced. In effect, it 

is the responsibility of team leaders to review these standards on a regular basis and ensure 

that developers comply with them. Finally, organizations must invest in resource development 

by making sure that developers attend Scrum implementation courses. 

6.3.4 Related challenges to Scrum projects implementations 

On challenges to Scrum processes - Meeting time frames on the delivery of a product was one 

common challenge cited by Scrum teams. The second most common challenge is that of 

inconsistency in terms of product adaptability of an application, and the willingness of 

developers to adapt to change. As a recommendation therefore, it is important for project 

product owners, project managers, the team leaders and business analysts to ensure that they 

meet with the user on a regular basis to verify requirements prior the implementation phase. In 

this instance, the use of prototypes can bridge the communication gap between the customer 
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and the development team. These prototypes must be presented and given to the customer for 

them to get the feel and look of their end product. This can then prompt feedback thus helping 

developers to build the right product that satisfies the user. Having active stakeholder 

involvement can minimize development costs and time. 

6.4  Suggestion for Future Research 

This study only focused on five Scrum teams and two academic institutions. Due to time 

constraints, the researcher could not manage to interview all the possible teams. Participants 

who took part in this study were from three South African provinces: Eastern Cape, Gauteng 

and Western Cape, leaving out six provinces. Another study could explore how quality 

assurance standards are enforced in SDLC across nine provinces and other academic 

institutions. This could provide a comparison of Scrum implementation and success. This study 

focused on how Scrum teams can understand and maximize the quality of projects developed 

under Scrum methodology in distributed teams. On this point another study could conduct a 

follow up research to explore projects from the users’ perspective when the product is in 

operation. Such a study could also look at maintainability, adaptability and whether or not the 

system meets users’ needs. Another study could look at how organizations can enforce 

compliance to software quality assurance standards and procedures to improve product quality. 

6.5  Conclusion 

This chapter concludes this study, reflecting on the value of the thesis and illustrating how the 

study’s objectives have been met. It started with a summary of the findings providing an 

overview on the purpose of the study, the questions asked and the research methods used to 

answer the research question. In closing, the chapter presented the recommendations to the 

findings and the suggestions for future studies. 
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8. Appendices  

The aim of this section is to present the annexes, it consists of six annexes with data transcripts 

in annexure 1, followed by research ethics letters in annexure 2. In annexure 3 is the research 

interview request letter, annexure 4 interview questionnaire sample. The Agile Scrum project 

management process showing a graphical representation of a Scrum process is shown in 

Figure 4. 
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Annexure 1: Data Transcripts 

Date: Friday, 26 May 2014 09:15 – 09:45  

Interviewer: Andile Koka 

Interviewee: Alex Pryor – Senior Project Manager & Scrum Master   

Institution: EOH Microsoft Coastal (EOHMC) 

Venue: 1st Floor Block B Granger Bay Court, Beach Road, V&A Waterfront Cape Town  

Andile Koka 

I would like to start this interview with the introduction of the study I am doing, I am conducting a 

study titled “Quality Assurance in Scrum Projects: a case of software development processes 

among Scrum teams in South Africa”. The purpose of this study is to explore the extent to which 

software quality assurance measures can be understood and applied to maximize the quality of 

software project developed under Scrum methodology. Secondly I would like to thank you for 

participating in my study.  

Question 

What quality assurance measures/processes do you use in your team to ensure that the 

projects you develop under Scrum methodology meet quality standards? 

EOHMC, AP – R1 

Actually what we are working on at the moment but in general what happens is when we create 

the requirement we don’t use formalized requirement or functional specification document 

anymore, we found that those huge documents just don’t work anymore no one ever reads them 

and they get emailed and you lose version control and everything just gets very confusing. We 

use online tools at the moment for central requirements so the client can look at the small sheet 

which is basically an online spreadsheet which we have one per project and that’s where the 

user stories go in and the requirements beneath those user stories so as a user I want to log 

into the application and then underneath that we will have a requirement so it must have a login 

button, it must have password button so it’s all the bits and pieces there. Then something called 

envision is where we have our mock-ups and our process flows so before we can start the 
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development we’ve got process flows set out which takes you through what happens from a 

user generally sitting at the computer using the program as well as the mock-up screens 

because mock-ups have click-throughs so the client will then comment and sign off those 

requirements before we start and then any changes along the way will be happening there. 

From a quality assurance point of view, once the requirements are developed we follow pretty 

straight methodology we do fact testing, firstly the developers do their testing which is unit 

testing and all their side of things which go to SAFe testing which is done within the team and 

depending on what product…. Because we have lots of streams of work happening so 

depending on whether users impact on the membership system on the client side or whether it’s 

solely on our application, it either goes to the client QA team for again functional testing or it 

goes to one of our client resources  for user acceptance testing.  

So we do Dev in local, we have FAT, then to UAT then we move to pre-production and then to 

production. Pre-production merge production exactly and it sits on the same database cluster, 

the same environment as production, UAT still sits within the development environment in terms 

of the server perspective, so it does not have necessary all the certificates so it’s not exactly a 

mirror of production. 

So from a quality perspective, on development, no developer may check-in without a code 

review and where we have code reviews, a senior can review juniors or intermediates and can 

review each other. Intermediates if they prove themselves could potentially review juniors or 

each other so no one can review up they can review side or down and that’s only if the team 

leader is comfortable with the person doing that but we have put a check analysis in TFS so you 

may not check-in any item in TFS that does not have a work item associated with it, so you 

have to   create a work item in TFS and associated it with a work item and you may not check-in 

if you don’t have the name of the person reviewed your code. 

With regards to documentation, our developers are quite big on commenting the code and to 

note as to what is gone in and what has changed and they also might not work on the work item 

they have done. So that I am not really concerned about it because we have a very 

collaborative process that we do when the feature get built it, gets built right the first time as 

opposed to rebuilding the code  to bug fixes. From the requirement side we have found that side 

conversations have happened and then my BA will come up and say where does this 

requirement comes from?  So we try to be quite strict about making sure that if it’s a change 

request, we have a change request form filled in and signed by a client. If it’s a requirement 
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change for technical reason that it happens that it gets put into a smart sheet first. In terms of 

not reading documents we moved away from documents because now we have a central 

Internet based list of requirements and part of what the developers need to do is to work against 

those requirements to make sure they build actually what is required and we have found that a 

lot better working because everything is put in these intersection on smart sheet we can see 

exactly what is really happening. Our main issue there is how we link it up because TFS has our 

work items with the requirements sitting in smart sheets so we want to see a better product out 

there that will integrate with TFS so that we don’t have to double capture things. 

From delivering on time perspective, we have a change control process so any change request 

that comes in needs to follow the process, basically it says what needs to be done and then 

why? So what is the impact if it does not happen and its impact if it does happen and then the 

priority from the client? The client has to sign it off and there is also…. We have a good 

relationship with the client so if new requirement comes in, we size it and then we will let the 

user know whether it is possible to fit it in with the next release or the next sprint if possible to 

just put it in or more likely we will have a discussion about them… if we are doing this now what 

is going to fall away because there is this new requirement?... In terms of deliverables that last 

12 schedules, we have had, we made 10 on time with all requirements delivered and the two we 

didn’t make it because of the issues on our side. It was an integration with the client side so 

there were delays from that side and also delays on business questions holding off the 

deployment so generally we have had a very high success rate with Scrum. 

Question 

From quality assurance perspective what is the significance of the quality measures mentioned 

above, do they help to improve quality? 

EOHMC, AP – R2 

Look the code reviews are good from both quality assurance perspective and also from the 

training perspective because that’s how the guys are going to learn if they don’t get told what 

they have done even if it might be functionally correct it doesn’t not follow best practices so they 

need to follow that as well so certainly we see a very good improvement in the developers or in 

my team. Beyond that in terms of products at Version Active we have one of the most stable 

products in the system, at any given time we have less bugs maybe one or two production bugs, 

we have incredible low number of bugs. Any bugs that come up in the production system are 
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generally fixed within a day or so. We have very stable platform, the issues that come back are 

usually not in terms of the technical implementation. So it’s more change requirements coming 

in than the bug fixes. 

User involvement (ensuring quality at design mode or dev phase) making sure you have quality 

objectives. 

We….. there is one BA in my project which is a bit... she works very close with the client in 

terms of the requirements. The clients give us a brief of what they want and then most of the 

elaboration has to happen on our side. Technically the BA is only supposed to be a technical BA 

creating functional requirements but what we found is that sometimes the client hasn’t 

necessary thought through all the business logic, the business rules side of things so we have  

workshops where we ask business questions like have you thought about this….?, what about 

that? So at least we do due diligence if the client say we are not issuing that at the moment so 

that’s fine we have done our part. But yes both Jessica and I are involved in the process. We 

make sure that we both gather requirements together and once those requirements are 

gathered the client have to approve them before we go ahead and do development.  

From the testing perspective, for a long time testing was handled between my BA and myself 

but at the beginning of the year we got a senior tester to help with the functional testing of the 

new product, we had a very tight deadline but also to look at our processes and look at what 

sort of testing harnesses we can put in, in order to improve our QA processes. So some of the 

things that have come out of that is that the client is investigating the number of quality 

assurance tools of which is quality sector also beyond that looking at what can be automated 

from testing perspective and something we are looking at from the dev perspective even though 

we haven’t built that yet because the business has to bring the TFS infrastructure in house first 

which we are planning to do it but we don’t have a date to that but when that happens then, 

when the developer has checked in the code then we can have automated test builds get 

created once the test has happen then we can sign that off and then we can have automated 

UAT build. That will make our lives a lot quicker and easier because things will be picked up 

quickly. 

Question 

How do you ensure/measure customer satisfaction or how do you know that the customer is 

satisfied with the product you developed? 
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EOHMC, AP – R3 

We ensure that as many government factors we can put in place to ensure quality is there. We 

have demos, the client decides before we can go into production. We work very closely with the 

client team to make sure that everyone is happy with the delivery. 

Question 

What is the success rate of the project developed under Scrum methodology? 

EOHMC, AP – R4 

Well, we are very successful with the Scrum methodology because we are in an environment 

where there is a lot of turn in terms of requirements and in terms of priorities from the client side. 

We would not work very well with other methodologies like waterfall method because there is so 

much change Scrum works best for us. It is very easy for us to lock down two weeks sprint. 

Locking down three months’ work just won’t work for us. Literally every month if not two more 

often if the project changes the requirements will change. We have a lot of project stakeholders 

who colour in and colour out, they sweeping, they say no you must do it this way they sweep 

out. We do have a process which says no you can’t put in a new requirement that hasn’t been 

approved by the product board so that’s when we hit our backlog hopefully everything approved. 

We have had a lot of issues even when something has been approved but they turn around and 

say actually we didn’t think this, you have got to do it this way instead or actually can’t you just 

slide this as well? So Scrum and agile works better for us because it allows us deal with that 

sort of change in a way that waterfall methodology would not work. 

Question 

What are challenges you are facing with the implementation of Scrum methodology? 

EOHMC, AP – R5 

Not specifically with Scrum I think one of the biggest challenges is to actually track tasks 

properly in terms of something like burn down chart. If team members are not closing off their 

tasks in TFS then it is very difficult to give an accurate representation of velocity. The issues are 

not with the process, the issues are more with making sure that the team do due diligence in 

terms following the process. 
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Date: Friday, 12 June 2014 16:00 – 16:30 

Interviewer: Andile Koka 

Interviewee: Joanne Perold – Scrum Master/Coach  

Institution: ScrumSence 

Venue: 3st Floor Old Mutual, Mutual Park Pinelands 

Andile Koka 

I would like to start this interview with the introduction of the study I am doing, I am conducting a 

study titled “Quality Assurance in Scrum Projects: a case of software development processes 

among Scrum teams in Cape Town South Africa”. The purpose of this study is to explore the 

extent to which software quality assurance measures can be understood and applied to 

maximize the quality of software project developed under Scrum methodology. Secondly I would 

like to thank you for participating in my study.  

Question 

What quality assurance measures do you use in your team to ensure that the projects you 

develop under Scrum methodology meet quality standards? 

ScrumSence, JP – R1 

Scrum does not prescribe quality assurance at all, it does not tell in any way how to do the 

quality assurance measures or prescribe quality assurance processes for quality assurance 

measure or anything like that. What it does do is…, it tries to create an environment and it 

enables it. What happens often is somebody needs something, somebody goes along in that 

specification which is different from the need and you build something. So what Scrum tries to 

do or what a lot of agile processes try to do is to enable those two circles to overlap more and 

overlap better. So it’s about creating an opportunity for the right communication channels and 

the right people to communicate with each other, because ultimately that’s what it’s about.  

So how does one bridge the gap created by Scrum, since Scrum does not directly address 

quality? 

So it depends on the definition of quality right, but quality is defined as value to someone from a 

person, so depending on that person, the definition of quality is going to change. So for 
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developers, quality might be something that is building a product very fast or retrieving data very 

fast, from users, quality is something that is really easy to use, from product owners, quality 

might be something that gets shipped very quickly, so for different people quality means 

different things. So you need to start answering those questions very effectively. So between 

the development team and the testing team, what you need to do is try and organize or find a 

way who is the person in the quality is value to person so who is the person?  And then what 

does that mean to them? So what does quality mean to them? And then you can come with a 

strategy once you have answered those questions. It is not important to come up with a strategy 

if you don’t understand what it is that you are building it for because then I can put a lot of 

processes in place, I can follow those processes and I am still not really stopping the problem. 

So to bridge those gaps what you need to do is…, you need to have a right conversation with 

the right people. So you need testers who are speaking to developers and testers who are 

speaking to business people. First of all understand the need of the business or the need of the 

person as well as understanding what the developers are going to be building. From there you 

can then understand where those gaps are, where people are missing each other? So maybe 

there is a gap that’s between the need and the specification, maybe there is a gap that’s 

between the need and what was built and all of those things are far more about the 

conversations that people have and physical actual processes. So the way that Scrum 

encouraging that is…, testers are part of Scrum team so testers and developers work together. 

Another way of doing is that you test the whole time so you are not waiting until the very end of 

the project before you start testing that project. You are testing each and everything that the 

developers do and each and everything that’s gets shipped so you can start to find issues 

quicker and the another thing that you are doing is that you build the smaller pieces so when 

you develop stuff you develop it in smaller chunks and by developing things in smaller chunks it 

is much easier to understand first of all what is going wrong, second of all what the differences 

are between the last chunk you shipped and the one you busy with. So on that point of view, 

those are the kinds of things that Scrum encourages. It encourages daily stand-ups, it 

encourages synchronize what they are doing each day. So having a conversation about I am 

testing this and I tested this yesterday and it didn’t work so the developer and tester can sit 

together and figure out what went wrong and fix it here and there it does not wait for another 

forty five week iteration or another whole development circle before the developer gets back to 

it. It is much easier to fix if the context is still fairly new in your head. 
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Unit testing, there is lot of debates that are going around in the agile community because they 

have their place like everything so everything has got a place and point where it’s going to be 

useful so everything is applicable within a specific context. So unit testing can be very useful 

and can be very hobble to keep a code base clean, it can also waste a lot of time if you are 

testing the wrong stuff so you don’t want to write unit tests just for the sake of writing unit tests 

because somebody said it was a good idea you need to apply your mind, you need to make 

sure you are writing the unit test for the product and are going to benefit from those unit tests 

later on. Because in the beginning you have got a small code base about a thousand lines of 

code or whatever, it is really small. It is very easy to debug, it is very easy to add things into that 

code base and to take things away from that code base. In the beginning of projects people are 

oh…. well our code base is fine, it’s small enough we don’t need to do that. What happens in 

the end though is that code base becomes massive, five years, ten years and fifteen years 

down the line whatever it is and twenty five other developers were there, they have contributed 

and now all of a sudden your code base is fifteen to twenty thousand billion lines of code or 

whatever it is, it’s much harder in those instances to find paths. In those instances it’s very 

beneficial to unit tests like I said though, you must unit test at the right time and at the right level 

of granularity. 

On the other hand, code reviews are awesome, code reviews are very cool way, to first of all get 

developers to learn how each other codes. 

Question 

From quality assurance perspective what is the significance of the quality measures mentioned 

above, do they help to improve quality? 

ScrumSence, JP – R2  

So what really is important is that you are finding things quicker, so if you find something fairly 

early then you can change it before it becomes a problem. Also you want to make sure that you 

find problems as early as possible because the earlier you find them, the easier you first of all fix 

them and the lesser of a problem they become so that’s one of the significance.  

To speak to some of the other stuff we were talking about, the things like how do you ensure 

that the requirements are met and whatever you building is doing the right thing? What 

agile methodologies do is, they try to close those feedback loops really quickly so every release 

or every sprint or every time there is a shippable increment then that shippable increment is 
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presented to the customer or the user or whoever the stakeholders is so that they can see 

exactly what it is and then recommend changes. So ninety percent of the time what happens is 

that, people do not know how to put it into words accurately what it is that they really need and 

more often than not once they have seen it they realize that there are things that are wrong and 

they want to make changes and that’s just the nature of reality because sometimes a business 

person does not understand the abilities of the technologies themselves so it is very hard for 

them to describe and explain exactly what it is they need until they have seen a portion of it, if 

that make sense. So it’s much easier for them to see something then understand oh actually we 

needed that button in a different place it really has to go from point A to point B and what we 

need is to have all that information in one place instead. So those kinds of changes, so that’s 

what agile is encouraging. It encourages ways to close those feedback loops as early and as 

often as possible because the longer you wait to close the feedback loops the more difficult it is 

for you go and change the system.  

Question 

How do you enforce SQA measures to ensure that everyone adheres to standards set in place? 

ScrumSence, JP – R3 

Scrum encourages self-organization, it encourages teams to self-organize so a Scrum master is 

in charge of the process and helps to keep the team on track but most and the rest of the stuff 

like code reviews and all of that comes from within the team itself. My experience is that people 

have their own ideas about how to do things, the abilities to make the right decisions. They are 

far more likely to buy into it and carry it out so they hold themselves and each other accountable 

to those things as well as set apart in their craft in what they are doing if they are excited about 

what they are building and they want to make sure it is of high quality then they will hold 

themselves to those standards.  

Question 

What is the success rate of the project developed under Scrum methodology? 

ScrumSence, JP – R4 

To be honest I do not have statistics of that at all so I would invite you to Google and ask people 

and have a look at what you can find on Scrum alliance and agile alliance see what people are 

saying. More often than not it is not the project that fails but it is the agile implementation that 
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fails so agile is about creating better places to work on so that does not require people to revert 

back to working overtime, killing themselves, trying to finish the project by and in date which 

more often than not they do successfully at the risk and expense of all quality. So the dates 

affect the quality. 

Question 

How do you ensure/measure customer satisfaction or how do you know that the customer is 

satisfied with the product you developed? 

Question 

What are challenges you are facing with the implementation of Scrum methodology? 

ScrumSence, JP – R5 

The challenges facing Scrum is that it’s difficult to change the way you do things at the moment 

so more often than not, changing the way that you work is not easy in all organizations. They do 

not have openness, they do not have transparency, they do not have the trust structures in 

place and it is very difficult to change the way you work. The communication structures are very 

complicated and Scrum agile work better if communication structures are not complicated. 
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Annexure 3: Interview Request Letter/s 
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Annexure 4: Interview Questions 

Question 

What quality assurance measures/processes do you use in your team to ensure that the 

projects you develop under Scrum methodology meet quality standards? 

Question 

From quality assurance perspective what is the significance of the quality measures mentioned 

above, do they help to improve quality? 

Question 

How do you ensure/measure customer satisfaction or how do you know that the customer is 

satisfied with the product you developed? 

Question 

What is the success rate of the project developed under Scrum methodology? 

Question 

What are challenges you are facing with the implementation of Scrum methodology? 
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Annexure 5: The Agile Scrum process 

 

 

Figure 4: The Agile Scrum Process Source: SoftWaysSolutions, 2012 


