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SYNOPSIS

The impetus for the refmement and renewal of daily-used products has spurred international

interest in investigating the small inhomogeneities that might exist in these products. This in­

terest has become an important part in the design philosophy, which is based on structural in­

formation gained by the analysis ofthese products.

It is this drive that initiated the study to investigate the simultaneous use of novel nuclear ana­

lytical techniques such as micro proton induced X-ray emission (~-PlXE), micro proton in­

duced gamma-ray emission (~-PlGE) and micro proton backscattering (~-RBS) to achieved a

broader and yet deeper insight into the fme structure of products. The fundamental underlying

physical principles of these techniques are discussed to gain in-depth knowledge on how to

them to obtain the desired information. Also determined was the degree ofaccuracy that could

be attained in the application of this knowledge. These principles were evaluated in conjunc­

tion with the instrumentation with which the applicability of these techniques could then be

further extended. More so is the use of sophisticated software that facilitated the use of both

physical and instrumental parameters. After describing the necessary implements to achieve

this further know-how, products of industrial origin were investigated to determine inho­

mogeneities that existed in those products and compared those theoretical values.

The first application was made to ceramic-based sorption electrodes to be used in the purifi­

cation of wastewater. These sorption electrodes are tubes that consisted primarily of an alu­

mina matrix onto which zirconia and other metals were deposited. The sorption electrodes

were coated with rare-earth metals and other metals, which would constitute a conductive

layer. A voltage was applied over these sorption electrodes and contaminants would adhere to

the conductive surface. After purification the voltage was reversed and the contamination re­

leased. The elemental distribution ofthe metals and the variation in the thickness of the coat-
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ing were therefore critical. The base material was analysed to ascertain the chemical composi­

tion, which would be used as grounds for further analysis. The mathematical model for the

purification, developed in the course of the study, was then used to evaluate the efficiency of

the coating on the base material. The chemical analysis of wastewater from the Scientific Ser­

vices of the Athlone Treatment Works, Athlone, Cape Town was used in the evaluation of the

efficiency of the ceramic-based sorption electrode. It was found that, for instance, in the re­

moval ofCa, only 40 mass% ofthe element is removed.

In the second application, specimens of the high temperature superconductors, YBCO, were

prepared by pulsed laser deposition. Together with the instrumental parameters the composi­

tional variation in depth with pulsed laser energy density could be ascertained. Therefore by

adjusting the use of the instrumentation, the composition could be quantified as the layer in­

creased in thickness. The simultaneous use of !!-PIXE, !!-PlGE and !!-BS facilitated the ob­

jective quantification of high temperature superconductor specimens that were produced by

pulsed laser beam. The inhomogeneity of the elemental distribution of the components of the

YBazCu307 layer was attributed to the interaction of these elements when the deposition was

performed at high laser beam energy

The third instance, in which this demonstration was achieved, was in the quantification of

steel, where, with the incorporation of residual elements, the quality of the product could be

determined. This quality determination can be based on l) the effect of elemental distribution

of residual elements on the characteristics of the specimen, 2) the diffusion profile of the in­

corporated carbon in regions of high or low concentration and 3) the significance of chemical

composition in cluster formation and the nucleation, even though this nucleation appears to be

incomplete. To reach beyond the quantification of the data, this data were also applied to pro­

posed theories, an application to verify its validity.
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Whoever acknowledges me before men, I will also acknowledge him before

my Father in heaven.

Matthew 10:32
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Chapter I-Introduction and Scope ofInvestigation

1.1 Introduction

Continual progress in the development of new materials is impossible without reliable meth-

ods to'analyse the composition and properties of these materials. Furthermore, the refinement

in the selection of materials for particular industrial applications becomes difficult and some-

times impossible without information on the small-sized inhomogeneities of the structure and

composition of these materials. The emphasis on small-sized inhomogeneities is due to the

present-day scientific shift from large-scale production of cornmodities to the miniaturisation
I'

ofsystems such as micromachining at the molecular level (Morgan, S., 2001).

These micromachines are of the order of micrometers (10-6meters or lffil) and of nanometers

(l0-9meters or urn) in size, hence the term nanotechnology. In a few decades, they will be

used to manufacture consumer goods at the molecular level, piecing together one atom or

molecule at a time to make sophisticated materials and applications of various sorts. As cars,

aeroplanes and computers have revolutionised the world in the last century, so nanotechnol-

ogy will have an even more profound effect. So phenomenal is the surge in this direction that

the United States government increased their investment in nanotechnology from an amount

of $227 million in 2000 to $497 million in 2001 (Morgan, G., 2001). Nanotechnology is

therefore the new frontier with a compelling impact. Although much ofthe basic research will

take more than a decade to complete, the process itself will initiate a new industrial revolu-

tion. This technology is likely to change the mamrer in which almost everything is designed

and constructed. The vast technical feasibilities include: self-assembling consumer goods,

computers that function billions oftimes faster than those ofthe present day, novel inventions

and smart materials, safe and affordable space travel, medical nanotechnology, which poten-

tially can lead to a virtual end to illnesses. Even though vast amounts of finance have been in-

vested in the science of nanotechnology, mass production is in the early stages of develop­
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Chapter I-Introduction and Scope of Investigation

ment as the manufacture of these micromachines is still too costly (Morgan, S., 2001). There

is therefore a growing demand for accurate, sensitive and non-destructive microanalytical

techniques and a need to improve existing techniques in order to determine the structure and

quantitative composition of specimen materials. For the purpose of this study, the new defini­

tion ofthe term "analytical technique" encompasses both the instrumental analysis and imag­

ing. The techniques should be based on novel methods that arise from the discovery of new

physical and chemical effects or improvements that are adaptations of well-established princi­

ples. They should also be evaluated against other methods of analysis, since it will emphasise

their specific applicability over, or in preference to, other methods and will assist in finding an

accurate solution to a specimen matrix by the least costly means.

Ion Beam Analysis (IBA) is a group of generally non-destructive analytical techniques used to

obtain quantitative elemental information of specimens. When a specimen is bombarded with

a monoenergetic beam of charged particles, moving at high speed, they interact with the elec­

trons and nuclei of the atoms. This can lead to the emission ofparticles, backscattering of par­

ticles or generation ofvarious types of radiation whose energy is characteristic of elements in

the specimen matrix. The more common IBA instrumental techniques are Backscattering

Spectrometry (BS), Particle Induced X-ray Emission (PIXE), Nuclear Reaction Analysis

(NRA), such as Particle Induced Gamma-ray Emission (pIGE), Scanning Transmission Ion

Microscopy (STIM), Scanning Electron Imaging (SEI), and Ionoluminescence (IL). This

study concentrates on the simultaneous use of the three techniques of PIXE, PIGE and BS.

Figure [1.1] gives a schematic illustration of these three ffiA instrumental techniques and

other related techniques. The letter "P" contained in the acronyms given in the figure, nor­

malIy implies a charged particle, but in this study it will represent the proton. For the tech­

niques ofPIXE, PIGE and BS, the distinction between macro- and microanalysis is based on

3



Chapter 1- introduction and Scope of investigation

the beam diameter size used. In IDacroanalysis, the beam sizes are normally greater than or

equal to 2mm x 2mm and the beam is considered as diffused. In contrast, for microanalysis,

the beam diameter size varies typically frOID lOJlID x lOJlID to less than IJlID x I JlID and the

beam is described as being focused. The focusing of the beam down to the micrometer level

permits the measurement of trace element inhomogeneities, which makes the IBA techniques

microanalytical in nature.

In this study the emphasis is placed on microanalysis of specimens and hence the use of the

terms micro-Proton Induced X-ray Emission (Jl-PIXE), micro-Proton Induced Gamma-ray

Emission (J.1-PlGE) and micro-Backscattering Spectrometry (Jl-BS). These terms will also

collectively be referred to as Jl-lBA techniques. Theoretical equations underlying the tech-

niques are discussed in sections [2.2], [2.3] and [2.4]. Detectors associated with these tech-

IL

STIM
-+•

PIGE

•

.=~~••

• nucleus
• electron
• ion X~rays PIXE

Figure \l.l] Schematic illustration ofthe origins ofthe Ion Beam Analytical instrumental tech­
niques. PIGE - Proton Induced Gamma-ray Emission, BS - Backscattering Spectrometry, PIXE
- Proton Induced X-ray Emission, STIM- Scanning Transmission Ion Microscopy, SEI - Scan­
ning Electron Imaging andIL -Ionoluminescence (Butz, 1997).
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Chapter I-Introduction and Scnpe ofInvestigation

niques are housed in ihe nuclear microprobe (NMP) chamber. The construction of ihe charn-

ber is described in section [3.2.2].

1.2 Analysis wiih Il-PIXE, -PIGE and -BS

In PIXE, ihe excitation ofinner shell electrons in the specimen atoms yields vacancies, which

are filled by outer shell electrons. In the process, intensities of the characteristic X-rays emit-

ted are used for quantification of elemental concentrations. It is therefore iheoretically possi-
I

ble to apply the ionisation cross sections ofthe K, L and M X-ray lines when quantifying the

concentrations of elements from Na, atomic number, Z=13 to U, Z=92, illustrating ihe multi-

elemental nature of this technique. In PIGE analysis, the excited nuclei of the bombarded

specimen elements de-excite by emitting gamma (y)-rays. The specimen composition is quan-

tified by measuring the intensity of emitted y-rays of its components. In BS analysis, the inci-

dent protons are elastically backscattered by nuclei of the specimen elements. Quantitative

elemental concentrations and concentration depth profiles can be obtained. Multi-component

and multi-layered specimens can be analysed to a depih of approximately 10 to 20 jlffi. The

theoretical detection limits of the techniques are given in table \1.1]. The matrices of indus-

trial specimens can therefore be quantified by fixing the instrumental paranteters at predeter-

mined values. During irradiation, data associated wiih these techniques are simultaneously ac-

cumulated and applied in ihe quantification. The beam energy, specimen orientation, detector

geometry and other initial parameters are not changed before or during irradiation. Hence, ir-

radiating, for instance, a copper matrix with a 3.0 MeV proton beam and interposing a 125jlffi

thick Be absorber between ihe specimen and detector, will yield data of all three techniques

for eu analysis. Also, the determination of light elements, such as Na, present in the matrix,

which could not be determined wiih PIXE at these conditions, can be determined wiih one or

both of ihe oiher techniques. The quantitative information of eu and that ofNa obtained with

5



Chapter I-Introduction and Scope ofInvestigation

the latter two techniques (pIGE and BS) is therefore complementary to PIXE. Analysis can

also be performed at experimental conditions optimised for one technique only. The analysis

is repeated by irradiating specimens at often higher beam energies. This is at times necessary

to obtain data ofbetter sensitivity and higher resolution from one or two ofthe techniques.

Table [1.1] Theoretical detection limits and criticalparameters ofthe Ion Beam Analysis methods. IL
is the Ionoluminescence, PIGE-Proton Induced Gamma-ray Emission, PIXE-Proton Induced X-ray
Emission, BS-Backscattering Spectrometry, XRF-X-ray Fluorescence. The techniques used in this
study are indicated in bold. Detection limits for macroanalysis are expressed in pg.If!, unless other-,
wise stated and the depth ofpenetration in micrometers (pm) (Butz, 1997).

Analytical Typical application Signal de- Elements Detection lim- Sampling
method tected detected its 1l1!:.1!:-1 depth (Jlm)

Detection and speciation of
REE inmineraIs. Depending

IL Ion beam modification effects Light on host ma-
on luminescence properties of terial >0.1 2-50
solids.

PIGE
Determination of the ele- Gamma-
mental content. ravs B-P 100 2-50

PIXE
Determination of the ele-

X-rays
mental content Na-U 0.3 -100 2-30
Detection of the main ele-
mental components. Backscat- B-U 0.1-10 at% 0.002-0.02

BS Determination of the depth tered ions
profile of heavier elements in
matrices of light elements.
Determination ofthe elemen- X-rayFluo-

XRF tal content. rescence Na-U I 5

.

At times, not only the beam energy, but also the detector geometry, the beam particle, speci-

men orientation and the absorber type and thickness are changed before the irradiation is re-

peated. In that instance, the lower energy is preferred as resonances of the element may occur

at that energy. Also, the different beam particle may induce nuclear reactions and the absorber

thickness may attenuate the emitted X-rays. It should be noted that the change in absorber

type and thickness only affects the yield of X-rays transmitted through the absorber and may

improve the efficiency of the determination for specific ranges of elements. Since all three

techniques are simultaneously used to characterise specimen matrices, it is appropriate that
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Chapter I-Introduction and Scope of Investigation

previous investigations using these techniques be discussed, as results obtained in this study

will be compared to those of these investigations. In the latter studies, quantitative characteri­

sation of thick specimens was mostly performed with only one or two of the techniques, that

is, with PIXE and PIGE, PIXE and BS or with PIGE and BS.

In microanalysis with PIXE and BS, Willemsen and Kuiper (1991) demonstrated that in com­

bination with BS, the X-ray production ofN, 0 and F could be quantified as a function ofthe

incident particle, that is, proton or alpha Data was accumulated at various primary energies

over the range between 0.5 and 2.5 MeV. Using incident particles W, W2 and W3ions, it was

shown that X-ray emission is insensitive to the type of H-ion employed, provided the energy

per atomic mass unit (amu) is the same. Hence specira generated with 0.5 MeV W are identi­

cal to spectra generate with 1.0 MeV W2 and 1.5 MeV W3. This is indicative ofthe complete

dissociation of the ion into protons as it collides with the specimen surface. Willemsen and

Kuiper (1991) also found that the minimum detection limits (MDLs) of PIXE is better than

those induced by alpha particles. The differences are however not significant.

Using PIXE and PIGE microanalysis, Valkovic et al. (1995) evaluated standard reference ma­

terials (SRMs) that were commonly used in the evaluation of geological and enviromnental

applications. It was established that the required mininIum mass as reported in SRM certifica­

tion was two orders of magnitude more than that used in ion beam analysis because of the

small beam size. Therefore, in the application of PIXE, this small mass is further diminished

since the major part of the X-ray yield that reaches the detector results from ionisations in the

first few microns ofthe sample surface. This is due to X-ray absorption effects.

Quantification of metal oxides has mostly been performed with the combination of PIXE and

7



Chapter 1- Introduction and Scope of Investigation

BS. In detennining the oxygen stoichiometry in thin metal oxides, Fazinic et al. (1995) per­

formed the determinations of oxygen stoichiometry in thin metals oxides by microanalysis

with PIXE and backscattering in combination with Proton Elastic Scattering (PES). The PIXE

and PES measurements were performed with a collimated proton beam of energy 2.6 MeV.

The current was maintained at a few nanoamperes (nA) to prevent specimen damage. The to­

tal integrated charge varied from 0.5 to 1.0 microcoulomb (1iC). BS suffers from the draw­

back that when using 4He+ ions, a low sensitivity for light elements is exhibited. This is espe­

cially the case when the matrix is constituted of high Z elements. The relatively weak oxygen

signal is submerged in the high background of the heavy elements of the superconducting

YBCO layer. Using the two techniques of PIXE and BS in combination with PES indicated

that PES is more sensitive than BS. Due to the relatively poor PES cross section database that

exists for various elements, it is preferable to use BS (Fazinic et al., 1995). There are also pos­

sible interferences of inelastic scattering and nuclear reactions. The advantage of PIXE over

BS is that with PIXE the range ofelements that can be analysed is wider and PIXE spectra are

relatively easier to interpret. Neither PIXE nor BS nor PES can be used alone for the determi­

nation of oxygen, but should be used as complementary techniques. Microanalysis with PIXE

and BS has also been applied by Van Kan et al. (1994) to layered specimens such as High

Temperature Superconductors (IITS). In this instance, PIXE measurements were performed

with a collimated beam of protons of 3.0 MeV. BS analysis was performed with alpha parti­

cles at energy 3.05 MeV to measure oxygen resonance, yielded by 160(U, ui60 reaction. In a

similar mamIer, !shii and Nakamura (1993) used PIXE and BS to quantify HTS specimens

prepared by sputter-deposition. The two technique microanalysis was also applied by Ren et

al. (1999) to monitor changes in Ca and Fe levels in rat brains during kainite induced epi­

lepsy. Because ofthe nature of the tissue, measurements were performed at 2 MeV and with a

beam spot size of Imm. They proved that quantitative analytical information on the elemental

8



Chapter I-Introduction and Scope ofInvestigation

distributions could be extracted with PIXE at concentrations down to the ltg.g-1 level.

Backscattered data provided information on the matrix composition, thickness and density

used in the normalisation ofthe elemental concentrations.

Gihwala and Peisach (1982) applied two ofthe techniques in the macroanalysis of minor ele-

ments present in a steel matrix. Macro-PIXE determination was performed with a proton

beam of energy 2.5 MeV, using currents that varied from 0.5 to 1.0nA. The beam diameter

was 3.5 mm (diffused) and the irradiation period lasted for 5 to 10 minutes. The additional

analysis with macro-PIGE determination was performed with 5 MeV alpha particles of the

same beam diameter. The current was however higher, 100 to 200nA. The irradiation lasted

for 15 to 20 minutes. The results of this macroanalysis with two techniques were the im­

proved resolution in peaks and the reduction in the relative intensity ofthe sum peaks.

There are other investigations in which two or three of the techniques were used at different

parameters. The investigations discussed here therefore only serve to illustrate the reason for

applying the techniques at different parameters.

1.3 Scope ofInvestigation

The growing demand for accurate and sensitive microanalytical techniques and the need for

novel methods due to the shift of the industry to nanotechnology are discussed. Examples of a

combination of two of the three techniques are detailed to indicate how specimens of indus­

trial origin can be quantitatively identified. The extent to which the nuclear microprobe is ap­

plied in material science to analysis ofindustrial specimens is detailed.

Chapter 2 encompasses a discussion on the theoretical fundamentals upon which the tech­

9
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niques are based. In section [2.1], uncertainty in the radiation measurement and minimum de-

tection limits are presented. The theoretical fundamentals of PIXE, PIGE and BS, in sections

[2.2], [2.3] and [2.4], are used to elaborate uncertainties and limitations, such as the minimum

and maximum energy, the angle of bombardment and minimum detection limits. Previous in-

vestigations using the techniques are evaluated and in this manner the experimental conditions

for each technique are optimised. The optimisations to reduce the uncertainty ofmeasurement

are performed with protons. Improved uncertainty in measurement and MDL in the determi-
I

nation of some elements can however be obtained by using particles other than protons. This

is discussed in section [2.5].

Facilities for irradiation and instrumental measurement of the resultant X-rays, y-rays and

backscattered particles are described in Chapter 3. The geometrical arrangements of these in-

struments are based on the optimisation as detailed in Chapter 2. Special emphasis is placed

on the core instrumentation of this study, the Nuclear Microprobe (NMP) section, which en-

compasses the determination of the beam diameter and a discussion of the scanning proce-

dure. Included is a description of nuclear instrument modules (NlMs) employed in measuring

the signals. Examples ofNIMs are types ofperipherals used such as ADCs (analogue to digi-

tal converters), pre-amplifiers and amplifiers for measurement of the resultant radiation.

Chapter 4 describes the simultaneous application ofthe three techniques in the industrial envi-

ronment to obtain a detailed quantification of the cheInical composition of the matrices and

the agreement of this quantification with existing theories or fundamental mathematical mod-

els developed in the course of this study, particularly for the zirconia-alumina ceramic-based

sorption electrode. In verifying this agreement, the term "adequate description" is applied and

indicates that enough existing or derived equations have been included in the model or theory.

10



Chapter 1- Introduction and Scope of Investigation

This is in contrast to the synonymous term "closure" which normally indicates that there are

no further fundamental equations by which the system CarI be described.

The fIrst application, section [4.2], refers to zirconia-alumina (Ah03)nZr02 ceramic-based

sorption electrodes coated with metals, particularly P. These sorption electrodes are used in

the purifIcation of domestic or industrial wastewater. The essence of this essay is to give de-

tailed information of the distribution of the coatings arid the uncertainty with which this in-
I

formation is obtained. This would assist in evaluating the applicability of these electrodes in

the purification ofwastewater by electrolysis.

The second application, section [4.3], is the analysis of High Temperature Superconductors

specimens (HTS). The HIS layer consists of YBa2Cu307.x (YBCO), deposited on a high pu-

rity polycrystalline MgO substrate. YBCO, prepared in tablet fonn, was used in the pulsed la-

ser deposition of YBa2Cu301-x layers of various thicknesses. The deposition was performed in

arI oxygen atmosphere arid repeated at various laser energy densities. An investigation of the

depth profIle arid elemental composition arid distribution of the constitnents of the supercon-

ducting layer versus the energy density of the pulsed laser was conducted. Of importance in

this investigation is the analysis of the oxygen content in the superconducting YBCO layer at

various depths and the interaction, ifany, of the YBCO elements with the MgO substrate.

The third application, section [4.4], is to the quantification of steel specimens, obtained from

the SaldarIha Steel Company in the Western Cape, South Africa. Elements are incorporated

into the steel matrix as alloying components, producing products with specifIc characteristics.

In contrast to alloying elements, residual elements are those that are not intentionally incorpo-

rated into the steel matrix, but were present in raw materials. Of signiIicarIce is the accuracy
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with which the concentration and homogeneity in distribution of these elements could be de­

termined; distribution correlation between two elements, should such a correlation exist; and,

the effect ofresidual elements present on the distribution ofalloying elements. Various solidi­

fication models have been proposed to which data obtained in this study can be applied. The

Two-level Micro Macro model for dendritic alloy solidification is used to ascertain the appli­

cability of the data. Chapter 4 ends with a discussion of the applicability of other theories or

models to the data ofeach specimen matrix quantified.

Chapter 5 contains the appendices in which additional information pertaining to the sections

in each Chapter is given.

All the investigations discussed in this study are acknowledged by detailed references in chap­

ter 6. Information obtained from the Internet is given with respect to the date on which it was

accessed, since authors seldom specify the date on which information on the web pages was

revised or added. When the authors are not indicated, the web page information is cited as

reference.

The simultaneous application of the three techniques PIXE, PIGE and BS was applied to in­

vestigate three different types of industrial specimens. Detailed and accurate information on

the specimen homogeneity is given. This includes establishing the agreement with existing

theories or those derived during the course ofthe study. Data were obtained by the irradiation,

at fixed parameters, of the metal-eoated (Al203:lnZr02 ceramic-based sorption electrodes; of

YBa2Cu307_x deposited on polycrystalline MgO and of Steel. The simultaneous application of

the techniques yielded detailed and accurate information ofthe elemental distribution.
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Chapter 2--lJncertainty in Measurement X-rays, y-rays and Backscattered particles - Introduction

2.1 Introduction

Many important decisions are based on the results of accurate and precise quantitative chemi­

cal analysis. It is therefore essential to know the extent to which these results can be relied

upon for the purpose at hand. Since chemical analysis is the guideline to the manufacturing

industry, great emphasis is placed on the accuracy of results obtained using a specified ana­

lytical method. The uncertainty, uz, in instrumental measurement as a percentage of the con­

centration (cz), of any element, Z, in a matrix, m, is the confidence in the validity of the

measurement. Hence, establishing the uncertainty requires the analyst to investigate all possi­

ble contributing factors. Typical sources are:

• Errors in measurement of parameters such as beam size, beam intensity and the total

charge accumulated;

• Instrumental effects translated into inaccuracies of parameters such as beam instabil­

ity, charge integration and nonlinearity of analogue to digital converters (ADC);

• Sample effects such as speciation; and,

• Computational effects related to the algorithms used for background correction and the

accuracy of the databases used for interpolation and extrapolation of theoretical and

experimental variables.

Because of the effects of all these parameters, XI,X2, ..• ,Xk-)'Xk, uncertainty in measurement is

comprised of individual parameter contributions. hi addition, the uncertainty ofone parameter

may influence the uncertainty ofanother. An example is the non-linearity of the ADC, which

will affect the measurement irrespective of the beam intensity or charge integration. The total

uncertainty, termed the combined uncertainty, UZ(Xl •••Xk), is defmed as the estimated standard

deviation equal 10 the positive square root of the total variance obtained by combining the un­

certainty of all parameters (Eurachem, 2000, equation 8.2.4, on page 26). Because of the

complexity of this equation, Eurachem (2000) suggest two simple rules, namely, rules 1 and

2, for combining standard uncertainties. Rule 1 applies to equations involving only a sum or

difference of quantities and Rule 2 applies to equations involving only a product or quotient.

14
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As the theoretical fundamental equations for PIXE, PIGE and RBS only involve products and

quotients, Rule 2 is used in this study. The rule is given by equation [2.1.1], where the uncer-

.. u(x,) th d th I· dardd··taintIes, -- are e parameters, expresse as e re atIve stan eVIatIons.
Xi

k u(x,) U(X\)2 u(X2)2 U(X,)2
Uz(Xt•..Xk) = L-- = + + +......... 2.1.1

i=l Xi Xl X 2 X 3

In ensuing discussions, contributing parameters are not indicated, although their values are in-

corporated in calculations. Uncertainty in measurement is subject to decisions such as whether

1) the result indicates detection, 2) the analytical procedure rely upon a relatively high prob-

ability ofdetection of a particular element and 3) the procedure is sufficiently precise to give

a satisfactory quantification. These concepts, termed respectively the decision limit, the detec-

tion limit and the reliability of the limit of determination are extensively detailed by Currie

(1968). Although uz is important when quantifYing cz, the general emphasis in IBA, as in any

other technique, is on ascertaining the minimum detection limit, MDL (lshii and Morita

(1988), Willemsen and Kuiper (1991) and Jaksic et al. (1995». MDL is determined to obtain

the lower end ofthe practical operating limit-range of the method, where the method perform-

ance may be insufficient for acceptable quantification. MOL is thus not of direct relevance to

the uncertainty of the measurement (Euarchem (2000) and Kinney (2002». However, Cz near

MDL would require careful consideration of uz, since at low concentration determination, an

increasing variety of effects, such as noise, unstable baseline and the contribution of interfer-

ences to the gross signal become important

In these instances, the criteria recommended by Currie (1968), IUPAC (1978), Eurachem

(2000) and Kinney (2002) are applied in quantifYing data. In addition, parameters that collec-

tively contribute to uncertainty in measurement may exert the same effect on all measure-

ments performed under exact conditions. Examples of these parameters are detector effi-

ciency, e, and the fluorescence yield, co, which pertain to the uncertainty in X-ray measure-

ment.
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2.2 Uncertainty in X-ray Measurement

Johansson and Campbell (1988), Tapper et al. (1994) and Johansson et al. (1995) have de-

tailed the theoretical equations underlying X-ray emission. In this study the K., L and M X-ray

lines lire used for quantification.

The X-ray intensity emitted from any element depends on the concentration of such element

in the specimen itself and is therefore proportional to the density of the specimen material.

Proton-specimen interaction is gouvemed by factors such as the stopping power, which is in-

versely proportional to the specimen density. Johansson et al. (1995) discussed these aspects

in detail and it therefore suffices to state that these factors greatly affect Uz and MDL, espe-

cially at low energies. Furthermore, the target thickness influences the energy loss when pro-

tons penetrate the matrix. Three types of thicknesses, namely, thin, intermediate and thick, il-

lustrated in figure [2.2.1(a), (b) and (c)] respectively, are considered when formulating the

1
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Figure [2.2.1J Effect ojthe specimen thickness on the beam penetration in Proton-Induced X-ray
Emission (PIXE). t is the specimen thickness. In (a), the specimen is so thin that the beam energy is
considered constant throughout the specimen thickness. In (a1), the specimen is enveloped in the
cross sectiono/ areas ojthe beam, whereas in (02), the beam only samples a portion ojthe specimen.
In (b), the beam penetrates through the intermediate thick specimen, with the dissipation ojenergy
in the specimen. In (c), the specimen thickness is such that the beam ojprojectiles is stopped in the
target, that is, thefinal energy, Ef = O.
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X-ray yield, Yx(Z). Johansson et al. (1995) described the derivation of the equation for each

type of thickness in detail. All specimens analysed in this study are classified as thick targets.

The corresponding X-ray yield is given in equation [2.2.1], where N.. is the constant of

Avogadro, crz(E) the cross-section at energy E, IDZ the fluorescence yield., bz the branching ra-

tio of X-rays, EZ the detector efficiency, np the number of protons per second., Cz the element

concentration and az the atomic mass. Tz(E) is the transmission of X-rays from successive

depths within the matrix on the way out to the detector, Eo the initial energy, I;\f the final en-

ergy and SCE) is the stopping power. All terms except the cross section, stopping power and

2.2.1

the X-ray transmission are not dependent on E during determination. This shows that the yield

is mostly dependent on the matrix effect, which imposes the utmost reliance on theoretical

and experimental databases for optimisation ofMDL and the matrix correction effects.

Databases are necessary for theoretical calculations of the parameters as indicated in equation

[2.2.1]. Since the introduction of PIXE in 1970 (Johansson et al., 1995), various databases or

models for theoretical determination of ionization cross sections (Chen and Crasemann

(1985), Paul and Sacher (1989)) have been established. The more successful of these models

is the ECPSSR model of Brandt and Lapicki (1981). In this model, corrections are applied to

the energy (E) loss, the electrostatic Coulomb (C) deflection from the atomic nucleus, and

perturbation of the (atomic) stationary states (PSS) and inclusion of relativistic (R) effects.

Perturbation allows for additional effects of electrons binding (attraction) to the projectiles

during collision and ion deflection (deviation from a straight line trajectory) in the target nu-

cleus electric field. For the ionisation cross sections, the theoretical values calculated with the

model and compared to the experimental values, the K-shell values vary from 3 to 5% and

those ofthe L-shell, from 5 to 15% (Johansson et al., 1995). During X-ray quantification, an
17
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absorber is generally interposed between the specimen and Si(Li) detector. Backscattered

charged particles are in this way prevented from coming into contact with the detector and

emitted X-rays, depending on the absorber type and thickness, are attenuated. 1bis, on the

other "hand, improves the relative efficiency for the determination of specific ranges of ele­

ments, particularly those present at the J.lg.g-1 level. In this study, the X-ray attenuation

through a single element material, such as Be or Al, is determined using formulae of Gullik­

son (2002). A combined form of these formulae, which was used in this study, is given in

equation [2.2.2]. VIa is the intensity ratio, p, the material density, d is the thickness of the ma-

terial, Nav is Avogadro's constant, er., the atomic absorption cross section and az the atomic

mass. Data for calculating the attenuation were obtained from Henke et al. (1993).

VIo =exp(-pdN;v;.)
As illustrated in table [1.1], X-ray emission is generally applicable to elements ranging from

Na to U, since X-ray lines from elements Li to F are practically all absorbed by the window of

the X-ray detector. The interposition of an absorber such as Al would, depending on the

thickness, suppress the inteusity of K X-ray lines ofelements from Al to Ti. In addition, K X­

ray lines of Al to Ni fall in the Compton scattering region where secondary electron

bremsstrablung is high. It is therefore expected that MDLs for these elements would be worse.

When considering the range in which K X-ray energy lines may be useful for analysis, 10­

hansson et al. (1995) and Renan (2001) established that, in general terms, the maximum en­

ergy of X-rays useful for PIXE analysis is about 35 keY. This eilergy corresponds to the Kp

X-ray line of Cs, for Z=55. Hence, L and M X-ray lines should be used for quantifying ele­

ments Ba to U. On the other hand, the choice of K or L lines for analysis should depend ulti­

mately on the choice of ion beam energy as well as on the availability of a particular X-ray

detector With a specific efficiency profile.
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From equations in Johansson and Campbell (1988) and Johansson et al. (1995), the MDL can

be expressed by equation [2.2.3], where B is the background, Q is the charge, usually normal-

ised to 1ltC, Q is the solid angle between detector and the specimen in mSr, and E~ the detec-

tor efficiency. The last term in the denominator is the attenuation of the X-rays through an ab-

sorber. The MDL of elements in a matrix is primarily dependent on the peak (area) to back-

MDL
3.29.JBjQ

QYx(Z)s~et'
2.2.3

ground (area) ratio. IUPAC (1978) defines MDL as that area which can reliably be deter-

mined as three times the square root of the background under the nett peak. In this study a fac-

tor of 3.29 was used instead of 3.00 in determination to increase the confidence level in the

validity of the measurement.

Previous studies have been conducted in optimising instrumental parameters, and so reducing

uncertainty in X-ray measurement. In assessing angular dependence of the background con-

tinUUIll, Renan (1980) established that the optimal condition is a detector angle of 90'. How-

ever, for the quantification of elements such as Fe, a 30% gain could be achieved at an angle

of 130· and a bombarding energy of 3.5 MeV. Chu et al. (1981) have found that an angle of

135· is optimum for high sensitivity. At this angle secondary electron bremsstrahlung and

atomic bremsstrahlung backgrounds are decreased relative to an angle of 90·, which is fre-

quently used. Ishii and Morita (1988) confirmed this in their investigation into the theoretical

estimation ofPIXE detection limits.

Satoh et al. (1998) investigated the influence ofthe Compton background in a PIXE spectrum.

A continuous background was found in the X-ray energy region over 23 keY when using an

uninhibited signal. Shaping constants of 2/!S and 6/!S yield a linear relationship between the

measured and theoretical counting rates. There were no significant differences in this relation­
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ship up to a counting rate of 2000 counts per second (cps) when using these shaping con­

stants. However, such high counting rates will result in pile-ups in the spectrum, which would

affect the computational evaluation of the data. There was also no significant difference in the

energy resolution as a function of the counting rate. The energy range for PIXE analysis is

from 0.5 to 5 MeV and ideal beam energy is at 3 MeV (lshii and Morita, 1988).

PIXE MDLs for the three specimen matrices were calculated using these parameter optirnisa­

tions, equations [2.2.1] to [2.2.3] in this study, equations [1] to [7] oflshii and Morita (1988)

and yx(Z) as calculated with the Gupix program (Maxwell et al., 1988). For the Alz03-ZrOZ a

1251ffil Be absorber was used since the matrix contains Al. For both the steel and YBCO

specimens a 102p.m AI absorber was used. These MDLs are depicted in figure [2.2.2]. The

comparison of the experimental background, obtained with the GeoPIXE n software (Ryan et

al., 1995) with the theoretical background, when using these absorbers, is shown in appendix

[5.2.1].

Since the introduction ofPIXE in 1970, a plethora of specimen matrices have been quantified.

The ensuing discussion on some ofthese quantifications is by no means regarded as complete.

The aim is rather to illustrate uncertainties in measurement, sensitivities and MDLs obtained

when using different instrumental parameters. The discussion is restricted to proton induced

X-ray emission but may also be applied to sections [2.3] and [2.4]. Emissions induced by par­

ticles other than protons are detailed in section [2.5], the overview to this chapter.

Campbell et al. (1988) have determined MDL for X-rays emitted from thick specimens with

various matrix elements. A beam diameter varying from 1 to 2mm in diameter and proton en­

ergy of2 MeV was used in that study. The distance between the specimen and the Si(Li) de­

tector was 45mm.
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and the resolution of the detector was 170 eV at 5.9 keV. AI absorbers of thicknesses 0.025

and 0.75mm were interposed between the specimen and detector. The ECSPPR cross sections

of Brandt and Lapicki (1981) were applied in the data evaluation and equation [2.2.1] was

used for quantifying element concentrations. The counting rates were in excess of 5000

counts per second, which is contrary to the results of Satoh et al (1998). The irradiation period

for all specimens was less than 6 minutes, which is hardly sufficient time to accumulate ade­

quate statistical data. This rapid data collection adversely affected the MDLs, especially that

of trace elements whose X-rays are emitted in the energy regions occupied by the matrix ele­

ment pile-up peaks. Such pile-up can be reduced by the interposition of thicker absorbers. In

this instance there is a concomitant reduction in the X-ray peak intensities oflow Z lower ma­

trix elements. MDLs for elements with Z less than and equal to 25, when suppressing X-rays

with an AI absorber of 120fllll thickness, varied from 100 to 600Jlg.g-1
• Similar results were

obtained for matrices ofTi (Z=22), Ge (Z=32) and Mo (Z=42). On the other hand however,

the high Z matrix of Sn yielded MDLs that are greater than 1000Jlg.g-1
•

Ryan et al. (1990) used a beam diameter of20Jlfll and a minimum current of 10 nA during the

PIXE microanalysis of the SRMs, glass BCR-I, glass AGV-1 and glass GSP-I. These are pri­

marily geological specimens such as iron-rich chromites and sphalerites. This investigation is

discussed since elements in these matrices are present in comparable quantities as in the

specimens analysed in this study. The Si(Li) detector used for measuring the X-ray intensities

was position at 135° to the incident beam. The specimen detector distance was 25mm and the

total charge accumulated was 15JlC. An AI absorber of 200Jlfll thickness was used for at­

tenuation of K X-ray lines of elements Z ~ 26. The interposition of the absorber caused a

hundred-fold increase in the attenuation of these X-ray lines. This permitted the concomitant

increase in beam current and therefore improved MDL ofthe higher Z elements, but worsened
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MDL for Z < 26, such as Mn and Cr. For elements with Cz >IOOfig.g-\ Uz was less than 4%.

The exception was Ba, Z=56, for which Uz was -14%. The MDL of Mn was relatively high,

lOfig.g·l, because the thick AI absorber suppressed the intensity of the Mn Ka X-ray line.

MDLs' for elements Fe to Nb were low, -211g.g-l. The exception again was the Ba determina­

tion, with MDL given as 7511g.g,t. The ratio of Cz to the reported value was 1.11±O.05 which

indicates the difference in concentration values normally observed in the analysis of SRMs.

Sintilar micro-PIXE studies were also performed by Sie et al. (1991) and Sie et al. (1995).

Savage et al. (1992) investigated the application ofPIXE and PIGE to SRM complex matrices

of animal bone, coal and coal derived materials. The components of these matrices are also

present in the matrix of the ceramic-based sorption electrode. MDL in predominantly Ca, coal

and fly ash matrices were determined. Experimental parameters were a beam energy of 2.5

MeV and a beam diameter varying from 5 to 7=. X-rays were detected with a Si(Li) detec­

tor of resolution of 165 eV at 5.9 keY (Mn Ka) and positioned at 135° to the incoming beam.

A Mylar absorber of 925f1ID was interposed between the specimen and detector and the dis­

tances varied from lA to 20 cm. The current varied from 40 to 70nA and the irradiation pe­

riod from 15 to 30 minutes. For animal bone analysis, the relative uncertainty for elements of

C:z greater than 100 fig.g·t, is less than 4%, but for Cz less than I0011g.g-1 it is a maximum of

50%. This applied to both low and high Z elements. These uncertainties were however sig­

nificantly less than those certified. Although MDL was not certified, the author claims limits

of lfig.g·l. Elements with Z in the range 17<Z<28, lie in the energy region where secondary

electron brerusstrahlung is high.

Mutual interference of X-ray lines of adjacent elements may occur. The difference in emis­

sion energies between K Kp X-ray line and the Ca Ka X-ray line is 101eV. Similarly, the en-
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ergy difference for V and Cr is 16eV. Since most PIXE detectors have resolutions worse than

140 eV, separation ofthese spectral peaks will not be observed. This mutual interference from

elemental pairs would be most severe in instances where the concentration ratio of the one

element relative to the other is high. Peisach et al. (1993) investigated the concentration

ranges over which each of these two elemental pairs can be quantified separately, especially

the minimum concentration of the low concentration element that can still be measured. A 3

MeV beam of diameter 3.5mm was used for specimen irradiation. The X-ray intensity was

measured with a 25mm2 intrinsic Ge detector of resolution 151 eV at 5.9 keV and 557 eVat

22.16 keV. A 135Jl1ll thick methyl metacrylate absorber was placed between the detector and

specimen for attenuating the X-ray intensity and preventing backscattered protons from reach­

ing the detector. To cope with varying X-ray fluxes from the target, the detector to target dis­

tance was varied from 2 to 22cm. For these element pairs, good accuracy and precision are

achieved as long as the concentration ratio is in the order of 200 and greater. This imposes a

rather severe limitation on the uncertainty in X-ray measurement when these elements are

present in the matrix. Notably, X-rays of K and Ca are located on the tip of the

bremsstrahlung region, where tailing effects are more pronounced and the background influ­

ences the quantification markedly.

Parameters such as thickness and low energy bremsstrahlung should be monitored to ensure

that elemental maps are real images of the inhomogeneities. To demonstrate the significance

of these parameters, Jaksic et al. (1995) perfonned a simulation microprobe scan across a hy­

pothetical Mylar matrix containing 1000~.g-t Na and Ca each. Background radiation level

was determined experimentally on real Mylar specimens, considered flat and homogenously

2.5, 5.0 and 10 Il.ID thick. The X-ray intensities were measured with a Si(Li) detector posi­

tioned at 135° to the incident beam. Resolution was 150 eV at 5.9 keV. The areas scanned
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were 1x1. and the charge accumulated was 0.36/-lC. The current was maintained at 100pA

during the irradiation. Specimen to detector distance was 20mm and a 5 /!ill thick Be absorber

was placed between the detector and specimen. MDL was obtained using the IDPAC (1978)

criterion. The scanned area was divided in an array of 128x128 pixels and this translates to a

pixel size of 7.8x7.8/!ill and 0.22pC deposited per pixel. The element concentration was se­

lected to be present in a quarter of the specimen and MDL of 5, 15 and 50/-lg.g-1was obtained.

It was found that only at the 15/-lg.g-1 MDL could inhomogeneities be observed. At this detec­

tion level, the concentration of the elements Si, Ti and Co were, respectively, 67, 21 and 12

I1g.g-l
. Inhomogeneities were clearly visible at the 50/-lg.g-l detection limit.

Murillo et al. (1998) analysed Si02-Ah03 matrices with a 2.62 MeV proton beam and a beam

diameter of 4mm. The alumina contained in the matrix is also a major component in the ma­

trix of the ceramic-based sorption electrodes. X-ray inteusities were measured with a Si(Li)

detector, of resolution 220 eV at 6.4 keY which was placed 4.5cm from the specimens. A

28/!ill thick AI absorber was used to suppress AI and Si X-rays and attenuate those of ele­

ments with Z > 19. The use of the absorber and the relatively large beam diameter permitted

beam currents of up to 4nA to be applied during irradiation. Uncertainty in the X-ray meas­

urement of elements Cl, Ti, Mu, Zn, Rb and Zr present at the I1g.g-1 concentration level, was

relatively high, varying from 10 to 50"10. At the percentage concentration level the uncertainty

was relatively low, less than 4%.

It is emphasised that currents used in these investigations are greater than lnA. Uncertainty in

concentration measurement for 12~ Z ~2 is in the range of 2 to10%. Furthermore, the MDLs

for these elements were less than 150l1g.g-1 and areas scanned were greater than or equal to

1OOOx1000 /!ill.
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2.3 Uncertainty in y-ray Measurement

In section [2.2] it is indicated that elements Li to Mg are not quantifiable with PIXE when

placing a 125~ thick Be absorber between the specimen and detector. These elements

should therefore be determined by either PIGE or BS. The aim in this section is to ascertain Uz

and MDL with which the determinations can be made by PIGE.

Equations underlying y-ray emission are discussed by Debertin and Helmer (1988), Gilmore

and Hemmingway (1995), Friedlander et al. (1981) and Ehmann and Vance (1991). The en-

ergy of y-rays emitted from nuclei, following proton-induced nuclear reactions, is indicative

ofthe isotope present and the intensity is a measure of the concentration ofthe isotope. y-rays,

from prompt nuclear reactions occur with typical half lives of about 10-14
S. Occasionally by

bombardment with protons, nuclear reactions generate excited states, which create delayed

radiation after proton irradiation has terminated. Emitted y-rays are produced by the transi-

tions from excited states in the nuclear levels. The measured y-ray yield for a particular nu-

elide, y(Z), is given by equation [2.3.1]. Nav is Avogadro's constant, fz is the isotopic abun-

dance, cz(x) is the nuclide concentration at depth x. M is the nuclide molecular mass, E j the

initial energy and Eo the energy at the surface. El is the energy at depth x.

2.3.1

The charged particles undergo range effects as they penetrate the specimen. lbree known

methods for correcting these effects are the method of I) average thickness 2) average cross

section and 3) the method of average stopping power. These methods were evaluated by

Gihwala (1982) who found that the method ofaverage cross section was most suitable and the

mean energy, AB, at which the stopping powers have to be calculated, is given by equation

[2.3.2]. All the definitions of symbols are as stated before. Corrections needed for range ef-

fects were eliminated by using standard reference materials (Sutton and Clay, 2001) with ma­
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trix composition similar as the materials analysed. The uncertainty in measurement is there

E,

JE cr(E)dE

(E) = 0 2.3.2
E,

Jcr(E)dE
0

by minimised and is mostly dependent on experimental parameters.

Notations representing nuclear reactions differ from one study to another, as detailed by

Gihwala (1982), Debertin and Helmer (1988) and Gilmore and Hemmingway (1995). The nu-

clear reaction occurring between the incident particle, a, and the target nucleus, A, results in a

heavy product, B, light products, b, the emission of a gamma-ray, y, and energy, Q, released

or absorbed. The reaction is illustrated by A + a~ B + b+ Y + Q and symbolically by A(a,

by)B. In this study the incident particles are protons, p, and only the reactions when gamma-

rays are emitted are considered. The emitted gamma-ray is generally the result of decay from

one level to another. The notation used in this study will be of the form II:LA p(lj, If) where az is

the isotope number. In the case of Li, az would be 7; lj is the initial level of the de-excitation

and If the fmal level. As examples; 1) the first level de-excitation in the bombardment of the

Li nucleus with protons and the gamma-ray emitted at 478 keY, the reaction would be desig-

nated by 7Li p(l, 0); 2) for the P nucleus, the first level de-excitation would be designated by

1'Jp p(l, 0) for the gamma-ray at 110 keV and the second level by 19p p(2, 0) for the gamma-

ray at 197 keY. Although not indicated in the content, the element symbol will, for clarity, be

inserted to separate discussions of individual element quantification. Gihwa1a (1982) has ex-

tensively detailed the quantification of elements Li to Mg, in the energy range from 3.5 to 6.0

MeV. Also provided in that work is statistical information, which was used to extrapolate sen-

sitivities to the corresponding value at 3 MeV. These values are subject to the possibility ofy-

ray emissions being induced by 3 MeV proton beam under the typical geometrical conditions

ofnuclear microprobe analysis.
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Following is a discussion about the most likely nuclear reactions considered, detection limits

and interfering reactions for every element of interest in this investigation. Although based on

the current geometry at the iThemba LABS microprobe where this study was done, not all

elements were eventually quantified. This discussion nevertheless serves to highlight the po-

tential of Il-PIGE, especially for industrial material analysis with 3 MeV protons. Energies

and extrapolated sensitivities of the gamma rays are based on the work of Gihwala (1982). In

that work, beam-induced gamma-rays and radioactive gamma-rays are stated and these back-

ground peaks were noted in this investigation.

The most abundant isotope oflithium, 'Li, results from first level de-excitation, for which the

reaction is 'Li p(1, 0) emits an intense y-ray at 478 keV. The required threshold energy ac-

cording to Gihwala (1982) is 2.37 MeV, which is easily achieved by the 3 MeV proton beam

used throughout this study. The experimental geometry in the investigation was a Ge(Li)

detector positioned at 45° to the incoming beam. The area detector active was 300nun2 and

MDL at beam energy of 4.5 MeV was 5Ilg.g-1. It should be noted that the analysis was per-

formed on pure metals. MDL, after extrapolation to 3 MeV, was 15Ilg.g-lmC1. Gihwala and

Peisach (1982) reported a MDL as 50llg.g"lmC1. Olivier et al. (1983) used this reaction and

found Uz to be 0.06% for a Czvalue of3.72 mass%and MDL of50Ilg.g-l.mC-I. The same reac-

tion was used by Boni et al. (1990) to determine the concentration of lithium in a lithium-

nickel oxide matrix. The beam energy was 3.5 MeV and a high purity germanium detector

was used for detecting y-rays. Although information on the detector resolution and uncertainty

in measurement was not given, a MDL of approximately 35/-lg.g-1 is claimed. It was also

found that the cross section values for 'Li p(l, 0) are higher than the values obtained for the

reaction 'Li(p, nly/Be. The excitation function for the former reaction is fairly constant in the

energy range of 3 to 3.5 MeV. Kim et al. (2000) performed measurements for 'Li p(l, 0) at
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energies 2.4 and 3.4 MeV. They found that determination at 3.4 MeV yields better results for

multielemental analysis. MDL for Li was approximately 150llg.g-l. Roux et al. (1997) found

similar results. However, possible interferences may be caused by the reactions 61Ni n(1, 0)

and 7913r n(9, 3), for which a y-ray is emitted at 477 keY. The threshold energies for these re­

actions are high and MDLs are greater than 10000Ilg.g-lmC-l. Li determination is therefore

possible at 3.0 MeV, using the 7Li p(l, 0) reaction. The MDL is expected to be 150llg.g-1 and

Uz to be 0.6%.

Be

In the quantification of Be by PIGE, Gihwala (1982) found the sensitivity for the y-rays emit­

ted at 415,718, and 1022 keY to be in excess of 65000 Ilg.glmC-l. These values are rela­

tively high and it is at this stage not recommended that Be be determined by PIGE at 3 MeV.

B

Gihwala (1982) and Gihwala and Peisach (1982) found that the proton bombardment of a

pure boron matrix yielded for llB p(1, 0) an intense y-ray at 2125 keY, which was due to

Doppler broadening. MDL was 50llg.g-1mC-I. Interferences may be caused by the reaction 34S

p(l,O), with the emission of a y-ray at 2127 keY. The sensitivity for this reaction is however

2000Ilg.g-lmCI and the threshold energy is relatively high. In the analysis of a pure B target,

Blondiaux et al. (1993) used the (p, p'y) reaction on 1Gr3, for which a y-ray is emitted at 718

keY. The irradiation energy was 3.1 MeV and the current maintained between 5 and IOnA for

a period of 5 minutes. The y-ray was measured with a high-purity Ge detector positioned at

right angles to the incident beam. This method is rapid, simple and suitable for large numbers

of samples. It however suffers from interference of Cu when present in the matrix. The y-ray

for MCU n(4,1) is emitted at 715 keY and the sensitivity of3000Ilg.g-lmC-I. B can therefore
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be determined using this (p, p'y) reaction should the Cu concentration be less than 3000ftg.g-l.

C

Gihwala (1982) reported the sensitivity for C determination as greater than 4.8 mass%.mC1

and it is at this stage not recommended that C be determined by P1GE with 3 MeV protons.

N

For nitrogen determination in steel, Popescu et al. (1994) used the y-rays emitted at 429 and

710 keY, which resulted from the reactions l~ y(2, 0) and l~ y(3, 0), respectively. MDL re­

ported for these low intensity y-rays are 2000 and 5000f!g.g·lmC1respectively. These values

are in agreement with those of Gihwala (1982). Interference is caused by 7Li p(l, 0) at 429

keV energy. It is therefore not recommended that the 15N y(2, 0) reaction be used to evaluate

the nitrogen concentration in the presence oflithium. At Er of710 keY, there is interference

from 68Zn y(4, 1), for which the y-ray is also emitted at 710 keY. The sensitivity of 50000

mass%.mC-1 is relatively high. Quantification ofN is therefore possible in matrices of low Zn

concentration, which can be prelinJinary ascertained with PIXE. The reaction l~ y(2, 0) can

be used to quantify N concentration in the absence ofLi or low concentration ofZn.

o

The yy(Z) and MDLs ofthe gantma-rays of0, resulting from the specimen bombardment with

a 4.5 MeV proton beam, are given by Gihwala (1982). Interference at Er = 495 keY could be

caused by 1131 n(4,0) with Er = 497 keY and 1151n(l,O) at 497.3 keY. This interference could

be ruled out by the absence of! in the specimen matrices, since iodides and iodates are evapo­

rated at the high temperatures to which the matrices analysed in this study were heated during

the manufacturing process. At Er = 870 keY interference are caused by 67Zn p(5,0) and 69Ga
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p(3,0). The interference caused by Zn being present in the matrix was discussed earlier. For

Ga, the sensitivity is high, which indicates that the quantification can be made at low concen-

trations of the element. At Er =937 keY gamma rays from S2Cr - 934 keY, SIV - 935 keY and

69Ga _ 940 keY could interfere. However, at Er = 1042 keY or 1984 keY, the only interfer-

ence could be caused by 69Ga at Er = 1040 keY and 1271 p(lI,O) at By = 1044 keY. For the re-

action 139La y(12,0), a y-ray is emitted at 1984 keY with YrCZ) <10 quanta.sr-InC-1 and sensi-

tivity > 23000J.lg.g-ImC-I
. These extrapolated sensitivities and yields are only of importance

should y-ray emission be induced by the 3 MeV proton bombardment In the determination of

oxygen in a predominantly Ca matrix, Savage et al. (1992) irradiated a specimen area of 5 x

7=2 for a period of 15 to 30 minutes with beam ofenergy 2.5 MeV. The current was main-

tained between 40 and 70nA. The resultant y-rays were measured with Ge detector of20% ef-

ficiencyand resolution of 2.5 keY at 1220 keY. The detector was positioned at 90· relative to

the incoming beam and the specimen to detector distance was 3 cm. Under these instrumental

conditions, Cz was 35.6 mass% and Uz was 9.3%. MDL was 1.0 mass%. Investigations made

by Roux et al. (1997) to establish the analysis of oxygen by PIGE yielded results that are in

close agreement with those of Savage et al. (1992). Therefore, should the nuclear reactions be

induced by 3 MeV protons, then Uz is expected to be less than 10% and MDL is expected to

less than or equal to 1 mass%.

Fluorine determination has been performed on thick specimens, varying from geological

specimens to glass matrices, bone and teeth. Althoug1l the latter two matrices are biological in

nature, they are considered as thick targets and therefore included in the discussion. Mosbah

et al. (1991) analysed F in glass inclusions using a 30x30J.lID beam-size at 3.4 MeV. Two pho-

tons of discrete energies at 110 and 197 keV are emitted following the inelastic diffusion of

protons in the reactions 19p p(l, 0) and 19p p(2, 0) respectively. It is asserted that the use of a
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3.4 MeV beam corresponds to the best value of the cross section and higher incident energy

would produce an increase in the background. The integrated charge was 0.35llC and the high

purity Ge detector was positioned at 1200 to the incident beam and at a distance of 6.5 cm

from the specimen. The resolution was exceptionally good, 1.64 keY at 1.33 MeV. MDL was

30llg.g-1 after accumulation of 0.5llC. Uz relative to Cz was greater than 10%. Instead of the

IUPAC criterion of3 times, a value of2 times the~bkg over the nett peak was chosen. Inter­

ference from 180(P, yi9p was not observed in the spectrum and this contribution was conse­

quently not considered as effective. Coote (1992) and references therein, also used the 19p

p(1, 0) reaction to determine F in teeth and bone matrices. The instrumental parameters were

the same as for Mosbah et al. (1991). The excitation functions of the 110 and 197 keY y-rays

were measured in the energy range of 3.5 to 3.8 MeV. The measurement was performed to

search for intervals in which the cross section was as high and as constant as possible. MDL

was 30 llg.g-l. Savage et al. (1992) investigated the determination in a Ca matrix. Experimen­

tal parameters were given in the previous section. The y-ray energy used for F determination

in that work was not explicitly stated. It was rather deduced from the spectrum of the PIGE

data, on page 161 {)fthat work, that the 19p p(1, 0) reaction could have been used for quantifi­

cation. Of importance are the values for MDL of Illg.g-l and Uz of3% that were claimed. The

minimum detection limit of lllg.g-l is relatively low when comparing this value to those val­

ues of the previously discussed authors. This may be due to the high current of on average

5.5nA with which the specimen was irradiated for duration of30 minutes. Although Calastrini

et al. (1998) determined F in atmospheric aerosol, the sample was deposited on Mylar foil and

considered a thick specimen. The emitted y-rays were detected with a high purity Ge detector

with a resolution of 1.2 keVat 122 keY. The detector was positioned at 1200 to the incoming

beam. The current was maintained at 3nA during the irradiation period. The beam area was

Ix3 =2 and the energy was varied from 2.7 to 3.0 MeV. Optimum cross-sections for the lIO
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keV y-ray were found at 2.98 MeV and for the 197 keV y-ray at 3.00 MeV.

Na

For Na 'quantification by PIGE, Tapper et al. (1990) determined the element in a predomi­

nantly Ca (bone) matrix by using a 4 MeV proton beam. The y radiation was detected with a

Ge (Li) detector of resolution of2.0 keY at Er of 1.33 MeV. The detector was positioned at

1800 to the incoming beam. The reaction~a p(l, 0) with y-ray emitted at 440 keY, was used

in the quantification. MDL was 21j.1g.g-1 and Uz was 50% relative to Cz of 1530j.1g.g-1. Valk­

ovic et al. (1995) investigated the determination ofNa and used the same reaction but at 3

MeV. Since this specimen was a NIST-SRM, scans were performed over the area to establish

the degree of homogeneity of the specimen. The sizes of these scans varied from 250 to

1000J.1ID2. The certified average value was 840j.1g.g-1 with a relative uncertainty of 4.7%.

However, Uz varied from 12 to 16%. No minimum detection limit was given. Na can therefore

be determined by using the y-ray emitted at 440 keY. The expected MDL is 21j.1g.g-1 and Uz

would be less than 15%.

Mg

For magnesium quantification, Gihwala (1982) used the y-rays emitted at 585 and 1369 keY,

resulting from the 25Mg p(l, 0) and 24Mg p(l,O) reactions. The sensitivities were 310 and

86j.1g.g-1mC1respectively. For the latter reaction, Valkovic et al. (1995) found Uz to be 15%.

AI

Two prominent y-rays ofaluminium are emitted at 844 keV for the reaction 27AI p(1, 0) with

a sensitivity of 1800/lg.g-1mC1and at 1015 keY for the reaction 27AI p(2, 0) with a sensitivity

of600/lg.g-1mC-1. For the 27AI p(!, 0) reaction, interference is posed by the gamma ray of
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56pe p(l, 0), which is emitted at 847 keY with an extrapolated sensitivity of!OOi!g.g-lmCI
.

Other reactions, which pose interference, are 55Mn - 847 keY, 76Ge - 847 keY, 88Sr - 843

keY and 96Mo - 843 keY. The minimum extrapolated sensitivities for these reactions are

howeve~0.9 mass%.mCI
. For the 27AI p(2, 0) reaction, the interferences possible are from

1271 p(15, 2) with the gamma ray emitted at 1016 keY and extrapolated sensitivity of 1.9

mass%.mC·I . Interferences of iodine are ruled out since the matrices were heated to high tem­

peratures and iodine compounds are evaporated. y-rays resulting from 26Mg a(2, 0) at 1014

keY and 9~u n(4, 1) at 1013 keY have high sensitivities, approximately 1.9 mass%.mC-1
•

Hence, the 27AI p(2, 0) reaction should be used in the quantification ofAI.

Murillo et al. (1998) analysed for AI in Si02-AI203 matrices with a 4 MeV proton beam and a

beam spot size of2=. The 27AI p(2, 0) reaction was used. A HPGe detector, positioned at

90' to the incident beam, was used for detecting the gamma rays. The crystal was 44= in

diameter and 55mm thick. The resolution of the 6OCo lines at 1.17 and 1.33 MeV was near to

2 keY. Uz varied from 3.8% to 8% for Cz of8 mass%. No MDL was given.

r
For P quantification, data given by Gihwala (1982) were investigated. It was deduced that the

y-rayemittedat 1266 keY for the reaction 31p p{1, 0) yields the best sensitivity, which was

250J.1g.g-lmCI
. The only interference posed was that of the reaction 65Cu n(ll, 0) for which

the y-ray is emitted at 1264 keY. The sensitivity was 0.5 mass%.mC-I
. This gamma ray would

then be used for P determination.

Savage et al. (1992) determined P by PIGE in SRM complex matrices of animal bone, coal

and coal derived materials. A 20% efficient Ge detector, ofresolution of2.4 keVat 1.27 MeV

was used for detecting the y-rays, emitted at 1266 keY. The detector was positioned at 90' to
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the incident beam and 3.0 cm away from the target. Uz was 3.4% for an average Cz of 9.88

mass%. The MDL was 600Ilg.g-lmC-I. Tapper et al. (1990) analysed for P in bone matrices,

using a 4 MeV proton beam. The gamma radiation was detected with a Canberra 80 cm3 de­

tector of 15% efficiency. The resolution was 2 keVat 1.33 MeV. The angle of the detector to

the incident beam was 0·. Uz was relatively high, 51% for an average Cz of 6.74 mass%. A

MDL of300Ilg.g-lmCI was obtained.

Fe

Gamma radiation resulting from the proton bombardment of the Fe nucleus is emitted at vari­

ous energies. These are 847 keY for the s6Fe p(1, 0) reaction, 1377 keY for s6Fe a(2, 0) and

s7Fe n(2, 0) and at 1757 keY for s7Fe a(5, 0). The corresponding extrapolated sensitivities are

1090,8600 and 5600Ilg.g-lmCI. The interference of27Al p(l, 0) at 845 keY with the 847 keY

gamma ray are discussed under Al. From the data given in Gihwala (1982), the interferences

at the other gamma ray energies all have sensitivities of3000Ilg.g-lmCI and more. Further­

more, Fe can be determined with PIXE, even when using relatively thick filters such as

102Jl1Il aluminium. Hence, for the purpose of this study, the gamma ray emitted at 847 keY

will be used for Fe quantification should Al be absent from the matrix, else the gamma ray at

1377 keY will be used.

In the previous discussion, the minimum detection limits cited are relatively low and uncer­

tainties high. The currents and beam diameters used in these determinations are an order of

magnitude greater than those intended for this study. For this reason various matrices were ir­

radiated with 3 MeV protons to ascertain whether values, obtained from Gihwala (1982) and

extrapolated to this energy, are acceptable. The MDLs are given in table [2.3.1). The chemi­

cal composition of the matrices are: Apatite, Cas(P04)J(F,Cl), used for Ca, F, and P determin­

ation, Kaersutite, Ca2Na(Mg,Fe)4TiSW202~2,in the determination ofNa, Mg, Al, Si and
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Fe, Spodumene, LWSh06 in Li, Al and Si determination, Tugtupite, N34BeAlS4012CI,

Table [2.3.1] PIGE uncertainties in measurement and minimum detection limits ofelements con­
sidered as light elements when using a 3 MeVproton beam and a 125flm thick Be absorber for
PIXE and ofAI, P and Fe. The matrix and element concentrations are indicated. The beam diame­
ter was 3f»1 x 5pm andthe charge accumulated 1p(;. The detector to specimen distance was 17cm.

Element y-ray energy
Reaction Matrix cz Uz MDL

symbol (keY) mass% % (U2:.2:-I UCI)

Li 478 7Li p(l, 0) Spodumene 3.42 2.42 70

428 Il'B 0(1, 0) Boronitride 43.0 4.35 380
B

2125 I'D 0(1, 0) Boronitride 43.0 1.15 180

110 "F p(l, 0) Apatite 3.63 1.04 50
.

F 197 "Fp(2,0) Apatite 3.63 0.78 30

1234 bFp(3,1) Apatite 3.63 20.6 880

440 L.>Na p(l, 0) Tngtupite 18.6 1.78 250

440 L.>Na p(l, 0) Kaersutite 1.32 3.12 230
Na

1634 DNa o(l, 0) Kaersutite 1.32 2.37 250

1634 DNa 0(1, 0) Tugtupite 18.6 2.38 230

585 L.>Mg p(l, 0) Kaersutite 6.58 17.6 1650
Mg

1369 "Mgp(l,0) Kaersutite 6.58 8.59 610

844 "AI p(I,O) Kaersutite 6.54 12.2 760

844 "AI p(l, 0) Spodumene 14.50 13.3 740

844 '"AI p(l, 0) Tugtupite 5.77 12.1 780
AI

1015 ·'AI p(2, 0) Kaersutite 6.54 4.45 480

1015 '"AI p(2, 0) Spodumene 14.50 4.93 420

1015 ·'AI p(2, 0) Tugtnpite 5.77 5.11 470

P 1266 >Jp p(l, 0) Apatite 18.30 6.45 1260

847 "'Fe p(l, 0) Kaersutite 9.51 14.5 220

847 "'Fe p(l, 0) Pentlandite 30.77 5.52 200
Fe

1377 "'Fe 0(2, 0) Kaersutite 30.77 16.9 7500

1377 "'Fe 0(2, 0) Pentlandite 9.51 6.59 6090

for Na and Be, boron nitride used for determining Band Nand Pentlandite, (Fe,Ni)9Ss, for Fe

detennination. No y-rays were observed for C, Be, N and O. With the exception ofMg deter-

rnination at 1367 keY, the uncertainties in concentrations compare favorably with those val-

ues obtained at higher energies, currents, larger beam diameters and smaller detector to

specimen distances.
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2.4 Uncertainty in Measurement ofBackscattered Particles

It is established in section [2.2] that Be, C, N and 0 could not be determined with PIXE since

their X-rays are practically completely absorbed by the window of the X-ray detector. In sec-

tion [2.3] it was determined that they should not at that stage be determined with PIGE since

1) MDLs at this stage are relatively high or 2) nuclear reactions leading to y-ray emissions

could not be induced. Ion BS is the last of the three techniques used in this study. It is there-

fore necessary to ascertain Uz and MDLs with which the determinations can be made. Also,

BS data of other elements can be used to establish complementarity with PIXE and PIGE

The underlying fundamental physics principles of BS have been discussed by Chu et al.

(1978), Deconninck (1978), Rauhala (1992), and Rauhala (1994). For a smooth surface, bom-

barded with a beam ofprotons, the BS yield, Ybs(E), (Deconninck, 1978), is given by equation

[2.4.1]. Up is the number ofpwtons, Cz is the areal coucentration in g.cm2
, E the energy at

depth x, cr(9, E) the ionisation cross section at back scattering angle 9 and energy E, Q is the

detector solid angle, S(E) the stopping power and kz is the kinematic factor. (kz, instead ofK,

Ybs(E) S(E)[kzS(E) _1_]
S{kzE) cosS

2.4.1

represents the kinematic factor to avoid confusion with K in PIXE for K X-ray lines). kz is

significant as it indicates the ability to perceive mass, az, hence resolving elements and depth

at the angle, 9. Since for the proton az and z is 1, kz is non-relativistically given by equation

[2.4.2] as a monotonically decreasing function of the target mass and the cosine of9. Values

ofkz for 9 and az are found by setting MklM9 = O. For this study, az varies between 6 and 92.

2.4.2

9 is optimised to yield 9-t 0',180' as solution, which have obvious practical implications
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when considering the dimensions of the detector. Hence, uncertainty in kz is minimised by

performing measurements as near to 1800 as possible with respect of the incident beam. The

mass resolution at the specimen surface is primarily due to the detector resolution. Energy

straggling and factors such as contributions by lateral spreading, multiple scattering, beam

area on the target and the detector acceptance angle, nonnally dominate in layers deep in the

specimen. With 0 constant and the energy separation denoted by LlliJ, equation [2.4.3] yields

the mass resolution for an element M2. The first term is the total system energy resolution per

incident energy. Denoting the kinematic factor of the major matrix element byk~ , the kine-

2.4.3

matic factor of any other matrix element by kz and the silicon surface barrier detector (SSB)

resolution by rSSB, then the resolution of these two elements are given by equation [2.4.4].

The value of 5 is a useful guideline suggested by Deconnick (1978). The uncertainty pararne-

2.4.4

ter introduced by equation [2.4.4] is the ability to resolve, with respect to the detector resolu­

tion, two matrix elements. rSsB= (28±3) keV and this translates into Z=4 when not consider­

ing the useful limit as suggested by Deconninck (1978). The limitation in mass resolution is

partly due to the detector system subtending a finite solid angle. Deconninck (1978) indicated

that the energy spread introduced by the finite size of the detector is insignificant at large scat­

tering angles. The differential cross section, dcr/dQ, is given by Deconninck (1978), shows the

direct dependence ofdO/dQ on Z. Since 0 was optimised, 0_80
, 1800

, hence sin(0/2) - 1, the

differential cross section, expanded in a power series (L'Ecuyer, 1979), is now given by equa­

tion [2.4.5]. It indicates that in thick predominantly light element specimen matrices, heavy

2.4.5

elements, even in low concentrations, will be readily detectable. Light elements however, in
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concentrations as high as 30 to 70 atomic% could be left undetected.

The preceding optimisations to minimise uncertainty in ion BS measurement was based on the

elastic collision of the energetic proton with the specimen atoms. For non-elastic interaction,

that is, where energy is not conserved, ratios ofthe cross sections to the Rutherford cross sec-

tions, alaR, were obtained from the database Sigmabase (2001). The database is a compilation

of contributions of these ratios, at backscattering angles:>: 170°, ofvanous authors. However,

in this study, the silicon surface barrier detector (SSB) was positioned at 176° to the incident

beam. Amirikas et al. (1993) used Breit-Wigner functions to compute the proton resonance at

angles ofllO°, 150° and 170° in the laboratory frame. The parameters of the resonance for-

mula, used to yield an accuracy of:>: 2%, are only of statistical significance. From this investi­

gation it deduced that the difference between the cross sections at the laboratory angles of

170° and 176° would not be significant. Hence, cross section values at the fonner angle were

used in this study. Proton backscattered resonance spectra for the reactions 7Li(p, p)7Li (Knox

et al., 1990 and Knox, 1992), '13e(p, p)'13e (Mozer, 1956 and Knox, 1992), 10B(p, p)IOB (Chi­

an et al., 2001), 12C(p, p)12C (Amirikas et al., 1993, Gurbich, 1997, Gurbich, 1998, Gyarmati

et al., 1981, Mazzoni et al. I and Mazzoni et al. Il), 1"N(p, p)l"N (OIness et al., 1958, Knox,

1992, Mars et al. I, 2003, and Bashkin et al., 1959), 160 (p, p)160 (Amirikas et al., 1993)

13Al(p, p)13Al (Chiari et al., 2001), 14Si(p, pi4Si (Amirikas et al., 1993) were used.

The MDLs of elements in the three matrices were calculated using the preceding equations,

the respective resonance data and f SSB of (28.0 ± 3.0) keY. The RUMP software program of

Doolittle (1985) was used to simulate the minimum detectable limits. Simulatlons were done

for one element present in the matrix and therefore do not illustrate the effect of one light

element on the minimum detection limit of another. In determining the minimum detection

limits of these elements in the (AlZ03)nZrQz matrix, the concentration of AlZ0 3 used was 98
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mass% and 2 mass% for Zr02, corresponding to the ceramic-based sorption electrode matrix.

The porosity of the sorption electrode was not considered. The effect of elements such Cll,

Zn, Cr, Mn and P that may be present in each matrix in relatively low concentrations has also

not been· considered. The energy of backscattered particles from a depth in the specimen de­

pends on the kinematic factor and the energy loss. To be detected the ion must emerge at suf­

ficient energy El. for which Chu et al. (1978) established an arbitrary accessible depth crite­

rion of El::': 0.25kzEo. Variation in atomic bulk density also influences the accessible depth

since in certain areas of the specimen, the depth reached would be deeper than in other areas.

The MDLs are given in figure [2.4.1].

Ample studies have been done in the use of a proton beam for the determination of oxygen

with BS. Of special interest is the geometrical arrangement of the detector to the incoming

beam. Most of the BS oxygen determinations were performed on HTS specimens, in which

the content of this element is of critical.

In their study of stoichiometric determination of thin metal oxides (zr02_x) on AI substrates,

Fazinic et al. (1995) increased the proton beam energy to 4.6 MeV to achieve acceptable reso­

lution of the AI and 0 resonance peaks. In this energy region the oxygen cross section for

elastic scattering emits broad resonance behaviour and this was used to resolve the Al and 0

resonance peaks. Amirikas et al. (1993) established the oxygen resonance peaks at energies

3.47 MeV for protons. However, as stated earlier, the resolution of the proton backscattered

resonance peaks for AI and 0 should still be resolvable, even at 3.0 MeV. In the determina­

tion ofelemental constituents in high voltage insulator borosilicate glasses under proton bom­

bardment, Borbely et al. (1985) demonstrated that combined PIXE and PIGE measurements

are suitable for the accurate determination ofoxygen in these specimens.
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Figure [2.4.1] Theoretical proton backscattering minimum detection limits (MDLs) ofelements
in the matrices ofAlzOrZrOb YBazCuJ07 and Steel MDLs were determined hy simulation at 3.0
MeVand using equation 12.4.4J. Proton resonance datafor Al and 0, used in the simulation, were
ohtainedfrom Chiari et aL (2001) and Amirikas et aL (1993) respectively.
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2.5 Overview to Sections [2.2], [2.3] and [2.4]

In the quantification ofLi, B and F in section [2.4], it is assumed that PIGE yields minimum

detection limits that are lower than those for BS. Although this is evident from the proton

resonance data of these elements, as given by the different authors in Sigmabase (2001), it

should still be evaluated, as it would influence the complementarity amongst the techniques.

It is stated in Chapter 1 that the purpose of this study is to enable the quantification of ele­

ments with MDLs in the !!g.g-l range. However, from sections [2.2], [2.3] and [2.4], it is ap­

parent that analytical applicability of the three techniques in quantifying the MDLs of ele­

ments such as Be, C, N and 0, leaves much to be desired. as indicated in section [1], X-ray

emission induced by proton bombardment yields slightly better uncertainties and MDLs. The

emphasis in this section will therefore be on the effect particles other than protons have on Uz

values and MDLs when inducing the nuclear reactions. Hence, the discussion will focus on

the PIGE and BS determinations with these other particles.

Lappalainen et al. (1983) used a-particles to induce y-ray emission for the verification of

minimum detection limits in thick specimens. The beam was passed through a liquid nitrogen

cold trap before interacting with the specimen. The y-rays were detected with a Ge(Li) detec­

tor that had a resolution of 1.9 keY at Ey = 1.33 MeV and 3.0 keY at Ey =2.61 MeV. The de­

tector, of volume 100 cm3 and efficiency of2l%, was positioned at 55° to the incoming 4He+

beam of 2.4 MeV. The beam diameter size was 4x4 mm2 and the current varied from 0.5 nA

to 10 nA. The exceptionally good detection limits for elements Li, Be, B and F were respec­

tively0.45, 0.42, 10 and 22!!g.g'l. Moreover, these detection limits were obtained for matri­

ces, ofhigh concentrations of light elements, such as 0, Na, Mg, Al and C. The minimum de­

tection limits for N, 0 and Mg were relatively high. The respective detection limits are 1.1,

2.0 and 1.3 mass%. Only the Na MDL of260).tg.g-l was comparable to those discussed in the
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previous sectious. No uncertainties in measurements were given. "(-rays for C were not emit­

ted, even though 3 mC of charge was accumulated. The MDLs of elements Li, Be, B and F

were slightly lower thau those induced by proton bombardment. However, the compromise in

the minimum detection limits of the other elements is considerably higher. For this reason

quautification should preferably be performed with protons. Furthermore, higher currents and

bigger beam diameter sizes which, are comparatively greater thau those predetermined for this

study, were used in the determinations.

Coote (1992), and references therein, have performed investigations into the quautification of

F. The experimental parameters have been described earlier in this study. For a.-induced "(-ray

emissions, they used the nuclear reactions, with the corresponding Q values, 19p(a., a.'''()19F,

Q=O MeV, 19p(a., n"()22Na with Q = -1.950 MeV, and 19F(a., pd~e with Q = 1.675 MeV.

High y-ray energies were detected with Nal(Tl) and BGO detectors. The minimum detection

limits of - 1OIlg.g·! obtained are in agreement with those indicated in the previous discus­

sions. Deuterium-induced "(-ray emission was based on the reactions !9F(d, p/oF with Q =

4.379 MeV and 19p(d, a.)170 with Q= 10.038 MeV. The minimum detection limits for these

reactions are comparable with those obtained by bombardment with a.-particles.

Volfinger and Robert (1994) used a.-beam of 3 MeV to induce y-ray emission. The beam di­

ameter size was 100x300 !lill2 and the current was 25nA. The specimen was irradiated for

duration of 1000 seconds. The respective detection limits for the elements Be, Li, B and F

were 20, 25, 900 and 450jlg.g-l. Although these values are relatively higher thau those stated

earlier, it should be noted that the beam diameter is at least an order of magnitude smaller

thau those ofthe other investigations. No uncertainty in measurement was provided.

Gihwala and Peisach (1986), in the quautification ofoxygen, used deuterium to induce the y­

43



Chapler 2.5 - Overview to Sections [2.2], [2.3] and [2.4]

ray emission. The prompt 'I-ray emitted at 871 keY for the nuclear reaction, 160 (d, py)170 was

employed for the quantification. The highly abundant isotope 160 is the target nuclide and the

reaction was considered as offering adequate sensitivity for determining low concentrations of

oxygen: The deuterium beam energy was 2 MeV and the current varied between 0.5 to 10 nA.

The beam was diffused, with a size of2mm x 2mm and the Ge(Li) detector was shielded with

lead. The MDL was 120 flg.glmC I and the uncertainty, uz, was ±3.8%. Giles (1978), in this

regard, have also done extensive studies using alpha particles.

Peisach et al. (1989) used a thin intrinsic Ge detector in their survey of low energy photons

emitted for 77 elements. The proton beam energy ranged from 3.5 to 6. MeV. The detector

resolution was 1.1 keVat 1.33 MeV and hence photons that were potentially useful for analy­

sis could be identified.

Lackay et al. (1990) and Lackay et al. (1991) used low energy photons induced by proton

bombardment for the analysis of noble metals. Terwagne et al. (1995) showed that 3He parti­

cles can be utilised for simultaneous quantitative microanalysis of light elements and placed

special emphasis on the quantification of C and O. Deuterium-induced nuclear reaction, (d, p)

and (d, u) cross sections are relatively higher than the cross sections induced by 3He. How­

ever, reactions induced by 3He produce two orders ofmagnitude less neutrons at the same en­

ergy.

It evident from this discussion that the choice of the bombarding particle will depend on the

element of interest The use of a thin intrinsic Ge detector is recommend since I) the resolu­

tion of the Ge(Li) is insufficient to cope with the high density of photopeaks that occur in the

;pectrum and 2) the efficiency of the Si(Li) detector is very low for photons with energies

lbove 30 keY.
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Chapter 3.2 - Irradiation Facilities

3.1 Introduction

The Van de Graaff accelerator facility is capable of generating up to 6 MV. In addition, the

multidisciplinary and multi-user design and the nature of data acquisition of the facility com-

ply with tlemands such as the flexibility to handle a wide variety of experiments.

3.2 Irradiation facilities

3.2.1 Van De GraaffAccelerator

In the Van de Graaff accelerator, the beam of ions is accelerated vertically downwards and the

energy stabilization and beam selection are made by a 90° analyzing magnet. From the gen-

erator the beam passes through the energy control slits and then to the switching magnet,

which allows the beam to be directed either to the nuclear microprobe section of to the solid-

state section. The ions travel through a horizontal flight path of about 15 meters on the Nu-

clear Microprobe line. This is illustrated in figure [3.2.1]. Although the long flight path of the

ions offers possibilities such as ultimate beam spot sizes, it renders the beam more susceptible

+--6 IJV Terminal

VOCiJUllJ Valve
Beam VltWer ! CoMmator cl: Oeflecting PIoles

lObi ! Hr
[] l-..I I b llll!lllllIll L [] [
7 [ ,r I ......

SwilcIling lIagnet x-ysteering Coils

Figure [3.2.1) A scht!JnaJic illlIstratiDn (drawn not to scale) ofthe Van de GraaffAccelerator and the nu­
clear mU:roprobe (NMP) facility at the Materials Research Group, lThemba LABS (Prozesky et aL, 1995).
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to instabilities. This invariably leads to vertical movement of the beam (prozesky et al.

(1995)). To reduce the effect of these instabilities on the dead time of X-ray measurements

and to reduce the intensity of piIeup peaks in the PIXE spectrum, a beam on demand deflec-

tion system, discussed in section [3.2.3], was constructed. After the this system, the beam

passes through a set of collimators slits to the Oxford standard triple set of lenses. The set of

lenses offers small aberration and subsequently small beam sizes.

3.2.2

3.2.2.1

Nuclear Microprobe

Construction

A photograph of the nuclear microprobe system from the collimator slits to the chamber is

shown in figure [3.2.2). From the switching magnet the beam passes through object slits to

Figure [3.2.2] Photograph showing the construction ofthe nuclear microprobe (NMP) system. B is the beam­
line, HS the halo slits, SC is the scanning coils used when positioning the beam on the specimen, S is the con­
tainerfor cooling the Si(LI) detector used in the identif"lCation ofX-rays, C the microprobe lenses, used in the
focusing of the beam, M the microscopefor viewing the specimens and NC is the nuclear microprobe cham­
ber.
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the steering coils, which are used for corrections of the beam path (mainly correctious for the

Earth magnetic field) and operates in the x-y direction. It then passes through the microprobe

leuses to the nuclear microprobe chamber. The chamber is the standard chamber, manufac-

tured by Oxford Microbeams (1985), made of stainless steel. Features of the chamber, shown

in (figure [3.2.3]), include a microscope, a Si(Li) X-ray detector placed about 25 mm away

from the specimen at an angle of 1350 to the incoming ion-beam. An annular silicon surface

barrier detector for ion backscattering, is situated at 1760 to the direction of the incoming ion

CB

B

Figure [3.2.3] Top cross-sectional view ofthe NMP chamber. SVis the specimen view port, M the
microscope, B the incoming beam, CB the collimator preventing the reflection ofbeam, AR the
suppression ring, SP the specimen, SS the si/icon suiface barrier detector, CS the collimatorpre­
vent the beam from being reflected on the surface barrier detector, S the Si(Li) detector, SL the
gold layer, SW is the Si(Li) detector window, FW the filter wheel and FS the shaftfor changing
filteTS. FWVis the viewportfor thefilter wheel, GVa viewport and GD is the 7-ray detector.

beam. CB is the collimator of the incoming beam positioned in the inner hole of the annular

detector. CS is the collimator preventing backscattered particles from coming into contact

with the glue lining ofthe annular silicon surface barrier detector (SSB). A filter wheel with

ill array ofabsorbers, including, Be, AI and Kapton, ofvarious thicknesses, is housed in front
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of the Si(Li) detector for selective attenuation of generated X-rays. The gamma-ray detector

is positioned at O' to the incident beam. Two separate light sources are provided, one in front

of the specimen, for reflected light, and one behind the target, for transmitted light. The lid of

the chamber is custom-made to allow flexibility in specimen loading and movement by means

of a stepper motor control. This flexibility permits movement of the specimen ladder 30 mm

in the x-direction, 30 mm in the z-direction and 250 mm in the y-direction. This control and

large movement enabled the installation ofthe Astimex standards (Sutton and Clay, 2000).

3.2.2.2 Beam on demand deflection system

TIris beam on demand system, illustrated in figure [3.2.4), consists of two plates that operate

at ground potential, allowing the beam to pass to the target. The plates are 40 cm long and 10-

cated 2 m from the specimen. They have a 3 mm collimator for protection and this collimator

also serves as a beam divergence delimiter. The beam dump is situated 1 m away from the

plates and in front of the halo slits. The power supply, based on CMOS switches, was in cor-

porated for this purpose, accepting the high voltage (RV) signals from the normal NIM RV

Figure [3.2.4] IDustration (not to scale) ofthe location ofthe beam on demand deflection system
with respect to the nuclear microprobe (NMP) chamber. T is the tube through which the beam is
passed, B is the beam-on-demand system, PL indicates one of the plates with which the beam is
deflectedfrom the specimen, BS is the beam stop, a valvefor opening and closing the passagefor
the beam, SL are the object slits and S the scanning coils used to position the beam on the speci­
men. L are the quadruple lenses for focusing the beam, C is the NMP chamber, S the specimen,
mounted on a movable ladder, D is the Si(Li) detector and P the detectorpre-ampl{fier. The plates
have a length of40 cm and are situated 2 meters from the specimen.
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Figure [3.2.5J lllustration of the electronics of the beam on demand deflection system used to
switch the beamfrom the specimen. Switches 3 and4 control the HVsupply to the plates, whereas
1 and 2 switch the plates to the groundposition.

power supplies. The design minimises the distance from the deflection plates to the specimen.

It also enables different power supplies with the only one set of deflection plates. Novel and

unique to this setup is the spectroscopic amplification for performing the energy dispersive

processing. This processing provides the signal for triggering the deflection of the plates, as

illustrated in figure [3.2.5J. It occurs via the fast processing stage, especially for electronic

pile-up rejection. This avoids working with two different threshold settings for energy and

timing. The comprmnise is the comparatively slow signal response and the relatively long to-

tal loop time of about 900 nanoseconds. This comprmnise is however advantageous in that

sufficient time is allowed to maintain the voltages on the plates for the duration of the en-

gaged signal of the spectroscopic amplifier. The real dead-time of the amplifier can now be

applied to determine the time during which the beam is off the target. Fixed deflection times

are normally about 60~. The plates are quickly charged to equal voltage of opposite polarity
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after the fast processing of an event in the X-ray detector. The beam is deflected from the tar-

get and the slower spectroscopic amplifier is allowed to process the event. The probability of

another signal arriving at the detector in this minute time duration depends only on the finite

loop time, which in turn depends on time taken to process the event, the time taken to charge

the plates and the flight time of ions already past the plates. These signals are illustrated in

figure [3.2.6]. This excellent performance of the beam-on-demand deflection system has en-

abled the use of the system in routine PIXE measurements, with counting rates of up to 3500

counts per second. The dead time for such count rates does not exceed a few percent. Other

advantage ofthis system is the elimination of statistical artefacts that may arise due to con-
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Figure [3.2.6J Illustration ofthe signals emitted during the specimen irradiation. PA represents the
signal from the pre-amplijier, ICR the signal from the incoming counting rate unit, SA the signal
from the spectroscopic amplifier andAD the analogue to digital converter signal The signalfor the
ICR is the faster as it is processed in a time duration of150 to 200 nanoseconds. The spectroscopic
amplifier transmits the signal only after 90 % isprocessed and the time dwation is about 60fJS. The
ADprocessing times takes about20ps. The total time then is aboat SOps-
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stant current changes when the specimen is exposed to the beam. However, without this sys­

tem, the only alternative would be the use of an electronic pile-up rejection system. These

systems are available with modern spectroscopic amplifiers and operate on the basis of fast

processing of incoming signals. This indicates that when two of more signals are measured

during the active stage of the slow energy processing unit then all signals, including the first

one, are rejected. Hence, the normal dead time for the usual direct current (DC) operation

yielded spectra that contain a relatively high number of pileup peaks. lbis prompted the de­

sign of the beam-on-demand deflection system and the system is thus ideal for PIXE

determination of specimens. In contrast, as discussed in sections [2.3] and [2.4], analysis with

PIGE and RBS are dependent of the amount of charge deposited and hence high count rates.

lbis translates into large amounts of charge accumulated and would be ideal in the use of

these two analytical techniques.

3.2.2.3 Automatic specimen changer

Specimens were mounted on a ladder attached to the shaft of the stepper motor drive of the

automatic changer. The ladder is positioned in the center of the chamber and vertically to the

incident beam. The stepper motor to which the ladder is attached enables three-dimensional

movement Up to 10 specimens of size 1cm x lcm can be accommodated on the ladder.

3.2.2.4 Beam diameter

Control of the size of the irradiating beam was done by focusing with the aid of the quadruple

lenses. The beam profile is important when desiring detailed images of the specimen from

which the small size elemental inhomogeneities can be determined. The CCSCAN software

of Churrus (1995) enables any signal derived from scanning the beam across a discontinuity

to be expressed as a measure thereof. The simplest form of discontinuity is the edge of a

specimen with pre-deterrnined spacing such as a Cu-mesh. This is shown in figure (3.2.7). In
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Fi~re [3.2.7] Image ofa 25pm Cu grid used in the determination of the beam diameter
size. A is the center ofthe grid and B the edge from whi<:h the scan is performed. The ar­
row indicates the midpoint ofthe central area ofthe grid.

2

5

F~ [3.2.8] SimplijUid iUustraJion ofthe scanning procedure during irradiation. The area
dimensions are set to correspond to multiples of a pixeL The size of the beam diameter
should correspond to these dimensions, as this would avert overscanning the pixel area and
thus yielding invalid resulJs. The pixel in the top and leftmost corner is irradiated for time
duration of about 10 ms and the beam position is then displaced to, for instance, the fifth
nUI!L
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radiation period per pixel is lOms. This time duration was selected to obtain a reasonable ratio

of the time spent on each pixel and the time spent on beam movement from pixel to pixel. Us­

ing constant time spent by the beam in every pixel is easier as it avoids problems related to

minute amounts of charge. This however, requires many beam passes of the scanned area to

average out the artefacts related to instabilities of charge deposition. Hence for a 64 x 64 array

ofpixels, this translate to approximately 41 seconds per selected area. The minimum analysis

time for each scan performed in this study was one hour. The average number of scans per­

formed or beam passes made was therefore 67 for each area.

3.3 Data Acquisition

3.3.1 Introduction

The path of the electronic signal, from the detector to the personal computer, is illustrated in

figure (3.3.1). The X-rays, y-rays and backscattered particles reach the respective detectors

and are amplified by the pre-amplifier (also used for charge-to-voltage pulse conversion and

pulse shaping) and the spectroscopic amplifier. The ADC converts the analogue signal to digi­

tal from where the signal passes to the VME-CAMAC interface and then to the VAX station.

3.3.2 VME data acquisition

The data acquisition application program for the Motorola central processing unit is the real­

time pSOS+ kernel (Rogan, 2001). The components used for this application are the pSOS+m

real-time kernel with multiprocessing extensions, the probe+ debugger module, the pNA+

module for networking with TCPJIP stream socket services and the pREPC+ module as the

ANSI run-time library for C languages applications. A host computer normally communicates

through the pNA+ module to the application. The kernel therefore provides multi-tasking and

inter-task communication services.
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coming beam

Specimen

VAX - VME-CAMAC
ADC

STATION INTERFACE

PERSONAL
C01t:lPUTER

Figure [3.3.11 An illustration ofpath followed by the signal from the detector to the personal computer
where the spectrum is evaluated. The signal from the detector is amplified firstly by the pre-amplifier and
then by the spectroscopk amplifier. The ADC converts the analogue signal to a digital signal, which is re­
layed to the JlME-CAJlfAC interface crate and then to the VAXstation and then to thepersonal computer.

3.3.3 Detection ofX-rays

The Oxford Si(Li) detectors, model 6648, was used for the PIXE determinations in this study.

The detector active area is 80 mm2 and the resolution of (170 ±15) eV at 5.9 keY (Mn Ka).

The conventional geometry and a gold contact and Be window are used. This, along with a

special shaping amplifier, improved the resolution by at least 10 eV (FWHM) and increased

the peak!back~oundby about ten-fold to greater than 10,000:1. The detector, located on a

horizontal unitary cryostat, was positioned at 135° to the incoming beam, the optimisation of

which is discussed in section [2.2]. A low-noise transistor reset Ortec preamplifier of the

pulsed-optical feedback was used for pre-amplification. This pre-amplifier employs a spe-

ciaIly fabricated FET (field effect transistor), which is cooled with the detector in the cryostat.

A pileup rejector prevented the storage of pulses, which were distorted due to pile up in the

main amplifier. A live-time corrector extended the acquisition time to compensate for rejected

counts.
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3.3.4 Detection ofy-rays

In the discussion of previous investigations, highlighting the potential of ll-PIGE, in section

[2.3], the angle of the detector to the incident beam in these investigations was 90°. In the

construction of the NMP chamber, a view port for ascertaining the orientation of the specimen

was placed at this angle. For this reason a Canberra coaxial gennanium-lithium (Ge(Li)) de­

tector, model GClS20, for detecting the y-rays, was positioned at 00 to the incoming beam.

The outer n-type diffused lithium contact of the detector was about 500 !lID and the inner con­

tact about 0.3 !lID thick. The useful energy range of the detector was from 50 keY to 10 MeV.

The active area is 51 cm2 and the full width at half maximum (fwhm) was 1 keVat 122 keY

and 2 keVat 1332 keY. The peak to Compton ratio (PlC) was 40, with the fwtm at 1332 keY

was 4.0 keY. The Canberra model 2004 pre-amplifier, which employed a dynamic charge res­

toration method for discharging the integrator, was used for amplification of the charge being

converted into a voltage pulse.

3.3.5 Detection ofbackscattered particles

The silicon surface barrier (88B) detector, operating on the principle analogous to that used in

gas ionisation chambers, was used for detecting backscattered particles. The resolution was

(28±3) keY. For pre-amplification an EG & E Ortec model 142 B, 5.80 V amplifier was used.

The signal that was measured and analysed was the current produced by the creation of elec­

tron-hole pairs, the current being proportional to the amount of ionizing radiation that reached

the detector.

3.3.6 Spectroscopic amplification ofX-rays, y-rays and backscattered particles

The Canberra Spectroscopic amplifier, model 2020, was used for amplification of the signal

from the detector pre-amplifier. The model employs unique baseline restorer for optimum per­

formance with high-resolution detector systems. The gated baseline restorer automatically ad-

57



Chapter 3.3 - Experimental- Data Acquisition and Standardisation

Figure [3.3.21 Photograph of the detectors. S is the Si(Li) detector. SP the pre-amplifler of the Si(Li)
detector. A is the automatic specimen changer. RP is the pre-amplifler ofthe silicon surface barrier de­
tector positioned in the chamber. G is the lithillm-drifted Ge(Li) detector and F is the view pori show­
inl! the rl1ter wheeL

justs the restoration rate and threshold optimizing performance to the incoming count rate and

system noise level. Simultaneous unipolar and bipolar outputs are available at both front and

rear panel BNC connectors. The unipolar signal can be delayed by 2 ~.

3.3.7 i\bsorbers

The array of absorbers was mounted on a fJ.lter-wheel in front of the Si(Li) detector. The thick-

ness ofthese absorbers varied from 25 JllI1 to 253 JllI1. Materials used for the manufacture are

N, Be and Kapton. The Be absorber of 125 JllI1 thickness and N absorber of thicknesses 100

and 150 JllI1 were used in this study.

3.4 Standardisation

Quantification of SRM is usually performed by wet chemical analysis. The entire specimen is

dissolved in normally acidic media and analysed with techniques such as i\tomic i\bsorption
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Spectrometry, Atomic Emission Spectrometry and Inductively Coupled Argon Plasma Spec­

trometry. Subsequent results are representative of the specimen as a whole and no information

on the possible small-size inhomogeneity in elemental distribution is reported. In microanaly­

sk the proton microbeam only samples a small portion of the SRM. This area is much smaller

than the area normally prescribed by the certifYing agency. This indicates that when applying

IBA analysis, the level ofhomogeneity in SRMs introduces limits in their own usefulness.

Valkovic et al. (1995) in the analysis ofNIST-SRM-1632a (coal), illustrated this by perform­

ing scans of sizes 250 x 250, 500 x 500 and 1000 Jll11 x 1000 Jll11 over the surface of the SRM.

Uz for scan size of250 x 250 Jll11, calculated as a percentage, ranged from 4.7 to 13%. As an

example, Uz for potassium analysis was 4.8%, whereas the author's data yielded an uncer­

tainty of only 0.75%. Furthermore, the degree of uncertainty worsened as the scan size de­

creased. The uncertainty given by the author in this instance is an improvement of an order of

magnitude compared to the uncertainty stated by the certifYing body. This emphasises the de­

gree of reliability provided in the wet-chemical quantification of SRMs and the importance of

the area scanned. Astimex standards, as detailed by Sutton and Clay (2001) were used in the

quantification of y-rays and to establish the geometry of measurement such as the solid angle.

A thin layer, approximately 5 A, of iridium deposited on silicon, was used for calibration of

the proton backscattered data.

3.5 Computation

3.5.1 XSYS acquisition

The XSYS software (Xsys, 1985) is a general-purpose data acquisition system that permits

complex array data usage, including event by event handling, which is made easy by the high

level event handling code EVAL. The software system is linked to the VAX (running VMS as

operating system) computer station via the CAMAC and VME interface system. The VME-
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based data-acquisition system consists of the CAMAC subsystem, the VME front-end and the

host computer. The front-end consists of a Motorola 68040 cpu and a CAMAC branch driver.

3.5.2 Fitting X-ray data

The GeoPIXE IT (version 2.5) suite of software programs of Ryan et al. (1995) were used in

evaluating X-ray data, since this software package can be used to analyse thin, intermediate

and thick specimens and also for elemental mapping. For background correction, the SNIP

algorithm of Ryan et al. (1988) and Clayton and Ryan (1990) was used. This programme

performs a statistics-sensitive non-linear iterative peak-clipping treatment in the quantitative

analysis of PIXE spectra. GeoPIXE IT contains the rapid matrix transform method termed

dynamic analysis (DA), which facilitates the production of true elemental concentration

mapping. Dynaruic mapping is based on the DA algorithm with which the concentration

gradient of an element in the specimen is quantified. The algorithm formed the basis of most

of the analysis in this study. A PIXE spectrum, Yh is decomposed into the contributions from

the component elements and then expressed as a non-linear least-squares fit to the spectrum,

using a model function fi . This model function comprises the line-shape functions for each

element and includes the background terms and pile-up at each channel, i. Given that the non­

linear parametric fit description of the detector characteristics is deterruined in a preliminary

fit to a prior spectrum, the remaining linear parameters, <Ik, is found in the solution of the

matrix equation [3.5.1] where a and 13 are matrices in terms of the partial derivatives ofj/olik

and S the spectrum vector and is given in equation [3.5.1 (a) and (b)], where Wi is the

statistical weights as given by Ryan et al. (1988). The element concentration, Ck, is then given

aa = 13S (a) £jl< = Lwi'13ji13lci and 13jl = wi(af/aa) (b) 3.5.1

in equation [3.5.2], where the terms in respective order are the integrated charge, the detector

solid angle, the detector efficiency, the X-ray absorber attenuation and the generic X-ray
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3.5.2

yield,which is assumed to be constant for the element k across the image. If r, a matrix and

the solution to the linear least-square problem in transforming the spectrum vector S in

equation [3.5.1] to the concentration, Ck, equation [3.5.2] and r is given by equation [3.5.3],

then the concentration can be expressed by equation [3.5.4]. 1bis DA algorithm thus enables

3.5.3

elemental mapping from which analysis of small size inhomogeneities in composition could

3.5.4

be made. With GeoPIXE IT, BS and y-ray emission data can be extracted and processed

separately. Markers can be set over the peak areas and background subtraction performed to

obtain elemental mapping. 1bis indicates that should any two elements be determinable with

the techniques, then element concentrations could be compared to show technique

complementarity.

3.5.3 Fitting y-ray data

y-ray emission data were extracted using GeoPIXE IT. Although the concentration was given

in counts, these values could be used with standards to give a complete elemental mapping.

3.5.4 Fitting backscattered data

As is the case of y-ray emission data, BS data can also be extracted with GeoPIXE IT. For

quantification, the Rump software program of Doolittle (1985) was used in evaluating

backscattering spectra.
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Chapter 4.1 -Introduction to lIdusmal Applications

4.1 Introduction

The analytical techniques PIXE, PIGE and BS, were applied to specimens of 1) (Ah0J)"zra,

ceramic-based sorption electrodes obtained from the University of the Western Cape, which

was to be used in the purification of wastewater by electrolysis; 2) YBa2Cu,o,.x (YBCO),

high temperature superconducting samples, deposited by laser on high purity MgO substrates,

obtained from the Materials Research Group of iThemba LABS and to 3) steel specimens,

into which carbon and nitrogen were incorporated. from Saldanha Steel manufacturers in the

Western Cape of south Africa

The absorber type and thickness varied for each of these studies and is gIven ID the

experimental section. To further substantiate the quantitativeness of the PIGE data. the Peak­

to-Compton (PlC) ratios were determined for the 1332.5 keY 6OCo peak with the Compton

range from 1040 keY to 1096 keY. All PlC ratios, obtained experimentally, were within tbe

specified 40:1 to 90:1 range as are given by Gilmore & Hemmingway (1991).

The colour gradient scheme for illustrating elemental distribution is depicted in figure [4.1.1 ]

LOW HIGH

Fi~re [4.1.1] The relative concentration legend used in mapping in the studies.

63



Chapter 4.2 - Zirconia--Alumina ceramic based sorption electrodes

4.2 Zirconia-Alurnina ceramic-based sorption electrode

4.2.1 Introduction

During the past decade South Africa experienced an increase ofapproximately 18% in urbani-

sation (Stats SA, 2000). This placed an increased emphasis on the more economical treatment

of wastewater. To alleviate this situation, Bladergroen (2002) used metal-eoated (AlZ03)nZrOZ

ceramic tubes for purification of wastewater. The alumina tube was first submerged in zrOz

solution at 800°C, forming the base material, (AlZ03)nZrOZ, which was then coated by elec-

trodeposition with metals. The principle of purifying the wastewater, using the ceramic-based

sorption electrode (CSE), as it is now tenned, is illustrated in figure [4.2.1].

1

2

4

ec

+regenerate

+

Figure [4.2.1] Illustration ofthe principle ofpurifying wastewater with the ceramic-basedsorp­
tion electrode. In 1, A is the ceramic-based sorption electrode, (AI10J>"zrOz, and B is a counter
electrode, serving as the anode. A magnified section of the electrode surface is shown in 2,
where D represents uncoated areas or pores on the electrode surface. In 3 the wastewaterflows
over the electrode and contaminants in the water are adsorbed onto the coating and in this way
removed. The regeneration ofthe electrode, during which the adsorbed contaminants are then
released, is illustrated in 4.
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4.2.2 Survey ofelements

Although AlZ0 3 is normally well refined during manufacturing, it may contain traces in /lg.g-I

concentration of specific elements predominantly present as oxides. Ga, Y and In occur in

Alz0 3 ores but only at a maximum concentration of, and then rarely, I %, as indicated by Cot­

ton et al. (1999). Hf is found in most Zr-eontaining mineral ores, although in fractions ofmass

percentage of Zr (Cotton et al., 1999). Al, Zr, Y and Hfare therefore expected to be present in

the ceramic-based sorption electrode (CSE) matrix as oxides. The design of the CSE is novel

and few investigations were done on the matrix. AlZ0 3 and ZrOz are however matrices of

composition similar to that ofthe ceramic-based sorption electrode.

Electroless processes have been studied by Baudrand (1995), Chen and Chen (1997), Honwa

et al, (1995), Li et al. (1997). Moore et al. (1997), Linkov and Belyakov (1997), Mulder

(1996) and Yang and Wen (1998). Oxygen quantification is discussed in sections [2.2] to

[2.4], where it is indicated that the element should be determined by BS. The energy of the

emitted Al K X-ray lines is 1.487 keY. Possible interference can arise from Rb L X-ray line,

emitted at 1.48 keY, and Br L11 1ine, which is emitted at the same energy.

As shown by Cotton et al. (1999), Br generally occurs as salts, such as NaBr and KBr or ox­

ides, such as Br03-. These compounds would evaporate at high temperatures to which the ma­

trices were heated during manufacturing. Kal X-ray lines ofY and Zr are emitted at 14.957

and 15.774 keY, respectively. This energy difference can be resolved with the Si(Li) detector.

The coating however contains'p, for which the K X-rays are emitted at 2.015 keY. Due to the

limited resolution of the Si(Li) detector, this X-ray line would partly overlap with Y and Zr L

X-ray lines. The intensity of the Ka1lines can be used to quantify Y and Zr. P can be quanti­

fied since the ratio of the K to the L X-ray lines remains constant at the same proton energy,

as indicated by Johannson et al. (1995).
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However, the presence of P should be verified with either PIGE or BS. Furthennore, the X-

ray lines for elements with Z <:19, if present in trace amounts, can be attenuated by position-

ing a 125 !l!l1 thick Be absorber between the specimen and detector.

The Hf K X-ray lines are emitted at 55.76 and 63.21 keY. In this energy range the cross-

sections are low and the efficiency of the Si(Li) detector is very poor. As indicated in section

[2.2], the L X-ray lines have to be used to quantify the element. The energies at which the L

X-ray lines are emitted and the possible interferences posed are given in table (4.2.1J.

Table [4.2.1) Possible inteIj'erences in the PIXE quantification ofHfin (AlzOJJ"zrOz using the L X­
ray lines. The resolution ofthe Si(Li) detector is (17OU5) eV.

Energy (keV) Interference Energy difference
ofm Element and Energy (keV) (eV)

LX-ray line X-ray line Interferinl! X-ray line
7.843
7.894 CuKa 8.047 153

9.021 CuI<. 8.904 117
9.346
9.556 ZnKa 9.571 15
10.51
111.73
11.26 SeKa 11.22 40

As discussed previously, quantification of light elements should be perfonned by y-ray emis-

sion spectrometry. The technique can also be used to verify the presence ofP in the matrix. In

this instance, the reaction 31p p(l, 0), for which the.y-ray is emitted at 1266 keY and the reac-

tion 31p a(l, 0), with the y-ray emitted at 1778 keY, could be used to verify the presence of

phosphorus. This will serve as complementary information to the P determination by PlXE. In

addition, the Al presence can be confirmed by using the reactions 27Al p(l, 0), for which the

y-ray is emitted at 844 keY and 27Al p(2, 0), with the y-ray emitted at 1015 keY. This is possi-

ble since the expected concentration of Al, CA! > 20 mass%. Because of the PIGE detector
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resolution, there is a risk of interference with the 845 keY "(-ray by the "(-ray emitted at 847

keY for the 57Fe p(l, 0) reaction. Based on the work of GihwaIa (1982), it is not expected that

the 3 MeV protons would induce "(-ray emission for the elements Y, Zr and Hf.

For BS analysis, the proton kinematics factor, kz, is calculated using equation [2.4.2]. The kz

values are given in table [4.4.2]. For Hf, Y and Zr, the kz values, at 3 MeV, are 0.978, 0.956

and 0.957 respectively. The value.s indicate that Y and Zr cannot be resolved with the solid

state surface barrier detector, which has a resolution of (28±3) keY. The backscattered data

would therefore not provide information complementary to the PIXE quantification of these

two elements. Hf could however be quantified, depending on the concentration. kz values for

AI and 0 indicate an energy difference that can be resolved with the SSB detector. Hence the

backscattered data can be used complementariIy to the PIXE and PIGE quantification. The

energy difference in the kz values ofP and AI can be resolved by the SSB detector. However,

this was not considered because of the useful guide stipulated in equation [2.4.4]. Elements

with Z>19, yield kz values that indicate poor resolution. This is compounded by the expected

Iow concentration of these elements. The quantification by BS of these elements is therefore

not feasible. Hence, only complementarity ofAI can be expected for PIXE, PIGE and BS.

Table [4.2.2] Kinematic ftu:tors and energies ofthe major matrix elements present in the ceramic­
based sorption electrode. The absolute values of the energy differences ofAl (EAv with the other
elements (Ez) are indicuted. Valuesfor Ir on Si ofthe Ir on Si btu:kseattering standard are indicuted
for comparison.

Element Kinematic factor Enet'l!V (keY) lEA,E;' (keY)

AI 0.861 2584 0
0 0.777 2332 252
P 0.878 2634 50
y 0.956 2867 283
Zr 0.957 2870 286
Hr 0.978 2933 349
Si 0.866 2599 15
lr 0.979 2938 354

67



4.2.3

4.2.3.1

Experimental

Specimen preparation

Chapter 4.2 - Zirconia-Alumina ceramic based sorption electrodes

Because of the cylindrical size, 1.5 cm in diameter and 12 cm in length, of the ceramic-based

sorption electrodes, it was not possible to mount them in the chamber directly. Small pieces

were splintered off such that a minimum arch ofcurvature was obtained. These splinters were

used to quantifY the chemical composition of base material and to obtain preliminary identifi-

cation of the coated specimens. Cross-sections for each tube were made at the top, in the mid-

dIe and at the bottom of the CSE. Splintered-off sections and cross-sections of the base mate-

cial and sorption electrode were mounted on Perspex and are shown in figure [4.2.2). Also

shown are illustrations of where the cross-sections were made and the width of the cross-

section over which the elemental distribution map was performed.

(0
, ,, ,
! !----_._.-

G

Figure [4.2.2) Photograph ofthe base 11Ulterial, (A120JJ"zrOb and the ceramic-based sorption
electrode (CSE) specimen preparation and an illustration of the cross-sections milde. Of the
base 11UlteriaJ, A is the cylindrical tube, B the carbon-coated splintered-off section and C the
cross-section. D, E and F are respectively the CSE cylindrical tube, the carbon-coated splin­
tered-off section and the cross-section. The cross-section preparation of the top and middle
cross-sections are shown in G. The area ofthe cross-section over which the elemental mapping
is performed, is indicatedin H.
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For X-ray attenuation., a 125Jl1Il thick Be absorber was placed between the specimen and

Si(Li) detector. The area irradiated was 1500x1500 JlIIl2, emphasising the cross-section width.

The beam current was maintained between 100 and 200 pA. An average charge of 1 !lC was

accumulated. The beam energy was maintained at 3.0 MeV for the irradiation period. The

specifications and geometries ofthe detectors are those given in section [3].

4.2.4 Results and Discussions

Although three CSEs have been analysed, ouly the analysis of the base material and three

cross-sections of one CSE are detailed. The unevenness of the base material surface area and

cousequently that of the CSE, is illustrated by the micrograph in figure [4.2.3]. The pores

were unevenly distributed and varied in size. Therefore, preliminary analysis was performed

Figure [4.2.3] Optical micrograph ofa magnified section ofthe base material, (Al20JJ"zr02' to
illustrate the unevenness ofthe surface area.

with a defocused beam of size 2000x2000JllIl2• The analysis was repeated over seven areas to

obtain average specimen composition (Mars et al. II, 2003). Although stated in section [2.2]

that PIXE is a standardless technique, AlSY3012 and Zr02 standards (Sutton and Clay, 2001)

were used for calibration due to the high degree of Al20 3 porosity. The sum spectrum of

macro-PIXE data, as an average composition of the scanned areas, is shown in figure [4.2.4].

The spectrum was fitted with GeoPIXE II. Identification ofthe peaks is given in table [4.2.3].
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Fi~ [4.2.4] Spectrum ofmJlCro-PIXE dDJa, of the base maleri<lJ, (AlzOJ);lr<}z, splintered-ofj
section which represents an averaKe composition of the surface areas scanned. The green line
represents the data, the red line the GeoPlXE II jiJ to the dDJa and the purple line the
background correction. The blue line represents the Si escape peaks and the yellow line the
pile-up from the spectrum.

Table [4.2.3]ldentijication ofpeaks in the spectrum ofthe maero-P1XE daJa.

Peak do. Element and X-ray line Peak DO. Element and X-ray line

1 K.,of AI 12
2 lines of Y and a 13
3 K lines of Cl 14

L X-ray lines of Hr
4 Ka line ofK 15
5 ("a Ka line overlllVllinl! the K K. line 16
6 KR line of Ca, 17
7 Ti K.,line 18 possible L-line of Pb or pile-up

8 Ti Ko. and Cr K. 19 K,. ofY

9 ("r Ka line 20 'Ca ofa

10 er Kjj overlapping the Mn K., line and 21 Kj, ofYer K-MM tnmsitioos

11 FeKa 22 "" ofa

70



Chapter 4.2 - Zirconia-Alumina ceramic based sorption electrodes

The macro-PIXE analysis results, as an average chemical composition of the areas scanned,

are given in table (4.2.4]. The uncertainty in measurement and the minimum detection limits

compare well with those given in section [2.2].

Table [4.2.41 Macro-PIXE analysis results ofthe base material, (AI20JJ"zr02, as an average chemi­
cal composition ofthe areas scanned Concentrations are given in pg.g-lunless values are followed
by the percentage sign, which indicates mass%. ND indicates that the element concentration is less
than the minimum detection limit.

Element Cz Uz MDL
Symbol (~I!.i"I) (%) j.!1!.1!-IIlC'

AI 37.8%±O.25% 0.7 1700
Cl 590± 90 16 50
K 120± 27 23 30
Ca 0.12% ± 0.01% 5.4 19
Ti 71 ± 6 8.5 10
V ND ND 8.3
Cr 33±6 18 6.2
Fe 278±9 3.2 5.7
Ni ND ND 7.7
Cu 8±4 36 7.4
Zn ND ND 7.4
Ga 23±4 17 7.3
Y 52± 12 23 17
Zr 0.84% ± 0.01% 1.5 23
Hf 173 ± 13 7.5 20

The AI concentration was more than three orders of magnitude greater than that ofFe. Hence,

the y-ray emitted at 844 keY from the reaction 27AI p(l, 0) can be used as PIGE complemen-

tary analysis to the AI determination by PIXE. PIXE determination of P shows that it is not

present in the matrix. Therefore the BS data for AI can also be used as complementary infor-

mation. Furthermore, the concentration of Zr exceeds the Y concentration by more than two

orders of magnitude. The Zr determination by BS is therefore complementary to the Zr

determination by PIXE. The concentration ofHf is relatively low and the element is therefore

not quantifiable by BS. The sum spectrum ofmacro-PIGE data, as an average of the chemical
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composition ofthe surface areas scanned, is given in figure [4.2.5].
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Figure [4.2.5] Sum spectra ofthe macro-PIGE data ofthe base material (AI20JJ"zrOb sp/intered­
offsection, which represents the average chemical composition ofthe surface areas scanned. The
spectra show predominantly background radiation. Light elements F, Li, Na, B and Mg, Na and P
in the base material arepresent in concentration less than the respective MDLs. Arrows indicate the
positions where the ')'-rays are normally emitted for these elements, should the nuclear reaction be
induced. y-rays ofAI, used in determining the complementarUy ofPIGE with PIXE and BS, are in­
dicated.
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Light elements were not present in the matrix of the specimen. For this reason the energies at

which the y-rays are generally emitted are indicated in the spectrum. The spectrum constitutes

predominantly natural background radiation and the y-rays of AI, the intensities of which are

used to determine the complementarity with PIXE and BS.

The presence of P cannot 1) be established with PIXE since the L X-ray lines of Y and Zr

overlap the P K X-ray line and 2) be verified with BS since AI is the major matrix element

and the energy difference for AI and P cannot be resolved with the SSB detector. Hence, for

differentiation of P and AI, the reactions 31p p(I,O), with y-ray emitted at 1266 keY and 31p

a(I,O), with y-ray emitted at 1778 keY are used. As can be seen from this spectrum, P is not

present in the matrix. The macro-PIGE analysis results for AI and P are given in table [4.2.5).

The minimum detection limits of the light elements are those given in table [2.3.2). AI and P

minimum detection limits were obtained from the irradiation of apatite, kaersutite and spodu-

mene standards, which were also used to determine MDL ofthe light elements. The sum spec-

Table [4.2.5) Macro-PIGE analysis results/or Aland P as an average o/the seven areas scanned0/
a splintered-ojJsection. The minimum detection limits given in pg.g'l, 0/the light elements notpre­
sent in the matrix are given in table [2.4.2J, on page 41. Concentrations are given in mass%.

Element Ey Cz Uz MDL

symbol (keV) mass% (%) ~IM(I"c-l

AI 845 38.1%±4.0% 11 760

1015 37.9%± 1.6% 4.4 470

P 1266 ND ND 1200

trum of the macro-BS backscattered data, which is the average chemical composition of the

surface areas scanned, is shown in figure [4.2.6). For RUMP evaluation, the proton resonance

data for AI and 0 were obtained respectively from Chiari (2001) and Amirikas (1993).
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Figure (4.2.6} Sum spectrum of the macro-BS backscattered data, which are the average of the
chemical composition ofthe surface areas scanned. The individual elemental contributions of0, Al
andZr to the spectrum, obtainedfrom the simulation, are shown. Proton resonance data for Al and
0, used in the simulation, were obtainedfrom Chiari et aL (2001) and Amirikas et aL (1993). Ar­
rows indicate the energies ofthe respective elements when located at the surface.

The section of the simulation indicating the contribution of Zr, is the sum of the individual

contributions ofY and l:J: since, as indicated, these elements cannot be resolved with the SSB

detector. This is also applicable for Al, where the contribution to the edge is the sum total for

Al, K and Ca, since the energy difference among these elements is smaller than the SSB de-

tector resolution of (28±3) keY. Here again, the Al concentration is at least two orders of

magnitude greater than the concentrations of K and Ca. Hence, the Al concentration is re-

garded as complementary to the PIXE Al and PIGE AI determinations. The macro-BS analy-

sis results are given in table [4.2.6]. The uncertainties in measurement and minimum detec-

lion limits given in the table differ significantly from those values shown in figure [2.4.1], on

page 41. The difference is attributable to parameters such as: 1) the uncertainty in measure-

ment of the FWHM, 2) energy calibration with respect to the iridium on silicon standard, 3)

the effects of other elements in the matrix and 4) the uncertainty in measurement of the ele-
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Chapter 4.2 - Zirconia-A1umina ceramic based sorption electrodes

mental concentrations as obtained by the RUMP fit to the data, are not considered in the

simulation. These are incorporated into the uncertainty as indicated by equation [2.1.1].

Table [4.2.6] Macro-BS analysis results ofthe hase material, as an average chemical composition
ofthe scanned areas. The ahsolute error and hence the uncertainty, was calculated using equation
[2.1.1Jfor which additionalparameters were the energy calihration, thefull width at halfmaximum
and the uncertainty in concentration ohtained in the RUMP simulation to the data. Concentrations
values are given in mass% andMDLs in mass%.pCI.

Element Backscattered cz uz MDL
symbol Enel'l!V (MeV) mass% % mass%.IlC·

0 2.332 33.7 ±1.57 4.7 1.00

AI 2.584 38.1 ± 1.1 2.8 0.38

Zr 2.870 0.91 ± 0.09 10 0.90

Results for Al determined with the techniques are given in table [4.2.7]. The good agreement

among the values attests to the complementary nature of the techniques with respect to Al.

Table [4.2.7] Complementary macro-IBA analysis results ofAl P1GE determination at Er of 844
keV is the sum ofall elements, such as Fe, exhihiting r-rays at this energy. The same applies to BS
where elements Ca and K have kinematicfactors near to that ofAl and are all considered as Al The
contrihution ofuncertainty parameters such as the energy calihration and the resolution ofthe de­
tectors, calculated using equation [2.1.1J, are included in the BS quantification. Concentrations are
expressed as mass% andMDLs in pg.g,IpCI

Technique
E cz uz MDL

(keY) massOk % Ilg.g'·"C·

PIXE 1.48 37.8%±0.25 0.7 1700

PIGE
844 38.1%±4.0% 11 760
1015 38.0%± 1.6% 4.4 470

BS 2584 38.3% ± 1.1% 3.9
. 15000

The spectra, figure [4.2.5], shown therefore far are representative of the area scanned with the

exception of P in the spectra of the PIGE data. All spectra of the areas extracted with the

GeoPIXE II software, will be similar to these spectra. For this reason these spectra will not be

shown unless elements other than those already quantified are present in these extracted areas.
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Chapter 4.2 - Zirconi...-Alumina ceramic based sorption electrodes

As previously stated in section [4.2.1], the alumina specimen was either coated, impregnated

or both with zirconia and coating with other metals was done in such a way that the resultant

system served as a sorption medium to the contaminants in the wastewater. The extent to

which the zirconia and the metals were introduced into or onto the Ah03 matrix ultimately de­

fined the applicability of the sorption electrodes. During the coating, possible undesired met­

als in the ZrOz solution might have been introduced into the Ah03 matrix. These metals may

also be present in the wastewater. Hence it is important to investigate further the elemental

distribution over particular areas. The ceramic-based sorption electrode was cylindrical. The

circular cross-section, mounted on Perspex, was consequently overscanned to emphasise the

width thereof. This means parts of the scanned areas do not constitute the active matrix of the

ceramic-based sorption electrode and quantification would therefore yield incorrect results.

The GeoPIXE II software was nsed to exclude these overscanned areas and the active matrix

composition was extracted. Steps taken to exclude the overscanned areas from the active ma­

trix are shown in figure [4.2.7(1-5)].

In this figure, I and 2 are the AI elemental distribution maps and 3 and 4, are those of Zr. Af­

ter comparison of the figures I to 4 and from the fact that the base material consists of rela­

tively pure AIz03, it was deduced that the distribution of Zr does not extend over the entire

width of the cross-section. Correction to the top right overscanned area when superimposed

first on the AI elemental distribution map, (2), and then on that of Zr, (4), yielded the same Zr

elemental distribution pattern. This pattern does not extend over the entire matrix width.

Hence, ZrOz was deposited onto and incorporated into the AIZ0 3 matrix. For this reason,

AIZ0 3 and ZrOz were chosen as extreme chemical compositions between which the image ma­

trix composition fluctuates. This served as a basis for assigning the dynamic analysis matrices

ofpure AIz03and ZrOzwhen correcting the image for the effect of sample composition on
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F~ [4.2.7] Exclusion ofthe Perspex areas that we'" scanned in from the UJtaJ area scanned UJ
extract the adive lrIlJ1Tir composilion ofthe urami£-based sorption electrode. The excluded areas of
the UJp ri~hl and bottom left sections are overlaid on both the Al elementaJ distribution map, 1 and
2, and the Zr elementaJ distribution map, 3 and 4. The extracted area based on pure AlzOJ and Zr01

",amus are indicated in 5.
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F~ [4.27] Exclusion ofthe Perspu oreas t1IJJt were scanned in from the /<Jtal orea scanned to
extract the active mal1iJc composition ofthe ceramic-based sorption electrode. The ucluded oreas of
the /<Jp ript and botl<Jm kft sections are overlaid on both the Al elemental distribution map, 1 and
2, and the lr elemental distribution map, 3 and 4. The extrachld orea based on pure AlzO, and Zr01

matrius ore indicated in 5.
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and differential absorption of X-rays. This correction is shown in figure [4.2.7(5)]. The

specimens were mounted on Perspex. These areas were considered as a remainder composi­

tion after correction of the original image. Therefore they were assigned a chemical composi­

tion ofCsHsOz as dynamic analysis matrix. These corrections were also applied to the middle­

and bottom cross-sections.

A composite of the elemental distribution images of Y to Fe, present in the top cross-section

of the ceramic-based sorption electrode, is shown in figure [4.2.8]. The concentrations of

these elements are comparable to the values given in table [4.2.1]. From the figure it is evi­

dent that Y, Cu, Oa and Hfhave similar concentration distributions. The pattern of these con­

centration distributions is similar to that of the Zr elemental distribution. These elements were

therefore introduced into the Ah03 matrix during the reaction of the alum with the hot Zr so­

lution.

The concentrations of Cl, K, Ti, V and Zn are equal to or below the PIXE minimum detection

limits. As shown in sections [2.2] to [2.4], the PIXE MDLs are better that those ofPIGE and

BS for these elements. For this reason the elements are regarded as virtually absent from the

matrix. Also, the concentration values of these elements are at least three orders ofmagnitude

lower than those of Al, Zr, Ca and P. Consequently, these elements are considered as minor

matrix components and AI, Zr, Ca and P as the major matrix components in the ceramic-based

sorption electrode matrix. The concentration values of the minor elements did not vary sig­

nificantly, that is, less than an order of magnitude when traversing from the top-, to the mid­

dle- and bottom cross-sections of the CSE. The values are therefore not indicated in the PIXE,

PlOE and BS macro- or microanalysis. The values are however used when calculating the ef­

ficiency, based on the derived mathematical model, of the CSE, in removing contaminants

from wastewater.
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Fi~ [4.2.8J Composiu! 0/ PIU elementJJl distribution images of the minor elements present in
the top €Toss-section of the cOQJed ceramic-based sorption eleclrode. No relaJi.e concentration
legends are given as these elements are considered as miMr components. K X-ray lines were used
in the PIXE qlUUltWkation, except in the determilUllion 0/ HI. where L X-ray lines were used. The
elements Y, Cu, Cia and Hf Iw.e similar comentration dUtributions. The consequences 0/ this and
similar obsermtions basl!don other elementJJl distributions are discussed in the text
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Chapter 4.2 A120,-Zr02 ceramic-based sorption electrode

The fl-PIXE quantitative elemental distribution maps of Al and 'b: are illustrated in figure

[4.2.9]. From a comparison of the element distribution images in figure [4.2.8] and figure

[4.2.9], it can be deduced that Cn, Ga, Y and Hf were introduced from the zirconia solution

during the coating process, as these elemental distribution patterns are similar to the Zr ele­

mental distribution.

The distribution of Al is essentially homogenous from the outside to about 75flm from the in­

side of the CSE. The region, which extends for approximately 75flm from the inside of the ce­

ramic-based sorption electrode, is indicated by the arrow in figure [4.2.9]. In this region the

Al concentration, determined with PIXE, is approximately 57 mass%. This translates into an

inaccurate determination of the alurnina matrix, for which the AI concentration is approxi­

mately 53 mass%. This is due possibly to some artefact that may be attributed to either an ex­

perimental error introduced during coating or to the angle at which the X-rays come into con­

tact with the detector.

It has been shown that AI determination with PIXE is complementary to the AI determination

with prGE and BS. The latter two techniques can at this stage be used to obtain the respective

concentration values ofAI in this region. The result can then be applied to preliminarily ascer­

tain the origin of the artefact above.

The uncertainty in AI measurement by PIGE, using the nuclear reaction 27AI p(2,0) for which

the y-ray is emitted at 1015 keV, is comparable to the uncertainty in measuring the concentra­

tion with the other two techniques. Although the minimum detection limit is lower than for

these techniques, as shown in table [4.2.4], Al determination with PIGE will therefore offer a

more reliable analysis.
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Chapter 4.2 A1Pr~ceramic-based sorption electrode

Fi~re [4.29] /l-P1XE quantitative elemental distribution IRilpS ofAI (top), and Zr (bottom), in
the top cross-section of the ceranzk-based sorption electrode. The area scanned was 1500 pm )(
1500 pm to emphasise the entire width of the tube. The ekmental distribution of Al is essen­
tially homogenous, except in the innermost region. However, four distinct regions, induated
numerically, are identiftoble in the Zr elemental distribution 1RiIp.
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The complementary ft-iliA analysis results of the innermost region are given in table 14.2.8].

The uncertainties in measurement and the minimum detection limits obtained are in agree-

ment with the analysis shown in table [4.2.5], considering that a smaller charge was accumu-

lated than for the larger areas. The statistical evaluation of the PIXE concentration and uncer-

tainty translates to an improbable matrix composition. However, in a similar way to the base

material results, evaluation of the PIGE and BS data yielded an inaccurate Alz03 matrix. It is

assumed from these results that the artefact is attributable to the experimental error introduced

during the coating process.

Table [4.2.8} Complementary p-IBA analysis results ofAlfor the innermost region identified in the
Al elemental distribution map. The region is indicated by the arrow infigure [4.2.9J, top, in the top
cross-section ofthe ceramic-basedsorption electrode. The charge accumulated was 0.118 pC.

Technique
Energy Cz Uz MDL
(keV) (mass%) (%) (Ul!.l!-I."C1

)

PIXE 1.48 57.6± 1.97 3.42 850

PIGE 845 53.4 ± 6.71 12.57 750
1015 53.0 ± 2.54 4.82 420

BS 2015 533 ±3.13 5.85 2350

Four distinct concentration regions, which can numerically be denoted I to 4 from the outside

of the top cross-section, are identifiable in the Zr elemental distribution. Fick's second law of

diffusion, as discussed by Atkins (1999), has been included in the mathematical model.

Therefore, the variation in the concentration profiles among these regions will ultimately in-

fluence the adsorption to the electrode ofcontaminants in the wastewater.

As the ionic contaminant traverses the width of the ceramic-based sorption electrode, it comes

in contact with the :first (25±3) ftID thick and extremely porous ZrOz coating. Afterwards,

there is a negative concentration profile among the three outer regions and then the sudden

positive concentration profile between the two innermost regions. Furthermore, in region

three, the Zr, Ca and P concentrations are relatively low with the correspondingly high AI

concentration. The rnicroanalysis of the elements for the regions is given in table (4.2.9]. The
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Chapter 4.2 AI20 J·Zr02 ceramic-based sorption electrode

reason for the relatively high BS MDL for the sum peaks elements of AI and P and of Zr and

Y is the incorporation of the uncertainties in energy calibration and full width at half maxi-

mum, as obtained with the RUMP software, into the combined uncertainty. The PIXE Y con-

centration is relatively Iow, in the Ilg.g-I range and about two orders of magnitude lower than

the Zr concentration. It should therefore not significantly affect the uncertainty in BS meas-

urement ofZr and the corresponding minimum detection limit.

The uncertainty in measurement ofZr would therefore be influenced by the Iow concentration

of the element. The analysis, however, compared favourably with the investigations discussed

in sections [2.2] to [2.4], considering the total integrated charge accumulated for the extracted

area was at least an order of magnitude smaller than those indicated in these sections.

Table [4.2.9] /I-IBA analysis results ofthe major elements, AI, Zr, Ca and P, in the four regions
identified in the Zr elemental distribution map ofthe top cross-section ofthe ceramic-basedsorption
electrode. The total charge accumulated was lpC. The corresponding charge and size ofthe indi­
vidual regions analysed are indicated.

Technique,
REGIONl REGION 2 REGION 3 REGION 4

~ymboland Cz Uz MDL Cz Uz MDL Cz Uz MDL Cz Uz MDL

~(keV) masso/. % ·1 mass% % lll:.g-I mass% % -I mass% % .1
Ilg·g Ilg·g Ilg·g

PIXEAI 35.1 LOO 750 42.7 1.7 520 50.1 2.20 680 37.8 0.7 1700

BS(A1+P) 36.6 12.5 1350 44.3 13.1 1310 51.5 11.0 1200 39.1 14.3 1400

PIGEAI-845 35.7 10.8 1450 43.4 9.3 1380 51.6 8.9 1300 38.7 11.3 1490

PIGE A1-l0l5 35.4 6.9 850 42.5 5.8 800 50.3 5.4 350 38.1 4.9 510

PIXEP 1.33 2.2 25 1.20 10.3 60 0.05 7.3 70 0.89 16 59

PlGEP-1266 1.39 10.8 1300 1.22 12.0 1350 0.02 23.2 1410 0.92 10.2 1260

PIXECa 0.10 6.00 6 0.10 5.40 5 0.02 7.5 6 0.12 5.4 19

PIXEZr 2.16 2.5 17 1.19 1.50 10 0.02 3.10 10 0.84 1.5 23

BS(Zr+y) 2.22 38.5 12500 1.63 48.1 12900 ND ND 12100 ND ND 12400

Chal1!e (ue) 0.199 0.649 0.179 0.318
Area 250 um x 740 um 550 um x !lOO um 100umx l110um 400 um x 740 um
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The ll-PIXE quantified elemental maps of Ca and P are shown in figure [4.2.10]. Compared

to the Zr quantified true elemental distribution, shown in figure [4.2.9], it is apparent that

these elements exhibit similar distribution patterns as Zr. Therefore Ca and P were introduced

into the matrix during the coating process. Pd was introduced through the zirconia solution

into the ceramic-based sorption electrode matrix during the coating process. It is expected that

the element will exhibit an elemental distribution similar to that of the Zr. The Pd elemental

distribution pattern was however opposite and the concentration was equal to or slightly more

than the minimum detection limit. This elemental distribution is consequently ascribed to sta­

tistical fluctuation and is therefore considered a minor component in the matrix

From figure [4.2.10] it is clear that Ca and P exhibit similar elemental distribution trends.

Therefore, only the Ca elemental distribution was used for comparison with the elemental dis­

tribution of Zr. As with the Zr elemental distribution, region demarcations were also made in

the elemental distribution of Ca and P; two demarcations in the instance ofCa and three in the

case of P. In the outermost regions of the Zr distribution, the extent to which Ca and P are dis­

tributed, showed the same distance range to which these elements were incorporated into the

CSEmatrix.

The P distribution in the second innermost region, where the P concentration is low, corre­

sponds to the Iow Zr content region in this element's distribution. Furthermore, the Ca con­

centration in the outermost region begins from a shorter linear distance range than that of P.

This indicates that over this linear distance, the matrix is composed ofCaO, Ah03 and zr02•

Therefore, during the incorporation of Zr and P into the matrix, the experimental error intro­

duced, affected the diffusion of Ca and P into the Ah03 matrix, even though the temperature

during incorporation was maintained at 800°C.
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in the respeetipe elemental distribution maps.
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Chapter 4.2 AI20J~Zr02 ceramic-based sorption electrode

Because of the varying concentration, even within the demarcated regions, a It-PIXE linear

traverse analysis was performed and is shown in figure [4.2.11]. The analysis extended over

the entire width of 1500l1ffi. This width is now regarded as the length of the top cross-section

of the ceraInic-based sorption electrode. It contrasts with the infInitesimally small cubic ele­

ment assumed in the proposed mathematical model, discussed in section [4.2.4]. The assump­

tion was however made to facilitate the derivation of the mathematical model by using a dis­

crete width interval. In addition, a linear traverse analysis has been performed to determine

elemental concentrations at periodic intervals, which corresponded to the size of the beam di­

ameter. The relative uncertainty of measurement was low and the error per periodic interval is

therefore not easily discernible in the fIgure.

In the It-PIXE linear traverse analysis, the composition in the linear distance range of 1375 to

1400l1ffi indicated only ZI as element present. For the distance of 1375l1ffi to the inside of the

ceramic-based sorption electrode, the AI concentration is approximately equal to the average

value of 37.8 mass%. It is also from this distance that the Ca and P concentrations increase.

These elements are therefore incorporated into and not onto the Ah03 matrix. For the linear

distance range 800 to 1200l1ffi, the P concentration is relatively constant, whereas for Ca, fIve

concentration profIles are observed. However, the concentration profiles are not prevalent

over the entire demarcated region. Hence, linear traverse analyses performed in different loca­

tions within the demarcated area would yield different concentration profiles for Ca. For ZI,

only one concentration profIle was present in this linear distance range of 1100 to 1400lllD,

whereas the concentration was relatively constant in the distance range of 800 to 1100l1ffi. As

indicated on the elemental distribution map, the concentration of ZI was significantly low in

the distance range of 450 to 525l1ffi, with the corresponding decrease in P and Ca concentra­

tions and increase in AI concentration.
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F~ [4.2.11] p-PlXE linear traverse analysis /Uross the width of the top cross-section of the ce­
ramiJ:-based sorption e/ectTlHh, showing the varioJion in concentrations with linear distDnce ofthe
elements AI, Zr, Ca and P. The size of the area analysed, based on the Zr elemental distribution
map (inset), is SfJOpm X 1300pm and the corresponding integrated charge was 0.855 pC.

87



Chapter 4.2 Al,O,-ZrO, ceramic-based sorption electrode

From the preceding discussions, it is suggested that the coating process of the base material

had been interrupted, which retarded the incorporation of the Zr solution content into the base

material matrix.

This accuracy is detailed by correlating the elemental distributions of Ca and Zr. The pixel in

the map ofthe elemental distribution represents a data point in the multi-element space (Ryan

et al. (1995». The concentration correlation between two elements therefore shows a two­

element projection from this space. This revealed small-size inhomogeneities, which may be

discrete phases. For this reason emphasis was placed on the beam diameter and the area to be

scanned, as indicated in section [3.2]. The relationship between Ca and Zr distributions could

at first approximation be described as positive linear correlation. However, closer inspection

revealed that in the four regions considered, this relationship did not always apply. The two­

element correlation between Ca and Zr in the four demarcated regions are shown in figure

[4.2.12]. The correlation distributions in these four regions are overlaid in green colour on the

Zr elemental distribution map to emphasise the pertaining area. Therefore, as the cationic con­

taminant in the wastewater was transported under the potential difference and the mass flow

through the ceramic-based sorption electrode, it came into contact for the fIrst (25±3) l1m with

the porous Zr02 matrix. As indicated before, there was no Ca-Zr correlation for region 1 in

figure [4.2.12), since elements other than Zr are present in this region in quantities below the

minimum detection limits. In the correlation graph, regions 2 to 4 represent a decreasing con­

centration difference to the ionic contaminant. Hence, adsorptions in these regions would de­

pend on the concentration of the contaminant in the wastewater. It is expected that removal of

the ionic contaminants will not be effective in this region and desorption may instead occur.

In the innermost region, the Ca-Zr correlation was negative and an increasing P concentration

difference was experienced. The path of an anionic contaminant through the ceramic-based

sorption electrode can be described in a similar manner with the exception that opposite
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F~re [4.2.12] p.-PIXE elemental distribution correlation between Ca and Zr in the four regions
Uhnnfioble in the Zr elemental distribution map in the wp cross-section ofthe ceramir-based sorp­
tion electrode, The direction ofthe axes indicates increasing element concentrrUions_ The respective
correlations of the two-element projections in the four regions (numbered 1 to 4) are over/ajiJ in
green colour on the Zr elemental distribution map-

89



Chapter 4.2 Al,O,-Zr02 ceramic-based sorption electrode

concentration profiles would be experienced.

For the middle cross-section of the ceramic-based sorption electrode, the Jl-PIXE quantified

elemental distribution maps of Al, Ca, P and Zr are shown in figure [4.2.13]. Only three con-

centration regions can be identified in the Zr elemental distribution map. The Jl-IBA analysis

results ofAl, Zr, Ca and P in the regions are given in table [4.2.10].

Table [4.2.10] p-IBA analysis results ofAI, Zr, Ca and P in the three regions identified in the Zr
elemental distribution map in the middle cross-section ofthe ceramic-based sorption electrode. The
total charge accumulated was IpC. The corresponding charge and size of the individual regions
analysed are indicated.

Technique and Ele- REGION 1 REGION 2 REGION 3

ment cz uz MDL cz uz MDL cz nz MDL
mass% % -I mass% % ).12.1(1 mass% % ).12.2.1).12·2

PIXEAI 223 4.3 360 25.7 4.3 380 27.4 4.5 390

BS(A1+P} 23.9 10.2 1450 26.8 9.5 1450 28.5 8.8 1450

PIGEAI-845 22.9 10.1 1380 26.3 8.7 1450 27.9 9.2 1390

PIGE A1-l0l5 22.2 6.4 870 26.1 6.8 800 27.5 6.9 850

PIXEP 0.81 9.8 40 0.77 8.9 40 0.68 8.0 40

PIGEP-1266 0.82 3.8 80 0.82 5.1 90 0.02 23.2 1410

PIXECa
.

0.24 3.9 6 0.22 4.6 3 0.23 4.8 3

PIXEZr 1.47 1.3 16 0.88 1.5 6 0.81 1.9 7

BS (Zr+Y) 1.50 36.3 11200 ND ND 11200 ND ND 11200

Chal"l!e (uCl 0.142 0.417 0.181
Area . 250 urn x 740 urn 550urnxll00wn 100umx 1110um

As in the case of the Zr distribution map in the top cross-section of the CSE, the outer region

has a high Zr concentration, which decreases as the cross-section width of the SE towards the

innermost region is traversed. Ca distribution is homogenous and there is no apparent correla-

tion with the Zr distribution, as is the case in the top cross-section. P distribution is diffused,

yielding high uncertainties in the elemental quantification. In the Al elemental distribution

map, the same artefact as found in the top cross-section of the ceramic-based sorption elect-
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F~re [4.2.13] p-PIXE quDlIli.fied elemental distribution TTUJPS of the elements AI, Zr, Ca and P in
the middle cross-section of the ceramic-based sorption electrode. Three distinct regions, indi£ated
numeriallly by 1, 2 and3, are idenJijiable in the Zr distribution TTUJP. No regions are identijiable in
the Ca and P elemental distribution TTUJPs. These elemental distributions are dRscribed as diffused.
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Chapter 4.2 Al,O,-ZrO, ceramic-based sorption electrode

rode is visible. The width of this region was smaller than the width in the top cross-section of

the ceramic-based sorption electrode. The fl-IBA analysis results of the artefact visible in the

AI distribution are given in table [4.2.11]. Also visible in the elemental distributions in figure

[4.2.13], is the Zr concentration distribution extending further than the other 3 element con-

centration distributions. This indicates that the AlZ0 3tube is coated with a layer of zrOz.

Table [4.2.11) Complementary p-/BA analysis results ofAl for the innermost region seen in the
quantified elemental distribution ofAl in the middle cross-section of the ceramic-based sorption
electrode. The total charge accumulated was 0.099 pC.

Technique
E cz uz MDL

(keV) (mass%) (%) (Ul!ol!-'.J1C')

PIXE 1.48 48.7 ± 1.67 3.4 850

PIGE 845 50.0 ± 6.35 12.8 760
1015 48.4±2.15 2.8 420

BS 2015 49.5 ± 3.71 7.5 11500

The total elemental matrix composition in the middle cross-section was relatively higher than

in the top cross-section, signifYing that a smaller degree of porosity exists than in the top

cross-section of the CSE. This means that a smaller mass of elements has been coated onto

and incorporated into in the top cross-section of the alum matrix than the middle cross-

section. The uncertainty in P determination is indicative of the diffused elemental distribution.

The fl-PIXE linear traverse analysis of the middle cross-section is shown in figure [4.2.14].

AI is omitted; as AlZ03 is considered to constitute the remainder of the matrix composition.

The Ca and P linear traverse analyses indicate that these elements are present in quantities be-

low the MDL in the first linear distance range ofapproximately 25J1ITI.

Hence a coating of this thickness range, consisting of extremely porous ZrOz, has been depos-

ited on the surface of the base material. The Ca concentration remains constant in the linear

distance range of 220 to 1200J1ITI. The distribution of P in this distance range is however dif-

fused and no regions could be identified in the elemental distribution map.
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F~ [4.2.14] ~Pf}{E linear traverse analysis Ill:ross tJu width of the middle cross-section of the
ceramit:-based sorption eue:trode (CSE), showing the variation in concentrations of P, Ca and Zr
with linear dislJlnt:e. The /inear traverse analysis 0/Al is omilUd as AlzOJ is assumed 10 constitute
the rel1ll1imkr 0/the CSE matrir. The size 0/the area analysed, whil:h is based on the Zr eumental
distribution, (inset), WaJ' 500pmx1300pm and the Iotal aCt:umulated charge was 0.860 pC.
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Chapter 4.2 A1,O,-ZrO, ceramic-based sorption electrode

lIDs can be deduced from the microanalysis given in table [4.2.7]. The Zr distribution trend

in the distance range from 1100 to 1400 fLm resembled the distribution of the element in the

top cross-section. The distance range of 0 t0200 fLm was composed of almost pure Ah03, in­

dicated by the significantly low concentrations of P and Zr. lIDs confirmed the assertion that

the coating procedure could have been disrupted.

Although the Ca concentration remained fairly constant for most of the distance range in the

J.1-PIXE linear traverse analysis of the middle cross-section, the Ca and Zr two-element corre­

lation was extracted to ascertain any inhomogeneities that might exist. The concentration cor­

relation between the elements Ca and Zr is shown in figure [4.2.15].

The two-element correlation in the three regions discerned in the Zr elemental distribution

was readily observable. The concentration profile that would be experienced by the ionic con­

taminants was considerably discontinuous when compared to the Ca and Zr two-element cor­

relation in the top cross-section. Therefore, even though the Ca distribution was apparently

homogenous with respect to colour concentration profile, there still existed areas with element

concentrations that varied significantly, giving rise to the discontinuity in the two-element

projection.

The discontinuous region correlations were also diffused. lIDs indicates that even if more

than one path through the ceramic-based sorption electrode cross-section is followed by the

ionic species, the resultant removal of contamination from the wastewater would be different.

A number of calculations of the removal of these contaminants would therefore have to be

performed for each path followed through the cross-section to obtain reliable results to which

the mathematical model can be applied.
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F~ [4.2.15] Jl'PlXE elenumtiII distribuJion correlDJion bettlleen Ca aru/ Zr in the thrt!J! reKions
identijiDble in the Zr ekIMntiII distribution trIIl{1 of the middle cross-section of the ceratni£-based
sorption electrode. 17u direction of the axes ~ates inereasinK concenJrations of the two ele­
IMnts. The respective correlDJions of the twtH!lement projections in the reKions (numbered 1 to 3)
are overlaid in veen colDur on the Zr ekmentiII distribution map.
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Chapter 4.2 A1z0 J-ZrOzceramic-based sorption electrode

The !!-IBA analysis results ofthe major elements, AI, Zr, Ca and P in the bottom cross-section

of the ceramic-based sorption electrode are indicated in table [4.2.12]. The quantified elemen-

tal distribution maps ofthe major elements AI, Zr, Ca and P in the bottom cross-section are

shown in figure [4.2.16]. As in the top cross-section ofthe ceramic-based sorption electrode,

Table [4.2.12] p-IBA analysis results ofAI, Zr, Ca and P in the four regions identlfUlble in the Zr
quantified elemental distribution map of the bottom cross-section of the ceramic-based sorption
electrode. The total charge accumulated was IpC. The corresponding charge and size ofthe indi­
vidual regions analysed are indicated

Technique
REGION 1 REGION 2 REGION 3 REGION 4

c. uz MDL c. uz MDL C. uz MDL C. UZ MDL
and Element mass% % 1112.2.

1 mass% % 1112.2-1 mass% % 112.2-
1 mass% % 1112.2-1

PIXEAI 35.1 1.00 750 42.7 1.7 520 50.1 2.20 680 37.8 0.7 1700

BS(AI+P) 36.6 12.5 1350 44.3 13.1 1310 51.5 11.0 1200 39.1 14.3 1400

PIGEAI-845 35.7 10.8 1450 43.4 9.3 1380 51.6 8.9 1300 38.7 11.3 1490

PIGE AI-tOt5 35.4 6.9 850 42.5 5.8 800 50.3 5.4 350 38.1 4.9 510

PIXEP 1.33 2.2 25 1.20 10.3 60 0.05 7.3 70 0.89 16 59

PIGEP-1266 1.39 10.8 1300 1.22 12.0 1350 0.02 23.2 1410 0.92 10.2 1260

PIXECa 0.10 6.00 6 0.10 5.40 5 0.02 7.5 6 0.12 5.4 19

PIXEZr 2_16 2.5 17 1.19 1.50 10 0.02 3.10 10 0.84 1.5 23

BS (Zr+Y) 2_22 38.5 12500 1.63 48.1 12900 ND ND 12100 ND ND 12400

Charj!e (1lC) 0.199 0.649 0.179 0.318

Area 250um x 740um 550um x llOOwn 100wn x IllOuffi 400um x 740Jlffi

four regions could be discerned in the Zr elemental distribution map, but only two regions in

the Ca distribution map. The P distribution was diffused and hence regions could not be de-

marcated in this elemental distribution map. The mass transfer of the contaminated water was

from region·} to region 4. The concentration profile was considered as positive when the con-

centration in region } was less than in region 2. When starting from the innennost region, no.

4 and of thickness 650 J.1I1l, there was essentially a constant Ca concentration profile. The
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F~re [4.2.16] p-PlKE qUiJlltijied ekmentDl distribution maps ofekments AI, Zr, Ca ond P in the
bottom cross-seawn of the ceramk-based sorption ekctrode. As in the top cross-seawn, four re­
gums are iden#/iabk in the Zr ekmentDl distribution tNqJ. However, in contrast to the top cross­
seawn, where only two re:rons are idenlijiabk in the Ca ekmentDl distribution 11Ulp, three reKions
are idenJi/iDbk in the bottom cross-section. No reKions can be discerned in the P ekmental distribu­
tion tNqJ.
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Chapter 4.2 Al,O,·ZrO, ceramic-hased sorption electrode

negative profile was due to the statistical fluctuations caused by the high values at about 100

and 200fUll. In the 30fUll thick region 3, the correlation was negative. This region was rela­

tively thin and statistics available were low since only a charge of 0.05 l!C was accumulated.

Region 2 has a thickness of600fUll for which the charge accumulated was 0.847 l!C. Here the

correlation was negative. It should be noted that in this region the concentrations of all the

major elements, except AI, were relatively high. The next outer region, region I, had a thick­

ness of 250fUll and here the correlation was positive. The outer layer is not demarcated as a

region in the Ca elemental distribution map, since the Ca concentration in this region was be­

low the MDL. This layer was (60±3) fUll thick and consisted of highly porous zr02• The ele­

mental distributions of minor elements yielded results similar to those in the top- and middle

cross-sections of the ceramic-based sorption electrode. The l!-PIXE linear traverse analysis

across the bottom cross-section of the ceramic-based sorption electrode is shown in figure

[4.2.17]. Here again the concentration profile of Al is omitted as AhO) was considered to

constitute the remainder of the matrix composition. Only the P concentration profIle increased

with the linear distance traversed. Both Ca and Zr had a decreasing concentration profile. The

Ca-Zr two-element correlation showed a similar pattern as that in the top cross-section of the

ceramic-based sorption electrode and is for this reason not shown.

A detailed elemental quantification of the three cross-sections of the ceramic-based sorption

electrode is provided. From this quantification it is evident that the cross-sectional elemental

compositions of the top- and bottom cross-sections are similar. These elemental compositions

differed markedly from that of the middle cross-section. Since the sorption electrode would be

orientated perpendicularly to the direction of the wastewater flow, it is assumed that the radial

elemental distribution varies linearly with the radial distance between the top (or bottom)

cross-section and the middle cross-section.
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F~ [4.2.17] p-P/XE linear traverse analysis tU:ross the width of the botwm cross-section of the
ceramie-lJased sorptUJn electrode (CSE), showin~ the variaJion in concentrations ",iJh linetlr dis­
tance of the eLel1U!nts P, Ca and Zr, which were selected as major components. The linear traverse
analysis for Al is omiJted as A/~3 is assumed to constitute the remainder of the CSE naaITix. The
size of the area analysed (inset), was 500pm x 1300pm and the correspondin~ total inJe~ated

chtJrKe was 0.858}C.
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Chapter 4.2 Alzo,·ZrO, ceramic·based sorption electrode

As there are four discernible regions in the top (or bottom) cross-section and only three re-

gions in the middle cross-section, the elemental composition per unit linear distance traversed

in regions 2 and 3 in the top (or bottom) cross-section can be averaged to yield a composition

that would ultimately result in the elemental composition per unit linear distance traversed in

region 2 of the middle cross-section. Hence, in this manner the radial elemental composition

of the ceramic-based sorption electrode can be obtained. The concept is illustrated in figure

[4.2.18(A»).

The principle use of these electrodes is for the purification of contaminated water. An infini-

tesimally small cubic element, dx.dy.dz, shown in figure [4.2.18(B»), can now be assumed.

The surface area, dx.dz, represents the previously quantified cross-sections. The side area is

represented by dx.dy and the face area by dy.dz. Although the quantified area is finite, the cu-

bic element is assumed to be infinitesimally small for derivation of the mathematical model.

JI_--- Cathode

Anode

Cathodic volume

Cubic
element

Direction of
the mass
flow

Anodic volume

Ceramic-based sorp­
tion electrode

!"4-!--+JH---- :::: }

dy.dz

~

BA

)

Figure [4.2.18] nlustrations of(A) the concept used in establishing the radial elemental composition of
the ceramic-based sorption electrode (CSE) and (B) the infinitesimally small cubic element, dx.dy.dz, as­
sumed in the derivation ofthe mathematical modelfor evaluating the efficiency ofthe CSE.
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Chapter 4.2 Alz03-ZrOZ ceramic-based sorption electrode

The electrolytic system consisted of the anode, the quantified cross-section and the cathode. A

horizontal cross-section through the system to illustrate dz of the cubic element is shown in

figure [4.2.19].

dz

CathodeCathodic area

OH
•••••••••••••••••••

__________ ~.L--"'-----"'--'_j--"'--../

"""'\-~~~-----------"""'<'""'"""=--=-.,..,.

.-I---:#.:~!J--X"

~tAnode Ce 'c-based
sorption electrode

Figure [4.2.19) Top cross-sectional view through the electrolytic system to illustrate dz ofthe
infinitesimally small cuhic element, dx.dy.dz, assumed in the derivation ofthe mathematical
modelfor evaluating the efficiency ofthe ceramic-hased sorption electrode.

The mass flow is therefore in the direction perpendicular to dx.dy. In aqueous solution, inter-

actions of the solute and the solvent molecules result in transport processes, which are pre-

dominantly limited by the equivalent of frictional forces. Hence, when an ionic species of

charge, ±, used as superscript, and molecular mass, az, used as subscript, is acted upon by a

potential difference, dEldx, it moves with a drift velocity, v. The drift velocity is proportional

to the force provided by the field. However, when the ionic species moves through the ce-

ramic-based sorption electrode, it comes into contact with concentration profiles, c. v is de-

fined in terms of dEldx, c, the mobility, J.1, of the species, and the diffusion coefficient, D, by

equation [4.2.1] (Atkins, 1999). The mobility is related to the diffusion coefficient by equa-

Iv~1 = ll~dEldx + ~; dc~/dx
'"

4.2.1

tion [4.2.2], where k is the Boltzmann constant, ±ez is the charge of the ionic species and T is

the temperature (in Kelvin). The fraction ofcharge, q, carried by the ionic species, is the pro-
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4.2.2

duct of the velocity and concentration and is given by equation [4.2.3]. The total current is the

sum ofthe current fractions, i;, ofall species, which is product of the sum of charge frac-

4.2.3

tions, the area through which each charge is transferred and the faraday constant, F. No initial

values are given on the summation since these can be initialised with any ionic species present

in the water. n is the total number of ionic species which, for water analysis is usually 21. It

4.2.4

should be noted that the surface area through which all charges are transferred is the surface

area, equation [4.2.5J, ofthe ceramic-based sorption electrode.

n •

L dy.dz = Jdy.dz =A the total surface area. 4.2.5

These equations give an adequate description of the wastewater flow through the cerarnic-

based sorption electrode of the mass of contaminated water. Hence, the rate of mass accumu-

lation within each of regions is equal to the rate at which the mass is transported to the region

less the rate at which mass is transported out of the region. In describing the momentum flow,

it should be noted that as the contaminated water passes through each of the regions, it would

decrease in density as the elements are removed. Considering now an infinitesimal cubic ele-

ment, dx.dy.dz, then the mass flux, cp, through the face area, dx.dy where v is the velocity, is

given in equation (4.2.6J. The mass transport rate out of the region in the direction z + dz,

cp = (P" Udx.dy) 4.2.6

and still through the face dx.dy can be detennined in a similar manner. This derivation is in-

dependent of factors such as suspended matter that would clog pores in the sorption elec-

trodes, the ion exchange that normally occurs at the region face area, desorbing species pre-
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Chapter 4.2 Al,O,-ZrO, ceramic-based sorption electrode

sent in the mass flow, activity of ions near the region face area, fluctuations in the velocity of

the mass, pH dependence of the sorption electrodes and change in the direction offlow, even

though such changes might or might not be significant.

Various models for surface complexations were proposed. These models have been reviewed

by Davis and Kent (2002) who found that the Triple-layer model has the widest application.

Equations [4.2.1] to [4.2.6] in this study, the equations in Davis and Kent (2002) and the

equations and electrode specifications of BIadergroen (200I) can now be used to simulate the

removal of ionic contaminants from the wastewater. The parameters used in simulating the

removal of Ca from the wastewater are given in table [4.2.13).

Table [4.2.13] Parameters used the evaluation ofthe efficiency, based on the derived mathematical
model, of the ceramic-based sorption electrode in the removal of ionic species (here Ca) from
wastewater at 25'l:: Those indicated by • were obtainedfrom Bladergroen (2001), those by • from
Moollan (2002), given in appendix [5.4.2.1[, and those by <from Atkins (1999). The constants are
given in appendix [5.1.1[.

Parameter Value Uuit Parameter Value Unit

Flow rateb 1.023
·m3s~1 Mobility ofCa' 6.17xI0" m2s·lyl

Catholyte volume' 9.012xI0" m' Voltage' 10 V

Anolyte volume' 5.832xI0·' m' Current' 2x10" A

Area ofcathode' 4.7xlO-4 m' Temperature 298.15 K

Area ofanode' 1.8xlO-4 m2 Faraday constant 9.6485xI0' Cmor'

Ca concentrationb 104 p.g.g-l Gas constant 8.3144 Jmor'.K'

In figure [4.2.20], the corresponding concentration of Ca being removed from the wastewater

is plotted against the linear traverse analysis from the innermost section of the ceramic-based

sorption electrode as shown in figure (4.2.19].

103



Chapter 4.2 AIzOJ-zrOzceramic-based sorption electrode

The analysis of the sorption electrodes by using !!-PIXE, !!-PIGE and !!-BS, have exposed the

small inhomogeneities that might exist in the composition of the specimen. !!-PIXE was used

to show the elemental distribution of the constituents of the electrode. This was taken a step

further by using J-l-PIGE to verifY the presence of light elements in the specimen matrix. J-l-BS

100
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Figure [4.2.20J Plots obtainedfrom the simulation ofthe efficiency, based on the derived mathe­
matical model, ofthe ceramic-based sorption electrode, in the removal ofCa from wastewater. A
typical analysis ofwastewater was obtainedfrom Moollan (2002). The continuous line indicates the
Ca concentration in the ceramic-based sorption electrode, the dotted line the as analysed Ca con­
centration in the wf!Stewater and the + sign indicates the percentage of Ca removed from the
wastewater.

was used to determine the presence of elements such as C, N and Be in the matrix. The use of

J-l-PlXE exposed the inhomogeneity of the elemental distribution of composition and how this

inhomogeneity affected the distribution of other elements in the matrix (Mars et al., 2000). It

was found that elements such as Ca, usually present in contaminated water, was introduced

during the impregnation procedure. Only 40 mass% of Ca is removed by the ceramic-based

sorption electrode.
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4.3 High Temperature Superconductors (HTS)

4.3.1 Introduction

When current flows in an ordinary conductor, for example copper wire, some energy is lost

(Giancoli, 1997). In contrast, superconductors have the ability to conduct electricity without

the loss of energy (Eisberg and Resnick, 1985). The temperature at which superconductivity

occurs is referred to as the critical temperature, Tc. Superconductors could therefore eliminate

the problem of resistance in everything from common household currents to huge electrical

plants to the high-energy particle accelerators. They could also be used to create powerful

electromagnets. Those superconductors that have Tc greater that 77K, the boiling point of ni­

trogen, are referred to as high temperature superconductors (HTS). This high Tc is an advan­

tage since the cost ofliquid helium, which has to be used for evaluating superconductors of Tc

less than 77K, is prohibitive.

Generally, HTSs are ceramic compounds that consist of the rare-earth elements such as yt­

trium and lanthanum. The most investigated HTS is YBalCu307-x (YBCO), which is the oxy­

gen deficient form of YBazC~07'The oxygen deficiency, x, occurs in the lattice structure of

the compound. YBCO has a transition temperature of about 92K. The structure ofYBazCu307

(Eisberg and Resnick, 1985) is depicted in figure [4.3.1 (a)]).

The layer of YBCO is usually deposited on high purity polycrystalline substrates such as

MgO and SrTi03. The oxygen deficiency causes a huge difference in the Tc of YBCO (Eis­

berg and Resnick, 1985). This variation of Tc with oxygen deficiency is shown in figure

[4.3.1 (b)}. From this figure it is evident that the optimum critical temperature is obtained at a

deficiency of 0.1. This corresponds to a concentration of 16.8 mass% oxygen. The preparation

ofHTS is therefore critical for obtaining the ideal deficiency, and hence the optimum Tc• This

was the impetus for varying the energy density of the laser during the pulsed laser deposition
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Fi~re [43.1]/UustraJion of (a) the structure of YBa2CuJ{}7, rendered with the POV--Ray
software (ObuIchov et aL, 2002). It is orthorhombk, with lIottice constants ofa = 3.8231 A,
b =3.8864 A, c =11.6807 A. The correspondint: colours of the balls, representint: the at­
oms, are indkated. The superconductor has a transition temperature of92K, whkh is above
the boilint: point ofliquid nitrot:en. In (b) the variation ofoxyt:en content, with the super­
conductint: temperature, T", (Eisbert: and Resnklc, 1985), is shown. The maximum super­
conductivity is achieved when the oxyt:en content is 16.8 mIlSS %.
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of the YBCO layer. It would then be of interest to 1) investigate the variation in elemental

composition as the layer increased in thickness and 2) ascertain the uniformity and homogene­

ity with which the specimen was formed, that is, if any interaction between the elements of

the substrate and the superconducting YBCO layer occurred.

4.3.2 Survey ofelements

The YBCO tablet was prepared from high purity BaO, Y Z0 3 and CuO. Hence, any other ele­

ments would be present in concentrations at the j.1g.g-1 level only. The determination of ele­

ments Y and 0 have been described in the previous section. Of essence in this section is the

quantification ofCu and Ba by PIXE, PIGE and BS.

For PIXE, the Cu Ka. X-rays and Kt! X-rays are emitted at 8.047 keY and 8.904 keY, respec­

tively. Interferences with the Cu Ka X-rays are expected from the Ni Kp X-rays, emitted at

8.264 keY, and the La X-rays of Ta, emitted at 8.145 keY. Interferences with the Cu Kp X­

rays are expected from the Zn Ka. X-rays, emitted at 8.638 keY, and the La X-rays of Os,

emitted at 8.145 keY. The energy differences of Cu Ka X-rays with La X-rays of Ta and the

Cu Kp X-rays with the La X-rays of Os lie outside the detector resolution. However, the ex­

pected concentrations ofthese elements are in the j.1g.g-llevel. The relative intensities of these

X-rays would therefore be low, that is, at least three orders ofmagnitude lower than the inten­

sity of the Cu Ka. X-rays lines. The energy differences ofCu Ka X-rays with the Ni KpX-rays

and the Cu Kt! X-rays with the Zn Ka. X-rays lie within the resolution of the Si(Li) detector.

The concentrations of Ni and Zn are also expected to be in the j.1g.g-1 level. In this instance,

the mutual interference of the element pairs, based on the work ofPeisach (1993), would be

insignificant. Most copper ore contains Fe (Atkins, 1999) and the element is therefore ex­

pected to be present in the YBeO matrix, though also at the j.1g.g-1 level. The quantification of
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Ba was done by using the intensities of the La X-ray lines, emitted at 4.467 keY and the Lp

lines, emitted at 4.828 keY. No other elements, when bombarded with particles emit X-rays at

these respective energies, and interferences were therefore not expected.

Because of the ultra high purity of the oxides used in prepariilg the YBCO layer, light ele-

ments were not expected to be present in the matrix. Consequently, the PIGE MDLs in table

(2.3.2] were assumed applicable to this matrix. Based on the work of Gihwala (1982) and

MacFarlane and Moller (1997), the y-rays of Cu, which could possibly be induced by 3 MeV

protons, would be emitted at lIS keY, 194 keY and 670 keY. The respective reactions are

6SCu peS, 2), 63Cu n(l, 0) and 63Cu p(l, 0). Interferences at the three y-ray energies are only

posed by elements with Z ~ 71. The regressed sensitivities for these elements are all in excess

of 2 mass%. Since the base components were of high purity, these interferences were ruled

out. MDLs of Cu for the three reactions have not been included in table (2.3.2], since Cu was

not considered a light element. The PIGE MDLs for Cu, as regressed from the data of

Gihwala (1982), is of the order 1 mass% and greater. However, as YBCO contains Cu con-

centrations of 13 mass% and more, the MDLs were evaluated using pure copper as a standard.

These MDLs are given in table (4.3.1]. Because ofthe high Uz values and MDLs obtained for

rable [4.3.1) Uncertainty in measurement and minimum detection limits for Cu, whkh are deter­
ninable with PIGE when using a 3 MeV proton beam. The 1tUltTix and element concentrations
hereofare indicated. The beam diameter size was 3,um x 5J11If and the total integrated charge 1pC.
"he detector to specimen distance was 17 cm.

Element "foray energy cz nz MDL
symbol (keV) Reaction Matrix mass% ". (mass%.llc-l

)

115 "Cn p(5,2) PnreCu 100.0 18.4 19.3

Cn 194 ~Cn n(l, 0) PnreCu 100.0 21.7 30.5

670 "'Cn p(I,O) PnreCu 100.0 3.45 1.88
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the 65eu peS, 2) and 63CU n(l, 0) reactions, the corresponding y-rays were not used for quanti­

fication. Only the first level de-excitation, 63CU p(l, 0), was used to establish complementarity

with the PIXE and BS determinations of Cll.

As indicated, the concentration of 0 in the specimen gouverns the To of the YBCO layer and

hence quantification of this element is of cardinal importance. For BS quantification of oxy­

gen, the reaction 160(p,pi60 exhibits a resonance at 3.50 MeV (Amirikas et al., 1993). The

energy used in this study is 3 MeV. In this respect it could be argued that better resolution

would be obtained when performing this determination at this energy. However, the concen-

tration of 0 in the specimen is relatively high and such quantification would not yield a sig-

nificantly higher accuracy. The proton kz values of the substrate elements, those of the YBCO

layer and of the Ir on Si standard are given in table [4.3.1]. Energy differences for 0, Mg and

Cu lie within the resolution of the SSB detector. Poor resolution is however indicated for Y

and Ba of the YBCO layer. However, the essence here is the determination of0 in the super-

conducting layer with the afore-knowledge that 0 is also present in the polycrystalline MgO

substrate, of which the composition is known.

Table (4.3.2] Kinematic fm:tor values and energies of the major matrix elements present in the
YBa2CuJ07_x (¥BCO) layer and ofthe polycrystalline MgO suhstrate. on which the YBCO layer was
deposited. The absolute values ofthe energy differences of°(EO> with the other elements (Ez) are
shown. Values for Ir andSi ofthe Ir on Si hackscattering standard are indicatedfor comparison.

Element Kinematic factor Ene11!V (keY) IEo-Ezl (keY)

0 0.777 2332 0

Me 0.847 2542 210

Cn 0.939 2816 484

Y 0.956 2867 535
Ba 0.971 2913 581
Si 0.866 2599 267

Ir 0.979 2938 606
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4.3.3 Experimental

4.3.3.1 Specimen preparation

Stoichiol1!etric amounts of the oxides of Ba, Cu and Y were weighed to prepare the YBCO

tablet. The oxide powders were then thoroughly mixed, using acetone as mediwn. The mix-

ture was heated to 70°C to evaporate the acetone. Afterwards the temperature was gradually

increased to 1200°C in oxygen ambient. The powder mixture was cooled and pressed into a

Penning gauge
10-7••• 10-2mbar

...----------,.Pirani gauge
10-3... 10-1mbar

...........,l..-1PLD vacuum chamber
with substrate heater,
rotating target
carousel and laser
beam entry

TPH240TMA 0
(bottom)

exhaust,c:::=::==;

PU170TMP
(side)

A1cate12015
rotary vane pump

Figure [4.3.2) mustration ofthe pulsed deposition instrumentation used to perform the deposi­
tion ofYBalCuJ07_x on po/ycrystalline MgO substrate.

lblet form. The tablet was then heated in oxygen ambient to 1600°C for about 70 hours and

len cooled to room temperature. An illustration of the pulsed deposition instrwnentation is

lOwn in figure (4.3.2]. However, prior to the deposition process the correct position of the
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focused laser beam spot on the target with regard to the substrate was verified. If in this in­

stance chamber movement was necessary, it was slightly rotated to maintain the laser entry

lens in a fixed position. This assured proper lens irradiation by the laser beam. For removal of

undesired'remnants on the target surface resulting from cross-contamination by other targets,

the target was pre-ablated with the shutter in front of the substrate closed. It was then opened

with the shutter away from the laser beam and the target ablated for the desired time. The

temperature and the oxygen pressure were verified regularly. No target rotation was made.

YBCO specimens were annealed at 490°C (achieved by the temperature controller) and oxy­

gen ambient of 900 mbar was maintained for duration of 30 minutes. For a high 02 ambient,

the bypass valve had to be closed and the needle valve to be opened accordingly, The cham­

ber pressure did not exceed 900 mbar during this operation. After the annealing, the speci­

mens were cooled to 200°C and the chamber then evacuated (Mars et al. rn, 2003).

4.3.3.2 Instrumental Parameters

The instrumentation parameters, including the geometries of the detectors, as detailed in sec­

tion [3] of this study, were applied in the quantification of the HTS. The diameter of the pro­

ton beam was 3!J.Ill x 5!J.Ill. The current was maintained between 100 and 200pA and a charge

of 1l!C was accumulated. As indicated previously the base components were of high purity.

Light elements were therefore not expected in the matrix. Consequently, a l53/!ID thick AI fil­

ter was used for the attenuation of the Cll, Y and Ba X-rays.

4.3.4 Results and discussions

The spectmm of the macro-PIXE data of the YBCO layer deposited on polycrystalline MgO

is shown in figure [4.3.3}. The X-ray peaks are identified in table [4.3.3}. In the spectrum,
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F~ [433] Spectrum of11UJcro-PIXE data ofthe meo layer deposited on polycrystaIline MgO.
The green line represents the data, the orange line the GeoPIXE 11 fiJ to the data and the purple
line the background correction. The blue line represents the Si escape peaks and the yellow line the
pile-up from the spectrum.

Table [43.3]lthntijU:ation ofpeaks in the spectrum ofthe macro-PIXE datiJ.

Peak no. Element and X-In line Peak no. Element and X-ray line

1 Ka lines of Fe 8 NI lines ofY

2 Ks lines of Fe 9 Pile-up peak

3 K.lines ofCu 10 Pile-un oeak

4 Ks lines of Cu 11 Pile-up peak

5 Ka lines of Sf U K..t and K.:z lines of Ba

6 K.lines ofY 13 Ko. lines of Ba

7 Ks lines of Sf 14 I<s2 lines of Ba
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peaks I and 2 indicate the Ka and K~ X-ray lines of Fe. The element was expected to be pre-

sent in the YBCO matrix, as indicated previously. The presence of peaks 5 and 7, indicating

the Ka and ~ X-ray lines of Sr, are however surprising. The element could only have origi-

nated from either YzOJ or BaO or both (Atkins, 1999). The use of a 153J.llll thick AI absorber

suppressed the L X-ray lines of Ba. In this instance it can be argued that a less thicker ab-

sorber, that is, 102J.llll AI could have been used. Both the L- and K X-ray lines of Ba could

then have been used in the quantification of the element. However, the Kal and the Ka2 X-ray

lines emitted at 32.19 keV and the ~l and K~z emitted at respectively 36.38 and 37.26 keV

are well resolved. The use of the 153J.llll thick AI absorber yielded peaks of higher intensity

and hence better MDLs. The macro-PIXE analysis is given in table [4.3.4]. The MDL and Uz

values of Fe, Cu and Y compare favourably with those values given in table [4.2.4\ of the

previous section.

Table [4.3.41 Macro-PIXE ana/ysis results o/the YBaI CuJ07_x (YBCO) layer deposited on polycrys­
ta/line MgO as subsuate.

Element Cz nz MDL
Svmbol (%) U!?:.l(111C I

Fe 120 Ug.g"J.lC1 3.3 5.7
Cn 29.5mass% 1.3 7.9
Sr 0,08 mass% 1.7 30
Y 15.4mass% 5.4 19
Ba 37.2mass% 8.5 120

The spectrum of macro-PIGE data of the YBCO layer deposited on polycrystalline MgO is

shown in figure [4.3.4]. The corresponding identification of the peaks is given in table

[4.3.5]. Peaks 7 and IS are the y-rays emitted at respectively 585 and 1367 keV and are the re­

sults of the reactions 25Mg p(l, 0) and 24Mg p(l, 0) which are due to the Mg present in the

substrate. The y-ray emitted at 670 keV for the reaction 6JCU p(l, 0) was used in the quantifi-

cation of Cu and hence to establish complementarity with the PIXE and BS determinations of

Cu. The y-ray emitted at 153 keV for the reaction 6JCu n(3, I) is also indicated. Most of the
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other peaks present in the spectrum ofthe macro-PIGE data are due to natural background ra-
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Figure [4.3.4} Spectrum ofthe maero-PIGE data ofYBeo layer deposited on polycrystalline MgO.
The energy range isfrom 50 to 1500 keV. The proton beam energy was 3 MeV. The current was
maintained between 100 and200pA until afluence of1pC was accumulated.

diation. From the macro-PIXE analysis the concentration of Fe was below the PIGE MDL,

given in table [2.3.1}. The 847 keV r-ray peak for the reaction 5'Te p(l, 0) is therefore not

visible in figure [4.3.4}. r-rays ofSr were also not observed in the spectrum ofthe macro-

Table 14.3.51 Identifzeation ofpeaks in the spectrum ofthe maero-PIGE data.

'Y~ray r-ray
Peak Energy Assignment Energy Assignment
nO. (keY! Peak no. (keY)
1 88 ·.'Bi; 2UPb 9 670 "'Cn p(l, 0)
2 153 "'Cn n(3, 1) 10 911 ...·Ac;
3 239 ·"Pb; ·"Pb 11 969 ...·Ac
4 296 .I"'1"i; ""Pb 12 992 "'Cn y(l, 0)
5 352 21'Pb 13 1120 214Bi

6 511 6+; Z°Bn 14 1238 Zl4Bi

7 585 ~p(I,O) 15 1367 24Mgp(l,0)
8 609 214Bi 16 1461 '"'K
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PIGE data and were therefore not induced by the 3 MeV proton beam. The macro-PIGE ana-

lysis results are given in table [4.3.6]. Results for Cu from the 63CU p(l, 0) are in good agree-

Table [4.3,6] Macro-PIGE analysis results of YBa2CuJ07_x (YBCO) layer deposited on polycrystal­
line MgO as substrate.

Element y-ray energy Cz Uz MDL
symbol (keY) Reaction mass% "I.

Cn 670 "Cn p(l,O) 29.8 3.56 1.88 mass%.IlC'

ment with those given in table [4.3.1]. The spectrum of the macro-BS data is shown in figure

[4.3.5]. As was indicated in by kz values in table [4.3.2], Mg and 0 are well resolved. From

the front edges ofMg and Ba it is however evident that interaction between the YBCO ele-

Energy (M eV)
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Channel
Figure [4.3.5J Spectrum ofthe macro-BS data ofYBalCUJ07.,r (YBCO) layer deposited on poly­
crystalline MgOo The dotted line is the plot of the actual data and the continuous line the
RUMP simulation to the data. Arrows indicate respectively the energy of0, Mg, Cu, Y and Ba
when located at the surface. Oxygen resonance data used in simulating the data was obtained
{rom Amirikas et aL (1993). The front edge ofelements Mg and Ba indicates an uneven thick­
ness distributiol' ofthe YBCO layer andpossible interaction between the elements ofthe super­
conducting layl!r andthe MgO substrate.
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ments and the substrate occurred.

The macro-BS analysis of the YBCO layer is given in table [4.3.7]. Based on equations

[2.4.1] to [2.4.4], these values could not be compared with those shown in figure [2.4.1J.

Table [4.3.71 Macro-BS analysis results ofmacro-BS data ofthe YBCO layer deposited on polycrys­
talline MgO. Concentrations andMDLs are given in mass%. The kz values and energies ofthe ele­
ments when located at the surface are also ;:iven.

Element Kinematic factor
Energy Cz Uz MDL
(keY) mass% % mass%. \lCI

0 0.777 2332 18.51 3.55 0.61

Cu 0.939 2816 29.62 4.56 1.45

Y 0.956 2867 14.96 4.25 0.89

Ba 0.971 2913 36.91 4.59 1.24

The complementary analysis of copper with PIXE, PIGE and BS is given in table [4.3.8J.

Table [4.3.81 Complementary micro-pIBA analysis results ofCu in the YBa1CuJ07_x (YBCO) layer
deposited on polycrystalline MgO as suhstrate. Concentrations are given in mass%.

Technique
Energy Cz Uz MDL(keY) (mass%) (%)

PIXE 8.047 29.74 3.42 7.9 ul1:.l1:-l nCI

PIGE 670 29.8 3.56 1.88 mass%.\lC'
BS 2816 29.62 4.56 1.45 mass%.\lC'

The ~-PIXE quantified elemental distribution maps of major elements, Cll, Y, and Ba, are

shown in figure [4.3.6J. The inhomogeneity of these elemental distributions is clearly visible.

From these images it was determined that in the areas of Iow concentrations of Cll, Y and Ba,

the resultant oxygen concentrations were high, deviating from the oxygen stoichiometry ratio

of 1:2:3:6.9 to the other elements. The low concentration areas in the Ba elemental distribu-

tion corresponded to high concentration ofboth 0 and Y, but not so ofCu.
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F~ [4.3.6] #,PlXE qUQI/tijUd elenumtal distribution maps 0/ mojor elements, Cu, Y, and
Ba the YBCO layer deposiud on polycrystalline MgO. An area 1200 X 1200 pm scanned was
with a proton beam o/energy 3 MeV. Afluenee 0/1 j£ was auumulaJiid and the current was
maintained between 100 and 200 pA durinK the irradiation period. An AI absorber 0/ thi£k­
ness 153 pm was used to filler undesired X-rays. The inhomogeneity 0/ these elemental dis­
tributions is t:li!tJTly visible. From these images could also be determined that in the areas oj
low concentration, the sum total 0/ Cu, Yand Ba, the resuluznt oxygen concentration would
be high. The low concentration areas in the Ba distribution correspond to areas 0/ high con­
centration 0/both 0 and Y. To emphasis these element distributions, a scanninK electron mi­
crograph (bottom left) was included. The energy 0/ the electron beam for obtaining this mi­
crograph was 25 keY with a 500xmaK"ifit:ation 0/ the image. In this micrograph the white
spots correspond to areas 0/high 0 concentration and the dilrk spots to areas 0/high Y con­
centration.
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To emphasise these elemental distributions, a scanning electron micrograph was included.

The energy of the electron beam for obtaining this micrograph was 25 keY with a 500x mag-

nification of the image. In this micrograph the white spots correspond to areas of high 0 con-

centration with the corresponding increase in eu concentration. The dark spots correspond to

areas of high Y concentration. To determine the compositional variation in element concentra-

tion, at the various laser beam energies, with depth achieved, the beam energy was started

from 3.038 MeV. This compositional variation with depth is given in table [4.3.1].

Table (4.3.9] The variation ofelemental concentration normalised to that ofY, with depth (A) at the
various laser beam energies, in J.cm-2

, during the pulsed laser deposition of the YBa2Cul01_x
(YBCO) layer on polycrystalline MgO as substrate.

. MAR98C APR98B MAR98A APR98D
1.48J.em-2 1.30 J.em-2 1.66J.em-2 1.84 J.em·2

1800A 2500A 4200A 7100A

DeDtb {'~l MeV Y Ba CD 0 y Ba Cu 0 Y Ba Co 0 Y Ba Co 0

Surface 3.038 1 1.68 2.58 6.90 1 1.80 2.57 6.75 1 1.84 2.91 6.92 1 1.81 1.92 6.50

520 3.058 1 1.69 2.55 6.90 1 1.73 2.57 6.60 1 1.68 2.86 6.65 1 1.75 2.01 6.34

1200 3.078 1 1.74 2.54 7.20 1 1.61 2.70 6.56 1 1.60 2.79 6.51 1 1.68 1.98 6.16

1700 3.096 1 1.68 2.58 6.33 1 1.50 2.72 6.44 1 1.60 2.82 6.70 1 1.65 2.43 6.14

2200 3.114 1 1.48 2.90 6.40 1 1.80 3.00 6.68 1 1.65 3.00 5.85

2700 3.132 1 1.70 3.00 6.40 1 1.69 3.00 5.60

3800 3.168 1 1.60 2.80 6.30 1 1.71 2.80 5.60

4300 3.184 1 1.30 2.30 5.40

4800 3.202 1 1.30 2.30 5.41

5400 3.220 1 1.65 428 4.28
.

6500 3.254 1 1.50 3.33 3.33

From figure [4.3.5] and the results in table [4.3.9] it is deduced that:

• The oxygen concentration is non-stoichiometric during the initial stages, for a thickness

ofapproximately 500A, ofthe pulsed laser deposition;
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• This oxygen stoichiometric tends to the ideal value of 6.9 as the thickness of the YBCO

layer increased;

• For thin layers, less than 3000A, the compositional variation of the elements with thick-

ness is minimal;

• In the instance of thick layers, that IS 7200A and thicker, the degree of non­

stoichiometry is maximum;

• The high degree of non-stoichiometry for the 7100A thick YBCO layer at depths of

4300 and 4800A is attributed to instrumental error;

• Interaction between the YBCO layer elements and the polycrystalline substrate oc­

curred;

• The interaction was most prominent when the high energy density of 1.84 J.cm-2 was

applied and less severe in the case of the relatively low energy density of 1.30 J.cm-2;

• The ideal laser energy density is 1.66 J.cm-2and the thickness ofthe YBCO layer should

preferably be less than soooA.

The simultaneons use of ll-PIXE, ll-PIGE and ll-BS facilitated the objective quantification of

HIS specimens that were produced by pulsed laser beam (Mars et al., 2000). The inhomoge­

neity of the elemental distribution of the components of the YBa2Cu307-x layer was attributed

to the interaction of these elements when the deposition was performed at high laser beam en­

ergy densities. Ideally, depositions should be performed at maximum density of 1.66 J.cm-2.

119



Chapter 4.4 - Steel

4.4 Steel

4.4.1 Introduction·

One of the greatest challenges in the production of steel is the incorporation into the primarily

iron matrix of alloying elements that would alter the properties of the steel. Each of these

elements exhibits a specific property. As examples, C and N are included as hardening agents,

Mu contributes to the strength, hot-shortness and hardness, er exerts a toughening effect and

Mo promotes hardenability. The presence of 0 may induce brittleness in the steel. For this

reason Si, although it also contributes to the strength and hardness, is incorporated with Al as

deoxidisers due to the great affinity of these two elements for oxygen (Stenden et al., 1997).

In contrast to alloying elements, residual elements are those that were not intentionally added

to the steel matrix, but were present in the raw materials. Most steel manufacturers carefully

minimise the amount of residual elements because of possible undesired properties. Alloying

elements are incorporated fust by heating to and holding at a certain temperature (annealing)

and then cooling (solidifYing) at a suitable rate. The aim of these processes is to improve the

crystalline structure and obtain an elemental distribution as homogenous and globular as pos­

sible.

On cooling, non-uniform elemental distribution (chemical segregation) may occur. It causes

two or more elements to exhibit the same uniform or non-uniform distribution (aggregation).

This usually results in cluster formation. It may also give rise to regions, which are actually

microphases of Fe and the alloying and residual elements. The term microphase is used since

the area is normally less than 2000~2 and are relatively smaller than those of the macro­

phases such as austenite, cementite, ledeburite or martensite.

The manufacturing processes at Saldanha Steel are illustrated in figure [4.4.1]. Stenden et al.
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(1997) discussed these individual processes in detail. Cooling (solidification) occurs in the

Thin Slab Caster process. According to Stenden et al. (1997), segregation can result from

three aspects. The first aspect is defined as average segregation, which is the average shifting

ofthe chemical composition in the central zone of the slab when compared to the composition

in the rest of the slab. It depends on the normal laws of alloy solidification (Bhadeshia, 2001).

The second aspect is defined as periodical segregation.

LIQUID AIR COAL DOLOMITE Fe(lIl) Ore Fe PELLETS

1 ! ! J, ! 1
I

Granulated 1- COREX MIDREX
Slag

J,

CONARC LADLE
STEELMAKING

FURNACE
FURNACE

!
VOD

DEGASSER

1
THIN SLAB I

CASTER HOT
(SOLIDIFICA- ROLLER STRIP

nON)
HEARTH MILLFURNACE :->

r
HOT ROLLED ~ TEMPER
COILS MILL

Figure [4.4.1] A schematic diagram of the manufacturing processes at Saldanha Steel,
Saltlanha Bay, based on the work ofStentlen et aL (1997), showing the raw material and indi­
vidualprocesses. Cooling (solidification) occurs in the Thin Slab Casterprocess. The aim is to
o~taina homogenous andglobular elemental distribution ofC and N in the steel matrix
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It depends on the formation of solidification bridges during the final stages of the cooling

process. These bridges have a significantly different composition when compared to that of

the generating liquid. The third form is microsegregation and depends on the dimensions of

the dendrites during dendritic formation (Bhadeshia, 2001). Microsegregation can result in re­

gions of high alloying element concentrations, which are usually confmed to the last interden­

dritic liquid areas.

Carbon and nitrogen have been incOIporated as alloying elements into the steel matrix. Figure

[4.4.2] illustrates the equilibrium phase diagram of C in a solid solution of Fe with respect to

the concentration and temperature. The phase diagram, to a maximum temperature of I600°C,

is shown since the overall concentration of C for the area scanned is approximately 3.0

atomic%. In the figure, the region to the left of the 2.0% carbon concentration shows Fe com­

bined with small percentages of C, resulting in steel alloys. Here three significant regions are

demarcated relative to the carbon concentration in the alloy. These regions are the eutectoid at

E, the hypoeutectoid at A, for which the carbon concentration ranges from 0.2 to 0.83%, and

the hypereutectoid at B, where the carbon concentration ranges from 0.83 to 2.0 %.

On the right of the 2% carbon concentration, higher concentrations in combination with vari­

ous macrophases of iron are illustrated. These are ferrite, austenite and delta iron and are re­

ferred to as cast iron macrophases. The Fe-Fll3-C form in which the C at% is 6.67 is also

shown. These regions indicated in the phase diagram are used in the evaluation of the data

when establishing the phases present in the matrix. In this instance, the uncertainty in meas­

urement is important, as it would assist in ascribing the necessary phases to the element com­

position. However, as indicated earlier, these high carbon concentration areas are found in the

interdendritic liquid regions.
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Figure (4.4.2] Equilibrium phase diagram ofcombinations ofC in a solid solution ofFe, ob­
tainedfrom Cornell and Bhadeshia (2001), and illustrated in terms ofthe concentration and
temperature. To the left ofthe 2% carbon concentration, is Fe combined with small amounts
ofC, resulting in steel alloys. Three significant regions, relative to the low carbon concentra­
tion in the steel matrix, are demarcated. These regions are the euteetoid at E, the hypoeutec­
toid at A and hypereuteetoid at B. To the right ofthe 2% concentration line, are shown com­
binations ofhigh carbon concentrations combined with the macrophases ofcast irolL

The equilibrium phase diagram of carbon in high atomic% concentration (40 at"1o) and tem-

perature, obtained from Comell and Bhadeshia (2001), is depicted in figure [4.4.3). It is an

extension of figure (4.4.2] and indicates the phases present in these high carbon concentration

regions. It is emphasised that these phase diagrams are applicable to a carbon-iron matrix

only. These PDs therefore do not reflect any effects that may result due the presence of nitro-

gen and other elements present in the matrix.
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Figure [4.4.3} Equilibrium phase diagram of temperature and high carbon concentration
(40 atomic %) in a solid solution ofFe, obtainedfrom Banks et aL (2001). The diagram is
an extension of the figure [4.4.2/ and is included to indicate Fe-C phases present in the
high concentrated interdendritic liquid regions.

The equilibrium phase diagram of combinations of N in solid solution of Fe, as given by

Banks et al. (2001), is depicted in figure [4.4.4). The maximum temperature of the Fe-N

phase diagram is 1000°C and in the Fe-C phase diagram it is 1600°C. The liquidus line of the

fcc phase of Fe-N and the solidus line of the (; phase ofFe-N have a gradients of0.25mass%

per 100°C. It is therefore assumed that in the temperature range 1000 to 1600°C, the gradients

would attain a constant change of 0.01 mass% per 100°C. As with the Fe-C equilibrium phase

diagram, the effects, should there be any, of carbon or other matrix elements in the Fe-N

phase structure, are not illustrated. Although Banks et al. (2001) regard the phase diagrams

not applicable for critical evaluation of similar data, Sundman (1998) indicated that these PDs

are of high significance. These diagrams are used to establish critical parameters, such as the

liquidus temperature, partition coefficient and the fraction of solid in the liquid, fs in the eva­
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Figure [4.4.4) Equilibrium phase diagram ofcombinations ofN in a solid solution ofFe in
terms ofthe concentration and temperature (Banks et aL, 2001). The differentphases ofFe-N
are indicated.

luation ofaccuracy in the measurements.

4.4.2 Experimental

4.4.2.1 Specimen preparation

Specimens of 1cm2 area and thickness less than 2mm were prepared from the samples, ob-

tained as lollies from the Thin Slab Caster process. A typical sample and specimen of the lolly

and the steel standard are shown in figure [4.4.5]. Before analysis, specimens were treated

with analytical reagent grade (AR) organic solvents to remove any contaminants that adhered

to the surface. They were then submerged in a volume of 10% aqueous HCl acid solution to
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remove surface contamination, such as Fe(II) and Fe(III) oxides, and then washed in deion-

ised water to remove residual acid and finally dried with acetone.

4.4.2.2 Instrumental Parameters

The characterisation ofthe steel specimens was performed with a 3 MeV protons beam. The

current was maintained at 100 to 200pA during the irradiation period until a charge of 1 Ile

Figure [4.4.5] Picture ofthe "lolly" steel specimen (A) andthe standardsteel specimen (C)
used in the analysis ofsteeL The lcm x lcm in area and about 1.5 mm thick samples (B) and
(D) were preparedfrom the "lolly" andstandard and were used in the analysis.

was accumulated. A 1001lffi thick AI absorber was placed between the Si(Li) detector and the

specimen. The absorber thickness was changed to 2501lffi to investigate the presence of Ag

and Pb in the specimen matrix.
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4.4.3 Results and discussions

The light elements (Li to Mg), discussed in section [2.3], were not found in the matrix of the

steel specimens from SaIdanha. Spectra of the Jl-PIGE data would therefore only show natural

background radiation and the y-rays emitted at 847 and 1376 keY for the respective reactions

56Fe p(l, 0) and 56 Fe p(2, 0) at 843 keY. The spectrum of the Jl-PIGE data for the scanned

area, shown in figure [4.4.6}, is therefore representative of all spectra of extracted Jl-PIGE

data. Hence, these other spectra will not be shown. The exception is made in the instances

where y-rays of elements other than those already indicated, are present in the PIGE data and

in concentrations greater than the MDLs given in table [2.3.2}.

1 0 4 .-o-~-~-r--~-'----.----.----~-~-r--r--~-.----r------",

1500

'"-C::l
o
U

1 0 J l-L_---'_......L_-'---=-~-L----'---'---'-__,_,...L---'---''----'-..tl
500 1000

Energy (keV)

Figure [4.4.6] Spectrum ofthe p-P/GB data in the energy range 50 to 1500 keVofthe scanned
area ofthe steel specimen. The spectrum constitutes mostly natural background radiation and
the y-rays emitted at 847 and1377keVfor the reactions "Fe p(l, 0) and 56Fe p(l,O).

The y-ray emitted at 847 keY, indicated by peak 7 in figure [4.4.6}, is indicative of both the

27AI p(l, 0) and 56pe p(l, 0) nnclear reactions. The y-ray at IOl5keV for 26AI p(2, 0) is how-

ever not present in the figure and hence the concentration of AI is less than the MDL. The

identification ofthe peaks in the PIGE spectrum ofthe scanned area is given in table [4.4.1}.
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steerSDecmzen.

"(-ray "(-ray
Peak Energy Assignment Energy Assignment
no. (keV) Peak no. (keV)

1 239 mpb; 214pb 7 847 '''Fe p(l, 0)
2 296 21"Ti; 214pb 8 911 '""Ac;
3 352 2l4Pb 9 969 "'Ac

4 511 (3+; 208TI 10 1120 214Bi
5 609 2l4Bi 11 ·1377 ~~,O)
6 669 2I4Bi 12 1462

Table [4.4.1] Identification ofpeaks in the spectrum ofthe p-PIGE data ofthe scanned area ofthe
I .

The I!-PIGE analysis results are shown in table [4.4.2]. The MDLs obtained are in close

agreement with those given in table [2.3.1] of section [2.3].

Table [4.4.2] p-PIGE analysis results ofFe in the scanned areafor the "Fe p(l, 0) and 56Fe p(2, 0)
reactions.

Assignment Energy (keV) cz(mass%) uz(%) MDL (l!g.g.lllCI)

S"Fenfl,m 847 97.8 ± 3.0 3.1 200
56Fe p(2, 0) 1377 97.5±6.25 6.8 7200

Spectra of the I!-BS data had similar structure, except when the C and N concentration varied

or when the elemental diffusion profiles changed. Therefore only the spectrum ofthe scanned

area is shown. As with the I!-PIGE, the same exception was applied when showing the I!-BS

spectra. In this instance the MDL are given in figure [2.4.1]. The spectrum of the I!-BS data,

as the normalised yield vs. channel/energy, of the scanned area and the RUMP simulation to

the data are shown in figure 14.4.7]. The dotted line represents the backscattered data and the

continuous line the RUMP simulation (Doolittle, 1985) to the data. Arrows indicate the en-

ergy of the respective elements when located at the surface. The concentration of C was 8.9

at"1o and indicates that the area scanned had a L-Fe3-C phase structure. The marked deviation

of the data to the simulation in the energy range of 1.50 to 2.00 MeV, is due to the carbon dif-

fusion not being linear, as is assumed in the simulation. The two peaks at 2.22 and 2.32 MeV
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Figure [4.4.7] Spectrum ofthe p-BS data ofthe scanned area ofthe steel specimen. The dotted
line represents the data and the continuous line the RUMP simulation to the data. Arrows indi­
cate the energies ofthe respective elements when located at the surface. Proton resonance data
for carbon and nitrogen, used in the simulation, were obtainedfrom Amirikas et aL (1993) and
Olness et aL (1959).

represent N and 0, respectively. The elements Zn, Mn and er are present in the flg.g'1 concen-

tration range, as was determined with PIXE. These elements have kinematic factors, calcu-

lated using equation [2.4.1], similar to the kinematic factor of Fe. They could therefore not be

resolved with the 88B detector and would not be disceruable in the spectrum. The fl-BS

analysis results are given in table [4.4.3], where the Fe mass% is the sum total of the Fe, Zn,

Table [4.4.3] p-BS analysis results ofthe scanned area ofthe steel specimen.

Element Enerl!V lMeVl Cz (mass%) uz(%) MDL (mass%.IlC1)

Fe 2.77 91.8 3.2 1.6

C 2.16 2.99 8.4 1.6

N 2.26 1.2 IS 1.2
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Mn and Cr concentrations. Simulations to obtain the minimum detection limits are only appli­

cable to a Fe-C matrix.

X-ray enrission data were treated similarly as those obtained by PIGE and BS measurements.

Here the exception is the Mn and Cr concentrations, since these elemental distributions varied

from region to region within the scanned area. The spectrum of the !1-PIXE data, as evaluated

with the GeoPIXE IT software, is shown in figure [4.4.8]. The identification of the peaks is

given in table [4.4.4]. Peaks of the Fe Ka and Kt! X-ray lines, at respectively 6.403 and 7.057

keY, are prominent in the spectra. 'b: was introduced during sampling of the lolly with a Zr

container and was not considered part of matrix. The Ka and I<j! X-ray lines of Cr, at respec­

tively.5.414 and 5.946 keY, are weak due to the low Cr concentration and are partly over­

lapped by the relatively intense escape peaks of the Fe Ka and K~ X-ray lines. These escape

peaks are located at respectively 4.703 and 5.457 keY and are adequately resolved with re­

spect to the I<j! escape peak and the Cr Ka X-ray lines by the Si(Li) detector. For Mn, al­

though the I<j! lines overlap with the Fe Ka lines, the Mn Ka lines could be used to quantify

the element. In resolving Ni, the Ni Ka lines are overlapped by the Fe K~ lines and the Ni K~

lines by the Cu Ka lines. As seen in the spectrum, the Ka lines of Cu are very weak, which in­

dicates the low Ni concentration. This weak Cu Ka line signifies that the concentration of Cu

itself was low. This is acceptable since, as stated previously, these two elements are undesir­

able in the steel matrix. The relatively high intensity of the eu K~ lines is due to its overlap

with the Zn Ka lines, indicating that Zn concentration was higher than the Cu and Ni concen­

trations. The peaks at 10.54 and 11.73 keY are indicative ofAs Ka and I<j! X-ray lines. The Pb

La X-ray line, which is emitted at 10.53 keY, coincides with the As Ka line. Since the Pb Lal

X-ray line at 10.55 keY and La line at 10.44 keY cannot be resolved with the Si(Li) detector,
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Fi~ [4.4.8] Spectrum of the ~PIXE data, eYaluated with the GeoPIXE 11 software. A
IOOpm thick Al absorber was used for attenuating the X-rays. The data are represented in
green, theftt to the data in orange and the background in purple. E is the intense escape Fe
Kaand KpX-ray peaks and PU or P is the pile-up peaks. X-ray lines ofCr and Mn are oyer­
lapped by the intense Ka and Kp escape peaks. The arrow indicates the artefact ofAg and
Pb being present in the matrix.

Table [4.4.4] Identification ofpeaks as indicated in the spectrum ofthe p-PIXE data, shown in fig­
ure [4.4.8].

Peak no. Element and X-rav line

E ~ escape peak of Fe

2 IKaX-ray line of Cr overlavved Bv the Fe Ka escape peak

3 ~ X-ray line of Mn
PI FiIs! set of pile-up J>eaks
4 'Ca. X-rav line ofZr
5 !(at X-ray line ofZr

P2 ~econd set of pile-up J>eaks
6 Possible Kat line of the elements AJ! or Pb
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the sum Pd <La! and La2) could be used to verify the presence ofPb. Similarly, the Pb L~ X­

ray line at 12.61 keY can not be used since it overlaps with the intense Fe pile-up peak at

-12.7keV.

The weak intensity peak at 9.89 keY corresponds to the Ko. X-ray lines of Ge, but there is no

Ge I<jllines at 10.981 keY, hence Ge is absent from the matrix and these peaks are attributed

as pile-up. This was confirmed by changing the AI absorber thickness to 250 J.lID. The artefact

ofPb andAg, with Ko. and I<jl X-ray lines emitted at respectively at 22.162 and 24.942 keY,

being present in the matrix, was resolved in the same manner and these peaks were ascribed

as pile-up. Discussions with the manufactures who had performed X-ray Fluorescent analysis

revealed that As rather than Pb is present in the matrix. The artefact arose from the compro­

mise between PIXE and PIGE and BS analysis. A high current is required for the PIGE and

BS measurements. Bombardment with 3 MeV protons does not guarantee a high cross section

for the production of the 208Pb n(l, 0) and 208Pb n(2, 0) nuclear reactions. y-rays for the latter

reaction are also subjected to interference from those resulting from the 65Cu p(4, 2) and 70Zn

n(l, 0) nuclear reactions, should these be present and induced by proton bombardment. Fur­

thermore, since the concentration of Pb is in the J.1g.g-1 range, it could not be determined with

BS.

As is gaseous (Cotton et al., 1999) at the extremely high temperatures to which the steel was

heated. The element would therefore be occluded in the steel structure and would exhibit an

inhomogeneous elemental distribution.

The ll-PIXE analysis results, obtained with the GeoPIXE IT software, are shown in table

[4.4.5}. The matrix of the steel was therefore composed of the elements Fe, Zn, As, Cr, Mn,

NandC.
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Table [4.4.5] p-PIXE analysis results ofthe scanned area ofthe steel specimen.

Element czvalue Unit uz(%) MDL (Jlg.g.I.IlCI)

er 840± 120 Lll!.g-l 14 70
Mu 0.19 ± 0.1 mass% 5.3 70
Fe 97.3 ± 1.99 mass% 3.1 20
Zn 100±30 /lg.g-I 30 20
As 40±20 Jlg.g-1 50 20

The complementary Jl-IBA analysis results of Fe in the scanned area of the steel specimen are

given in table [4.4.6].

Table [4.4.6] p-IBA analysis results ofFe in the scanned area ofthe steel specimen. The BS results
is the sum total ofthe Fe, Mn, er andZn concentrations, since these elements have kinematic fac­
tors similar to that ofFe. For the PIGE analysis, the results may include the concentration ofAI,
even though the element is present concentration less than the MDL.

Technique Enel'l'V (keV) cz(mass%) uz(%) MDL {Ug.g-I.UCI,

BS 2780 97.8±3.0 3.2 16000

PIGE 854 97.8±3.0 3.1 100

PIXE 6.4 97.3 ± 1.99 3.1 20

The ll-PIXE quantitative elemental distribution maps ofCr, Mu, As, Fe and Zn and the Jl-BS

elemental distribution maps of Fe, C and N, obtained form the event-by-event analysis, are

shown in figure [4.4.9]. The Cr, Mu and As elemental distributions are homogenous and pre-

dominantly biglobular. Because of the homogeneity of these elemental distributions, it is de-

duced that these distributions were not affected by other matrix elements or any internal or ex-

tema! variables such as the solidification temperature.

The As elemental distribution was unexpected homogeneous. This homogeneity could be at-

tributed to statistical fluctuations, as the As concentration was only twice the value of the

minimum detection limit and that the uncertainty in measurement was relatively high.
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Fi~ [4.4.9] The p-PIXE quantitative el£mentol distribution maps of Cr, Mn, As, Fe and Zn and
the p-BS el£mentol distribution 1TUlpS of Fe, C and N, utrtu:tetl form the event-by-£vent lUUllysis
data. The 6 in the p-BS elementol distribution maps indicates that 6 points, 2 subtending the peak
and 2 on both sides ofthe peok, were considered in establishing the background by linear interpola­
tion. The 2 indicates that only the peak was considered, hence the noment:lature elementol distribu­
tion map rather than quontijied elementol distribution map. Cr, Mn and As are homogenously dis­
tributed. The marked inhomogeneity in the p-PIXE Fe elementol distribution is ascribed to the
presence of C and N in the matrix. The Fe p-BS elementol distribution map is shown for compari­
son.
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Fi~ [4.4.9] The I'-PIXE quantitaJi"e ekmental distribution maps ofCr, Mn, As, Fe and Zn and
the I'-BS elementDl distribution maps of Fe, C and N, extracted form the event-by-i!vent analysis
data. TIul 6 in the ,rBS elementDl distribution maps indi€ates that 6 points, 2 subtendinK the peak
and 2 on both sides ofthe peoJc, were considered in ~tablishinKthe bacJcvoundby linear interpola­
tion. T/u, 2 indi€ates tluIt only the peak was eonsidered, hence the nomenclature ekmental distribu­
tion map rather than quantijWl elemental distribution map. Cr, Mn and As are homoKenously dis­
tributed. The marked inhomoKeneity in the ~PlXE Fe ekmental distribution is ascribed to the
presem:e ofC and N in tlul 1IUlIrix. The Fe ~BS elementDl distribution map is shown for compari­
SOn.
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Marked concentration profiles are however present in the Fe elemental distribution and to a

lesser extent in that of Zn. The profiles in the Fe elemental distribution map are by definition

ascribed to the carbon and nitrogen alloying elements present in the matrix. The inhomogene­

ity in the Zn elemental distribution indicated that either the elemental distribution of another

element or an internal or external variable had a direct effect on the distribution. The ~-PIXE

quantitative true element concentration correlations of Cr, Mn, Fe and Zn and the ~-BS ele­

ment concentration correlations of Fe, C and N are depicted in figure [4.4.10]. Form the fig­

ure, the Zn and Fe elemental concentration correlation indicates a positive linear correlation in

the concentrations of Zn and Fe. These elements therefore agglomerated positively with re­

spect to each other or this agglomeration was caused by a third external or internal variable.

As per definition, the Fe concentration correlates negatively with that of C. It was therefore

expected that the Zn concentration would correlate negatively with that of C. however, the

physical properties of Cr, Mn, Fe and Zn are similar. Furthermore, the elemental distributions

of Cr and Mn were homogenous and were also at least two orders of magnitude greater than

the Zn concentration. These elemental distributions could therefore not have induced inho­

mogeneity in the carbon elemental distribution. Hence, they cannot be used to identify any in­

homogeneities. The Fe concentration was more than an order of magnitude greater than that

of C and the uncertainty in Fe measurement by PIXE was equivalent to the carbon concentra­

tion. The Fe distribution could therefore also not be used to demarcate inhomogeneities in the

carbon distribution. It is deduced that the Zn concentration, even when present in concentra­

tions equivalent to that of Mn and Cr, could have same effect on the C distribution. The Iow

concentration ofZn, considered as a residual element, was therefore advantageous in isolating

possible carbon distribution inhomogeneity and information such as clustering or single

formed nuclei can be identified.

The observable inhomogeneity in the ~-PIXEFe elemental distribution map corresponds to
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F~ [4.4.10] fJ"PlXE quantitative true conunlTaJion correlatWlIS ofCr, Mn, Zn and Fe with
another (first 6 ima;es) and fJ"BS quantittUive true elemental distributUlfI ofC and Fe and the
elemental concentraJion correlatiollS of Fe with Nand 0 (last 3 images). For the Fe fJ"PlXE
correlatiollS, the concentration ofFe is in logarithmk sCllle since the element concentraJion is
at kast two orders ofmagnitude greater than the concentraJion of the other elements. The 6 in
the p-BS correlations indieate that backgrOUnd subtraction was performed to give qlUlntittUive
resulJs. The 2 indkates that both the peak and the background were cOIISidered.
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the inhomogeneity in the J.l-BS elemental distribution, which correlates negatively with the J.l­

BS carbon elemental distribution. It is emphasised that the J.l-BS elemental distribution of Fe

is regarded as not quantified, since the background subtraction was performed over the Fe

front edge of the J.l-BS data. The N elemental distribution image could not be quantified be­

cause of the small amount of0 in the specimen, which influenced the demarcation.

In these J.l-PIXE concentration correlations, the Fe concentration was expressed in logarithmic

scale, since the element concentration was at least two orders of magnitude greater than those

of Cr, Mu, As and Zn. Concentration correlations of Cr and Mu with Fe were constant, indi­

cating that the element concentrations were independent of the Fe elemental distribution. The

diffused concentration correlations of Zn with Cr and Mu could be attributed to low Zn ele­

mental concentrations and therefore encompass mostly statistical fluctuations. For J.l-BS, the

diffused concentration correlation ofN with Fe indicates that the nitrogen elemental distribu­

tion, though qualitative, was dependent on the Fe distribution. However, the C and Fe concen­

tration correlation, which was expected to be linear and negative, was diffused. This may be

due to the non-linear diffusion profile of C and the uncertainty in Fe measurement that was

approximately equal to the C concentration.

Il-PIXE, J.l-PIGE and Il-BS, that is Il-IBA, spectra were extracted from the low Fe concentra­

tion region in the elemental distribution of Fe, as indicated in figure [4.4.11(a}]. The demar­

cation was overlaid on the Zn elemental distribution, over the same.micro-region, as indicated

in figure [4.4.11(b)]. The extracted micro-region represents ouly part of the scarmed area

Therefore the charge accumulated was less than the charge for the scarmed area This lesser

charge consequently influences the uncertainty in measurement and minimum detection limits

of the element quantification. The spectrum of the Il-PIXE data, fitted with the GeoPIXE n

software, is shown in figure [4.4.11(c}]. In the figure the arrows indicate the peaks ofthe K
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Fi~ [4.4.111 Demarcation oJ (a) the low Fe concentration rCKion. The area dimensions are
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posed on the Zn concentration distrilJution. The spectTum oJ the ~PIXE daJa, fitted with the
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rows indkaJe the peaks oJthe K X-ray lines ofthe respective elements.
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X-ray lines of the matrix elements. The high number ofpile-up peaks in the spectrum was due

to the high beam current suitable for both PIGE and BS but not so much for PIXE, which re-

sults from the methodological compromise between PIXE and BS and PIGE. The data are

plotted in logarithmic scale and the pile-up area is therefore approximately a tenth of the peak

area.

The spectrum of the extracted Jl-BS data is shown in figure [4.4.12]. The dotted line repre-

sents the data and the continuous line the RUMP simulation to the data. Data in the energy

range 1.50 to 2.00 MeV did not deviate significantly from the RUMP simulation to the data,

since the carbon diffusion profile was assumed to be linear. This was in contrast to the Jl-BS

data of the scanned area, depicted in figure [4.4.7], which showed that the carbon diffusion

profile was non-linear.
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Figure [4.4.12] Spectrum ofthe extracted p-BS data. The dotted line represents the data and the
continuous line the RUMP simulation ofthe data. In the energy range 1.50 to 2.00 MeV, the car­
bon diffusion profile did not deviate significantlyfrom the simulation in which it was assumed to
be linear. Arrows indicate the energies ofthe respective elements when located at the surface.
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No light elements were found in the extracted area Therefore the spectrum shown in figure

[4.4.6], also represents the spectrum of the extracted WP1GE data, though poorer statistics

were found. The !!-IBA analysis results of the extracted region are given in table [4.4.7]. The

relative increase in uncertainty and minimum detection limits are due to the poorer statistics

of the smaller area The close agreement in the Fe analysis results attests the complementarity

ofIBA techniques.

Table [4.4.7] p-IBA analysis results of low Fe concentration region extracted from the area
scanned. The concentration is given in pg.g-l and in mass%, where the percentage sign follows the
element symboL The technique usedjor the analysis was PIXE unless otherwise indicated.

Element and Energy Cz Unit Uz MDL
Technique (keV) value !!g.g-I or mass% % -I Cl!!g.g ·11

.Cr 5.41 890± 190 Ilg.g"' 21 110
Mu 5.89 0.19 ± 0.04 mass% 21 60
Fe 6.40 95.7 ± 0.9 mass% 1.0 50

Fe-PIGE 847 96.3 ± 3.6 mass% 3.7 200
Fe-BS 2780 95.9±3.8 mass% 4.0 1.6mass%

Zn 8.64 1l0± 10 Ilg.g-' 9.1 20
As 10.54 80±20 Ilg.g"' 25 10

C-BS 2260 3.7 ± 0.3 mass% 8.1 1.6 mass%

So far only analyses of the scanned area and the demarcated region have been performed.

Since the diffusion profile of C was predominantly non-linear over the entire scanned area

and, in contrast, linear in the extracted area, it was essential to obtain a clearer view, espe-

dally with regard to the C concentration. This was achieved by performing a linear traverse

analysis, shown in figure [4.4.13], across the scanned area The linear traverse analysis does

not serve to emphasise the Fe inllOmogenous elemental distribution per se, but that of the

other matrix elements. The !!-PIXE linear traverse analysis for Cr, Mn, Zn, As and Fe for

comparison was shown in figure [4.4.13(c)]. The !!-BS linear traverse analysis for Fe and C

was depicted in figure [4.4.13(d)]. No linear traverse analysis was done for !!-PIGE, since
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Fe quantitative true elemental distribution map. The II'BS linear traverse analysis across the C
elemental distribution is shown in (b). The linear distance is approximately 150pm. AU values are
expressed in pg.g.l.
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light elements were not detected in the scanned area and only Fe could be quantified with

PIGE. The GeoPIXE IT software is specific to analysis by PIXE data. A routine for obtaining

a PIXE linear traverse analysis is included in the software. It is therefore not necessary to set

demarcations over X-ray peaks in spectrum of the PIXE data However, for BS- and PIGE

linear traverse analyses, demarcations had to be set over the energy range in the spectrum of

the data that included the element peak. The demarcations or cuts setup were then used to

generate a dynamic analysis map, which was applied in extracting information from the

event-by-event analysis data. It was hence unavoidable that the linear traverse analysis for

PIXE and BS or PIGE would not start at the same initial point.

The diffused distributions of Cr and Mn showed no correlation with the distributions of other

elements over the entire linear distance. This also agrees with the homogenous elemental dis­

tribution of these elements. In the linear distance range from 40 to approximately 100!!m,

there is a corresponding decrease in Fe concentration, as the high C concentration region, the

nucleus, was traversed. The pronounced positive concentration correlation between Fe and Zn

is evident in this linear distance range.

The linear traverse analysis of As shows that the element distribution was independent of the

distributions of all other elements. In the !!-BS linear traverse analysis of Fe and C, the trav­

erse of the C nucleus starts at 70!!ffi and extended to 130 lIJll, giving the nucleus a linear dis­

tance range of 60!!ffi, as determined in the Il-PIXE linear traverse analysis. A correlation is

visible even though the linear traverse analysis is not well defined.

The preceding analyses were possible since the variation in Fe concentration enabled concen­

tration profiles to be visible in the elemental distribution map. It was crucial to investigate

other regions in the scanned area where there are no concentration profiles visible in the Fe
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elemental distribution map. The aim was to expose different elemental distributions that may

indicate phenomena closely associated with inclusion of elements in the steel matrix. Exam­

ples ofthese are cluster formation or other aggregation and incomplete carbon nucleation.

Cluster formation, consisting of three agglomerates, is illustrated in fignre {4.4.14], in which

the Fe elemental distribution, the demarcation of the center and the periphery of the agglom­

erate are shown. As can be seen from the Fe elemental distribution, there are no visible con­

centration profiles that would otherwise indicate inhomogeneities.

Adjustment of the maximum concentration value to which the Zn elemental distribution was

displayed, enables the demarcation of the cluster formation. The presence of Zn, as a residual

element, was therefore beneficial. Since the Zn concentration was comparatively Iow, it indi­

cates that in the cluster formation there are small changes in concentration between the cluster

and the solid solution. The agglomerate was quantified by the elemental composition analysis

of the center and the periphery regions.

Although the GeoPIXE IT software version was well advanced, the demarcations, illustrated

in figure {4.4.14], could only be superimposed on other elemental distributions and not one

demarcation on the other. It was therefore vital to state that since the demarcation was solely

dependent on the Zn elemental concentration distribution, concentration differences not visi­

ble are included in the demarcation.

It was expected that this feature would not significantly influence the respective elemental

compositions of the regions. This is significant in that it is desired that results should not dif­

fer by more than the uncertainty in measurement of the Zn concentration.
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F~ [4.4.14] mustraJiDn of duster fomrotion during tlu! solidijkation ofcarbon. In (a) is
shown the Fe elementaldistribution to indi£ate that no concentraJiDn profiles are visible, even
though duster formaJiDn occurred. The cluster agglomerates are shown in (b), the demarca­
tion oftlu! aulomerate ceRler, with a resultant charge of 0.378 pC, in (c) and the periphery
ofthe aulomerate, with a resultant charge was 0.453pC, in (d).
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The spectra of the extracted ~-PIXE, ~-PIGE and ~-BS data are shown in figure [4.4.15]. The

PIXE data are displayed in the energy range of 4 to 25 keY, in which the K X-ray lines of the

matrix elements are emitted. The high number ofpile-up peaks in the PIXE spectra was due to

the compromise in the PIXE analysis with the PIGE and BS analysis when a relatively high

current are normally required for PIGE and BS. The more intense Zn X-ray line peak of 8.64

keV in the periphery of the agglomerate than the peak in the center of the agglomerate can be

discerned.

The y-rays emitted at 847 and 1377 keY for the reactions 57Fe p(l, 0) and 56Fe p(2, 0) were the

only useful y-rays for quantifYing the matrix element Fe as there were no light elements pre­

sent in the matrix of the scanned area. The former reaction however has a better minimum de­

tection limit and smaller uncertainty in measurement. This reaction was consequently used for

quantification of Fe. For this reason, the data are displayed in the energy range 800 to 900

keY.

In the ~-BS spectra, the energy ofB when located at the surface is indicated. This was done to

show the energy range to which the carbon concentration distribution profile was demarcated

and to discern whether the element's concentration profile was linear or non-linear.

These respective ~-mA spectra do appear to be based on the same data This means there is

hardly any visible difference in the ~-PIGE spectra and similarly, in the ~-BS spectra. How­

ever, the data for each respective spectrum differed by a maximum of only 3%. This is indica­

tive of the small concentration difference between the elements in the center and those in the

periphery of the agglomerate. It is for this reason that the maximum scale to which the Zn

elemental distribution was displayed was increased.
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F~ [4.4.15] Spectra of the extracred ~PlGE and ~BS dJJta of t,", center, on the left, and the
periphery, on the riKht, of the tJtglomerate. In the ~PlXE spectra the green line represents the
data, the red line the GeoPlXE IIfit to the dJJta and the purple line represents the background. The
X-ray line peaks of the elements, escape andpile-up peaks are indicated. The ~PlGE dJJta was dis­
ployed in the energy range 800 to 900 keY sinee t,", 1"'J' for "Fe p(l, 0) was emitted at
(845±2)keV. Boron was ineluded in the ~BS spectra to indicate the di!marcation set in di!termining
t,", carbon diffusion profile. Arrows indkate the energies ofthe respecdve elements when located at
the surfaee.
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The Jl-IBA analysis results of the agglomerate are given in table [4.4.8]. The results indicate

that a relatively small difference in carbon concentration lead to cluster formation. The Zn

concentration in the peripheral region was greater than in the center. The difference in Fe

concentration was relatively low and hence the reason for not observing any concentration

profiles in the Fe elemental distribution map. For both regions there were small differences in

1) concentrations of Cr and Mn and 2) the absolute error in the Zn quantification. This signi-

fies that in the demarcation of the agglomerate center and periphery, the inclusion of regions

where Zn elemental concentration profiles were not visible, do not significantly affect the re-

sults. No significance could be ascribed to the difference in As concentration, since these val-

ues were slightly more than the MDL and less than the element uncertainty in measurement.

Table \4.4.8] fl-lBA analysis results ofthe agglomerate resultingform clusterformation during so­
lidification ofcarbon in a solid solution ofFe. Values are given pg.g-l unless indicated by % after
the element symbolfor mass%.

Element Agglomerate eenter Agglomerate periphery
symbol Cz Uz MDL Cz Uz MDL

Cr 920±400 44 110 900±430 48 120
Mn 1430±440 31 60 1420±420 30 70

Fe% 98.4± 1.61 1.6 50 97.1 ± 1.01 1.1 60
Fe%-PIGE 98.9±3.6 3.7 200 98.6 ± 1.05 1.1 200

Fe%-BS 98.7 ± 3.8 3.9 1.6 98.6 ± 1.05 I.l 1.6
Zn 110±60 55 20 190± 50 26 30
As 60±20 33 30 40±20 50 30

C%-BS 2.87±0.2 7.0 1.6 1.57 ± 0.2 13 1.6

Another phenomenon, closely associated with the incorporation of carbon into the steel ma-

trix, is incomplete nucleation. An example of this is shown in figure [4.4.16(a)]. The nuclea-

tion is termed incomplete when compared with the theoretically determined forms of com-

plete nucleation, which are reproduced figures [4.4.16(b) and (c»). These examples were ob-

tained from, respectively, Bhadeshia (2001) and Shyy and Udaykumar (2002).

147



Chapter 4.4 - Steel

(b)

F~ [4.4.16] IUustration ofincomplete nucleation ofcarbon from the p-PIXE elementDl distribu­
tion mop ofFe (Mars et aL IV, 2(03). In (a) is shown the solidification of the caroon in steeL The
area scanned was 200pm X 200pm. A indU:ates the center of the nucleus, AB the prinuJry dendrite
and BC the secondary dendrite. L indU:ates the position of the linear tra.erse analysis performed
across the nucleus to illustrate the carbon concentraJion profile. The theoreticaUy determinedforms
ofcomplete nucleation, in respecti.ely (b), from Bhadeshia (200/) and in (c) from Shyy & Udayku­
mar (2000), are shown for comparison.
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In this figure, A is the center of the nucleus, the region ofhigh carbon concentration. From the

nucleus the carbon diffused outward into the regions of high Fe concentration. The imposed

thermal profile in the interface between this high carbon concentration region and the region

of lower concentration was lower than the local region temperature. This condition is nor­

mally referred to as constitutional supercooling. A disturbance of the planar interface, towards

B in figure [4.4.16], occurred. This cansed a protrusion of the solid C into the Fe liquid. The

perturbed C solid found itself in a metastable state; metastable since this region was below the

temperature of the nucleus. Further solidification of the solid carbon ensued and the solute

was released into the Fe liquid ahead of this perturbation, (from B to C in figure [4.4.16)),

causing a runaway. Unstable growth ofthe perturbation resulted, since this small perturbation

ended up in more supercooled liquid. The resultant morphologir,.al instabilities, indicated by C

in IIgure [4.4.16)) are referred to as dendrites.

Dendritic formation was common in alloying, especially with carbon, since the carbon solute

normally partitions between the solid and the liquid phases. Segregation does not normally

occur ahead of the dendrite tip since the main partitioning is that of solute trapped between

the dendrite side-arms, shown by B in figure [4.4.16]. Increasing the solidification rate can

reduce the segregation scale and subsequently the size of the dendrite arm decreases, as indi­

cated by BC in figure [4.4.16].

The carbon concentration profile is illustrated by the linear traverse analysis, performed

across the nucleus, in figure [4.4.17]. The high carbon concentration could be deduced from

the decreasing Fe concentration in the linear distance range from 20 to approximately 100/lID.

There was also the correspondllg increase in Cr concentration. The uncertainty in the Cr con­

centration measurement in this region was relatively high.
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F~ [4.4.17] linear traverse analysis across the nucleus (A), as indicated by the solid line in figure
[4.4.161· The high carbon concentrution is deduced from the decrease in Fe concentration. Further
discussions are in the text.
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Chapter 4.4 - Steel

For this reason it can only be tentatively stated that Cr exhibited a positive correlation with

carbon in regions where the carbon concentration was greater than 10 mass%. The distribu­

tion ofMn and As are diffused and no trend in the correlation conld be discerned. The carbon

concentration, in the linear distance range of 20 to 100/-lID, ranges from 10 to 25 mass%.

Hence, in this region the phase structure changes are from Fe4C through Fe3C and FezC to

FeCz in the center of the nucleus. Based on figure [4.4.2], these phases are described as ce­

mentite and ledeburite cast iron (Bhadeshia, 2001).

Jl-PIXE, Jl-PIGE and Jl-BS have been applied in the investigation and quantification of the

elemental distribution in steel. It is of interest to model this type of micro-segregation in par­

ticularwith respect to I) the overall pattern of segregation knowing that C diffusion was lin­

ear in high concentrations and non-linear in low concentrations and, 2) the resultant micro­

structure with reference to figure [4.4.13].

Since microstructural features are of considerable importance to the materials scientist, a sec­

ond level of inhomogeneity was necessary. As an example, during steel processing, the solutal

inhomogeneity arose from the rejection of solute from the solid into the liquid (Bhadeshia,

2000). The solute therefore microsegregated in the final product and this segregation should

ideally culminate in a globular distribution. Shyy and Udaykumar (2002) provided a guideline

for the diffusion length scales with which the microsegregation generally occurs. It was there­

fore of interest to establish the scales and the dendritic arm spacing, which resulted in grain

size distribution. The aim was to simulate the elemental concentrations obtained from x-ray,

y-ray and backscattered data onto existing theories of microstructural segregation. In this

manner the extent of agreement between the data and theory would be ascertained.

Various theories to explain microsegregation have been proposed. Ofthese, Beckerrnan and

151



Chapter 4.4 - Steel

Viskanta (1993) detailed the volume averaging or filtering theories (VA); Shyy and Udayku­

mar (2000) proposed the multi-scale modeling for solidification (MSM); the theory of

Stenden et al. (1997) is discussed in section [4.4.1]; and, Thevosz et al. (1989) proposed the

two-level micro-macro modeling strategies (TMM).

Concepts such as the solid-, interdendritic- and extradendritic phases and the corresponding

volumes, areas and concentrations of th~se phases are used in the model. These concepts are

however defined in the VA theory and are, for clarity, illustrated in figures [4.4.18] and

[4.4.19], which were obtained from Shyy and Udaykumar (2002). The TMM model has been

chosen for data simulation, since the physics at the macro-level as well as the grain growth

phenomena, encompassed in the theory, are computed separately. The mesoscale physics are

then periodically transferred to and incorporated into the macroscale.

The primary and secondary dendritic lengths are the basis for determining the diffusion length

of each of the phases. The profile of the secondary dendrite arm, as obtained in this study, is

shown in figure [4.4.16].

Computation of macro-level physics and grain growth offers bi-directional information ex­

change as the evolution of the subgrid model is time-stepped in small increments. The dynam­

ics of the meso-scale, pointed out by Shyy and Udaykumar (2002), was periodically trans­

ferred to the macro-scale. The evolving microstructure also utilises information from the mi­

cro-scale.

Before discussing the physics equations underlying the TMM model, it was necessary to de­

fine internal- and external variables. The internal variable changes as the system changes,

whereas the external variable remains the same, whether the system was static or dynamic.

152



Chapter 4.4 - Steel

MicroscaIe (1.2)

x

IMesoscale (i'1) I
{Ijl }

(c)

Macroscale (h)

<{Ijl}>

h
)..2

Figure [4.4.18J mustration ofthe concepts ofthe averagingprocess on the macro-, meso- and mi­
croscale, involved in the dual-scale averaging to obtain macroscopic volume-average equations,
the secondary arm spacing, A" the primary arm spacing, A] and the computational grid spacing
with /{/the averaging (Shyy and Udaykumar, 2002).

Figure [4.4.19J mustration to emphasise the definitions ofthe averaging volumes for the first
and second averaging processes. The respective phases are indicated and the envelopes are
shown shaded (Shyy and Udaykumar, 2002).
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Chapter 4.4 - Steel

The average concentration in the solid phase, Ca., was regarded as an internal variable since it

changes as the system changes. The physics at the macro-level encompasses parameters such

as enthalpy, h, specific heat, cP, temperature, T, fraction of solute, fs, latent heat, L, Ds, the dif-

fusion coefficient and the partition coefficient, k. Should the thermophysical properties re-

main constant and the solid and liquid densities equal, then the enthalpy, as discussed by At-

kins (1999), is given in equation [4.4.1]. For a pore-free material, Ca. was defined in terms of

h = cPT + l(l-f,) 4.4.1

solid concentration, Cs, and the liquid concentration, Cb by equation [4.4.2]. Furthermore,

Cav = (1-[,) + f,c, 4.4.2

should the liquidus be constant then the melting temperature, Trn, and the partition coefficient

are expressed by equations [4.4.3] and [4.4.4]. To adequately describe the system, it was nec-

T=Trn+mct 4.4.3

4.4.4

essary to defme Cs in terms of Cl. Both these parameters at the ruicro-level depend on the so-

lidification at the dendrite level. To express this relationship, Thevosz et al. (2000) defined a

dimensionIess parameter, 11, which was normalised with respect to half of the secondary arm

spacing. They also assumed that the diffusion proceeds by Fick's second law, which is de-

tailed by Atkins (1999). This relationship is given by equation [4.4.5]. However, for cs, Mo

dc, = (kC, - c,) df, +-!.. D, ac,
dt f, dt f, A.; Otj

4.4.5

(1994), using an adjustable parameter, ~, introduced an evolution relationship, equation

[4.4.6], which was based on the investigations of Ganesan and Poirier (1990) and Ni and

Beckermann (1990). ~ is merely an empirical constant. It was introduced since the equation

4.4.6

contains internal variables. The purpose of~ was to provide an exact simulation to the exp­
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erimental data. In view ofthis internal variable approach, Thevosz et al. (2000) and references

therein, proposed the power-law approximation approach to the evolution of cs, given in equa-

tion [4.4.7]. Y has the same definition as I; and was the result of assuming that the total solute

redistribution in the liquid and solid-liquid interface is in equilibrium. The solute flux at the

dc, _(kCt-C'J(df, + D, Y+1J
dt - f, dt;\.~ fs

4.4.7

solid-liquid interface, jsl, can be introduced by applying the previous equations, which yields

equation [4.4.8]. This in turn yields equation [4.4.9] with respect to the internal variable ap-

dc d«l-fJC t k df, .= + CI-+J~
dt dt dt

4.4.8

proach and equation [4.2.10] with respect to the power-law approximation approach. These

equations can therefore be used to adequately describe the system.

. = D, (1+ )kc t -c,
J~ ;\.2 Y f

2 ,

4.4.9

4.4.10

wPIXE, Il-PIGE and Il-BS could be used for emphasizing the small inhomogeneities in the

structure of the steel. The event-by-event analysis facilitated the extraction of both Il-PIGE

and Il-BS data, which could afterwards be quantified. In this quantification it was found that

the elemental distribution of elements Mn and Cr is homogenous and primarily biglobular.

Because of this homogeneity and the relatively high concentration of these alloying elements

it is inferred that the distribution is not affected by the presence of other elements or by any

external variable such as the solidification temperature. The concentration of Zn is compara-

tively low, but this residual element aggregates with Fe, exhibiting a positive correlation. Ele-

mental distribution ofC showed a negative correlation with the distribution of Fe and Zn. The

negative correlation of the Fe- with C distribution was expected since C was added as a
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hardening alloying element. However the presence of Zn made the identification of subtle in­

homogeneities of the C distribution, such as cluster formation, possible. Although Fe corre­

lates positively with Zn the Fe distribution could not be used to identify these inhomogenei­

ties as the concentration of Fe was at least an order of magnitude greater that the concentra­

tion of C. The distribution of C was however biglobular or colloidal as is usually intended

when alloying C with Fe. The presence of As in the steel matrix could have occurred during

the processing of raw materials. The quantity found is relatively low, and in many instances

lower than the MDL. However, the distribution of As did not have any visible effect on the

distribution ofthe other elements.

The j.l-PIGE data extracted from the total scanned area showed the absence of light elements

in the matrix ofthe steel, and consequently also in the extracted regions.

j.l-BS could be used to quantify the elemental distribution of C in the steel specimen. The BS

data showed that the diffusion of C over the entire scanned area was undoubtedly non-linear,

but in regions of high C concentration the diffusion was essential linear. From this it was in­

ferred that the diffusion profile ofC in low concentration regions of the element is non-linear.

Cluster formation of C only occurred in regions where the C concentration is relatively low

and the phase of the agglomerates that constitute the cluster was L-Fe3-C. Incomplete nuclea­

tion is present in the matrix and the concentration of Cr in the nucleus was relatively high

compared to the concentration in the surrounding regions. The ratio of the primary to secon­

dary arms of the micro-segregation agrees with the value determined theoretically by various

authors.
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Chapter 4.5 - Overview

4.5 Overview

The advanced instrumentation, discussed in section [3] and the theoretical fundamentals, ex­

plained in section [2], on which this instrumentation is based, are mere implements available

to the researcher, with which the ultimate aim would be to not only contribute to present-day

science, but to establish further in-roads. The onus therefore rests with the researcher to dem­

onstrate unique applications of these theories and instrumentation to the industrial sector of

the economy.

This demonstration was achieved fIrstly to the identifIcation of sorption electrodes, destined

to be used in the purifIcation of contaminated water. This purifIcation is essential in the world

where frontiers of industrial development are extended often further than it could be sustained

by present circumstances. The sorption electrode matrix consists primarily of alumina into

which was incorporated zirconia and the electrode was coated with metals and rare-earth met­

als. Use of the implements facilitated the complete quantifIcation of the sorption electrodes

from the purely elemental composition to the determination of inhomogeneities that varied in

dimension of micrometers. In addition, this micro-variation was the applied to establish de­

gree to which the applicability of the sorption electrodes would purifY the contaminated wa­

ter. The model applied for the evaluation of the ceramic-based sorption electrode compares

well with those ofBladergroen (2002).

In the second instance, new information was made available on the preparation of high tem­

perature superconductors, where the compositional variation in depth with pulsed laser energy

density could be ascertained. Hence by adjusting the use of the instrumentation, the composi­

tion could be quantifIed as the layer increased in thickness.
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The third instance, in which this demonstration was achieved is in the quantification of steel,

where, with the incorporation of residual elements the quality of the product could at will be

pre-determined. This pre-determination was based in the results such as the effect of elemen­

tal distribution of residual elements on the characteristics of the specimen; the diffusion pro­

file of the incorporated carbon in region of high or low concentration; the significance of

chemical composition in cluster formation and the nucleation, even though this nucleation ap­

pears to be incomplete. To reach beyond the quantification of the available data, this data

were also applied to proposed theories, an application, which proved that there, exists an

agreement between the two.

In these three instances the unique application of the micro-analytical techniques was demon­

strated.
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Appendix [5.1]

Appendix [5.1] Values ofuniversal constants used in this study. The symbol of the constant, the
uncertainty, Uz, in determination, expressed as ppm (pg.g-l), and where necessary, the equation are
given. Other constants have been includedfor completion (Nist, 2001).

Quantfty Symbol, equaUon Value Uneert. (ppm)

speed of light in vaewm'l e 2.997 924 58x10fll an S·1 0

Planck constant h 6.626 075 5(40)x1o-D erg s 0.60

PIanck constant. reduced
._. 1.054 572 66(63)x10-7I' erg S 0.60

=6.582 122 O(20)xl0-::Z MeV s 0.30

eJeclron charge magnitude • 4.803 206 8(15»(10-10 esu 0.30
... 1.602 177 33(49)x10-" coulomb 0.30

COlIVef5ion constant ne 197.321 053(59) MeV €m 0.30

conversion constant (lie)' 0.389 379 66(23) GeyJ mbarn 0.59

electron mass m. 0.510999 06(15) MeVlcl- =9.109 389 7(54)x1o-z' 9 0.30,0.59

prolDn mass m• 938.272 31(26) MeVlc2. urn 623 1(10)x1~ g 0,30.0.59

neutron mass m. 939.565 63(28) MeVlrt =1.674 928 6(10)xl~9 0.30.0.59
co 1.008 664 904(14) emu 0.014

deuteron mass m. 1875.613 39(57} tMVlc' 0.30

atomic mass unit (emu) (rna5$ C'12 alom)l12 = (1 g)IN" 931.494 32(28) MeVlr;2 =1.660 540 2(10)xlo-a' 9 0.30.0.59

electron d1aIge to mass ratio elm. 5.272 808 6(16)xl0f1 esu g-t 0.30

= '.758 819 62(53)x10- e::euomb g,l 0.30

~ DC magnetic b hi. 4.135 669 2(12}x1O-15 joule s coufomb-1 0.30

Josephson frequency-voltage ratio 201h 4.835 976 7(14»(10101 cycles s-' v-' 0.30

Faraday constant F 9.648 530 9(29}xl0' coulomb mol-I 0.30

fine-strueturB constant Cl= e1Jti c 1/137.035 989 5(61} 0.045

classical electron radius r.=r/m.cJ 2.817 940 92(38) fin 0.13

electron ComplOn wavelength 1. '= ft/m.c '= r. Cl-1 3.861 5S3 23(35)xlo-" an 0.089

proton Compton wavelength 1.,.=ft/m,c 2.103 089 37{19)xlO-" an 0.089

neutrm Compten wavelength 1.. '= ft/m.c 2.100 194 45(19)x10-" an 0.089

Bohr radius (m_= -) Cl_ lE ft~/m.r. r. (1"'2 0.529 177 249(24}xlo-- cm 0.045

RyObe'1IeM'1JY hcR_ '"' m.e·f21'j2. m.r?a:12 13.605 698 1{40) aV 0.30

Thomson aoss section ~ '"' tb;r 213 0.665 246 16{18) barn 0.27, .
"""''-' ~.elfl2m.c 5.788 382 63(52)xlO-1$ MeV gauss_l 0.089

nuclear magnet<>n p..=eftl2m"c 3.152 451 66(28)x10-lI MeV gaun_l 0.089

electron cyclotron frequencyMeId W~-elm.c 1.758 819 62{53}x10' radian .-t.gauss_t 0.30

""""" _ ....""""/field (I)~=elm.c 9.578 830 9(29)x10' radan .-' gauss_I 0.30

gravitational c:onstart G. 6.672 59(85)x1o-' cm'g-' ,4 128

ga'f. acoelemtion. sea level. 45" Ial • 980.665 O1lr 0

Fermi coupling constant G!(lie)' 1.166 39(2)x1Q""6GaV4 20

Avogadro number N. 6.022 136 7{36}x1an mor-I 0.59

rnc:iar gas constant. ideal gas at STP R 8.314 510{70}x10' q mot"l K""t 8.4

BoIlZmarV1 COf'lStart k 1.380 658(12)x10-" erg 1(""1 8.'
• 8.617 385(13)x1cF aV K""" 8.4

moI:ar volume, ideal gas at STP N
Io
k(273.15 K)/{ atmosphere) 22 414.10(19}~ mat"' 8.4

StefarHkitzmann CClrlSla1t a .. w;lk'/SOft Sc2 5.670 51{19)x1~erg ,-, an..z K-4 34

first radiatioo ax'lStart 2shc' 3.741 774 9(22)x104 erg crnZ 5-1 0.60
second radiation constant hcIk 1.438 769(12) an K 8.4
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Appendix [5.2.2]

Figure [5.2.2(a)] Background co"ection using a 125pm thick Be absorber. The continuous line is
the average 0/10 spectral backgrounds digitized/rom the GeoPlXE 11 spectra and the discontinu­
ous line is the theoretical background calculated/rom equations in 1shii andMorita (1988).
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Figure [5.2.2.(b)] Background co"ection using a 102pm thick Al absorber. The continuous line is
the average 0/10 spectral backgrounds digitized/rom the GeoPlXE 11 spectra and the discontinu­
ous line is the theoretical background calculated/rom equations in Ishii and Morita (1988).
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Appendix [5.2.3]

Appendix [5.2.3) The channels ofpossihle nuclear reactions when the nucleiofelements lithium to
magnesium, regarded in this study as light elements, are hombarded with 3 MeV protons. The
calculations are based on the work ofMoller et at. (1995). Both the corresponding Q-values and
threshold energies, in Me V, are given.

Lithium

1~~~R_e~aC~ti~·o~n~p,,-r~o,,-d~u~ct~s~~.lQ-Value (MeV) I. Threshold (MeV)

il=.. ========2=0.=========1 17.34696 I1 0.00000

l .. 8Be +"( L.. 1.7.2~51~ [. ......0.00000

il;c..I=.:::::::::~::=+=+:::::::::=I===_=~·=.:=o=~=:=,.=, '=.'~j ::::
11 p+t+o. . .1. -2.46705 L 2.82143

Beryllium
, '0'-' - •..._.- •.. - .' "'0" __"_"'_' . -".-_." _...•. _. •.... -. - - .._..•..~ -'0

I Reaction Products I Q-Value (MeV) I Threshold (MeV)
.-.~

I 1!13 +"( I 6.58585 I 0.00000
.. . .- ~-_.-

-- ,-_._,", .-. '------- _._~ ----",,- . . ._"

I 6Li +0. I 2.12535 il 0.00000

1
d+2o. I 0.65102 I 0.00000

I 8Be +d J.. 0.55918 I 0.00000
"'--" - .. . --_." - ,'--,-- •.. -_._"- -- ..- ..

il '13e+p I 0.00000
1 0.00000

\ n+p+2a J -1.57357 L 1.74955
. -- ---_. _... .. - .'- ,_."-,,,,--- . ,'-- ',' _. -- ..

I 8Be+n+p I -1.66541 j[ 1.85166
.. . - .-------- ... -"--"""--... - _.. -', .. "- ---._,'- ..

I '13+n I -1.85049 I. 2.05743

L sHe+p+o. L -2.46358 J 2.73908
.. _....• ... _.. ,-_.- '-', ..•.._- . . -,', M,"_ ._ • .. ---- -_._- .. . .. _... -

Boron

I Reaction Products LQ-Value (MeV) j[ Threshold (MeV)

I 12C+"( t. 15.95708 j 0.00000
-- . - _.' ', .•_-.,.. - '.

I 30. I 8.68229 I 0.00000

1
8Be + o. I 8.59045

1
0.00000

1
llB+p

.. 1.. 0.00000 .1. .. 0.00000
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Appendix [5.2.3] (continued) The products ofpossible nuclear reactions when the nuclei of
elements lithium to magnesium, regarded in this study as light elements, are bombarded with 3 MeV
protons. The calculations are based on the work ofMoller et aL (1995). The corresponding Q­
values and threshold energies, both in MeV, are given.

Carbon

[ Q-Value (MeV) J Threshold (MeV)
--~.~ .._-~ .. ,,-

I 7.29706
1

0.00000

I 0.00000 I 0.00000

Nitrogen

'I 1~+p

I[ .Rea.c.~o~~~oduc!s._
11

15
0 + 'Y

ijQ~g~e~~~~: ~;~~~~.- ·T;~~;~~~;:~~·l-· Threshold (MeV)

!1~~~-~17-F-+-'Y~-------'--1 0.60027 1 0.00000

'I. 16
0 + p I 0.00000 .1 0.00000

Fluorine

1 1 I
_." - +- .. ,._, ••,----,

Reaction Products Q-Value (MeV) Threshold (MeV)

1
2~e+'Y I 12.84360 I 0.00000

'I
16O+a J 8.11372 ... .....1 0.00000

.-.~._- ..- _.....•..._.-

I 12C+2a I 0.95175 I 0.00000

I[ l~+p 1 0.00000 I 0.00000 I-~--_._-- _. . "-"'" -'---'--- _._. '. -.
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Appendix 15.2.3] (continued) The products oJ possible nuclear reactions when the nuclei of
elements lithium to magnesium, regardedin this study as light elements, are bombarded with 3 MeV
protons. The calculations are based on the work ofMoller et aL (1995). The corresponding Q­
values and threshold energies, both in MeV, are given.

Sodium

2.45653

Magnesium

11
Reaction Products I Q-Value (MeV) I Threshold (MeV)

11
25Al +1 [ 2.27135 I 0.00000

'I 24Mg+u [ 0.00000 I 0.00000

Aluminium

'I
~

r tReaction Products Q-Value (MeV) Threshold (MeV)

I 28Si + 1 [ 11.58503 J 0.00000

:1
24Mg+u J 1.60062 I 0.00000

'I 27Al +p r 0.00000 I 0.00000

Phosphorus

'I ReactionProducts~ LQ-Value (M"eV)Jr.=~.=T=h=r=es=h=o=ld=(M=e=V)=="1
,lr.•.=··=··~=·=~==~··=32=S=+=1====-.[ 8.86403 ~.I=.=====0=.0=00=0-,-0====_1

11====2-::8S=i=+=u=====.:.[ . 1.91587 '======0=.0=00_0=0=_=="-1I 31p + P r 0.00000 1 0.00000
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Appendix [5.2.3) (continued) The products ofpossible nuclear reactions when the nuclei of
elements lithium to magnesium, regarded in this study as light elements, are bombarded with 3 MeV
protons. The calculations are based on the work ofMoller et al. (1995). The corresponding Q­
values and threshold energies, both in MeV, are given.

Potassium

Q-Value (MeV) :\ Threshold (MeV)

8.89152 .J 0.00000

2.27709 I 0.00000

0.52874
1

0.00000

0.00000 In 0.00000

iil~=====R_e=ac=ti=:o="~='p=····~=·o=d_u=ct_s=====-·l=.•. =============.;·_···· ... _. .. - -" .

'IF...=__=__=....=.. ===4=lc=a=+=Y====._=_=J=================1

11=====3=7
Ar
=+=a====c..,I==========.e============-=--1

:1 40Ca+n I

r. ~+p .. 1

Calcium

\1=_='==R=e=a=c=ti=on=..=p=r=Od=.u=C=ts===[Q-Value ~eV) [=..=__=T=h=r=es=_h=.~=I_d=... =(M=e=V)==="1

11=.=.======4c:-ls=c=+=y======~I====_1._08=5_0=8==_I=====_0_.0_0_00_0_== __1

11. 40Ca + p I 0.00000 I 0.00000

Chromium -.. _--. ---'---_. - ~ ...._•... _-

'I Reaction Products I Q-Valoe (MeV) I Threshold (MeV)

it 24Mg+y .J. 11.69296 L 0.00000
, . "-_..,',- _. . --- --_ ..----' ...

I1
2!Ne+a I 2.37652 I 0.00000

I1
~a+p I 0.00000

1
0.00000

il 160+2a J -2.35336 ...... l 2.45653
.- _.--',- •..- . " ..._-"..•.•.•_._ ..•., ..•,-

Manganese

il Reaction Products I Q-Valoe (MeV) I Threshold (MeV)
_.. -

I 56pe +y I 10.18367 I 0.00000

I 52Cr+a l. . 2.57049 ..1 0.00000
.' ----,.- .. -_.-,-.' ',--'

I 55Mn+p
1

0.00000 I 0.00000
I

I 55Fe+n I -1.01374 I 1.03234I
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Appendix [5.2.31 (continued) The products of possible nuclear reactions when the nuclei of
elements lithium to magnesium, regarded in this study as light elements, are bombarded with 3 MeV
protons. The calculations are based on the work ofMol/er et aL (1995). The corresponding Q­
values andthreshold energies, both in MeV, are given.

Iron

il..._l{~actio~.!~o.~ucts .rg-~alu~ ~e")]==Th=r=es=h=o=ld=(M=e=V)==1
I1 57CO + 1 1 6.02768 I 0.00000

ilr...~....~~~-5~~e~+~p~~~-I?:0?O?O ..... J~---O-.o-oO-O-O~---1

11.~3Mt1 +a J -1.05333 . .L 1.07231

. Copper

11
Reaction Products [ Q.~Value~e~ .. 1

Threshold (MeV)

'I 65Zn +1 I... 7.77601 I 0.00000

,I... 61Ni + a [ 3.66006 I 0.00000

11
64cu+p 1. 0.00000 I 0.00000

"--"-,'-"----- .-

il 64Zn+n
1

-0.20362 I 0.20683

L 57Fe+2a 1 -2.80596 . .1 2.85020
-_._..~ .. _- - ~---

Zinc

,I Reaction Products J Q-Value (MeV) t Threshold (MeV)
_.....~,,~ ... -.-_._._ .••... ,._'

il 66Ga +1 I 5.10254 [ 0.00000

11
62Cu+a I 1.75082 I 0.00000

t 65Zn+p I 0.00000 ... J... 0.00000
--_...••-.,--_.._~-,-

Yttrium

I1 Reaction Products LQ-Value (M.eV) l Threshold (MeV)
. -_..- .. _.•.._-'-

L 9OZr+1 I 8.35487 I 0.00000

I 86Sr + a
1

1.68353
1

0.00000L

1 89y+p L 0.00000 I 0.00000
.__ .- .~- ~ .. ". __._-_.-
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Appendix [5.2.3] (continued) The products ofpossible nuclear reactions when the nuclei of
elements lithium to magnesium, regarded in this study as light elements, are bombarded with 3 MeV
protons. The calculations are based on the work ofMol/er et aL (1995). The corresponding Q­
values and threshold energies, both in MeV, are given.

Zirconium

Il Reaction Products J. Q-Value (MeV)
..1

Threshold (MeV)
..__.........._...__ ..

11
92Nb+r I 5.84684 I 0.00000

I1
88Y + a .J 1.27000

1
0.00000

•....-. ~..~•.. - ,,-- .. - -- .... ----_..•._-~... _.~-_.~_ .•..._-

11
91Zr + p I 0.00000 I 0.00000

a 91Nb+n
1

-2.03576
1

2.05833
I1

Barium

12"~"'....",..~""...",.R=.e",~.=c~~~::"~=.p:=:=;",,~.=~c=t,,,,~.:=. =._=.=+It':;:I:~V) f~~:;;;;'V)-

11..c..=...c=..c=..c=1..c
34
=c=s=+=a..c==..c==-"I==4=.=03=3=1=8===.1 0.00000

I1 13lJ +2a . I 1.64496 I 0.00000

11==.=... =..=.=..=~.-=:'3~=~=a=+=p===...=._=J 0.00000 J 0.00000

1I 126Sb+3a I -1.31478 I 1.32446

'1--=--:1"""37-La=+-n-=--1 -1.38248 1 1.39265

1=.. ===1,::,:33",x=e..c+=p=+=a===1 -2.50341 l ...oo ••• 2.52184

:1 133Cs + n + a 1 -2.85841 I 2.87946
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Appendix [5.2.4]

Appendix [5.2.4] Proton backscattered spectrum ofthe Ir on Si standard used in the calibration of
backscattering data. The inset shows the Ir peak.

2.0

Energy (MeV)
2.5 3.0
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