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SYNOPSIS

The impetus for the refinement and renewal of daily-used products has spurred international
interest in investigating the small inhomogeneities that might exist in these products. This in-
terest has become an important part in the design philosophy, which is based on structural in-

formation gained by the analysis of these produets.

It is this drive that initiéted the study to investigate the simultaneous use of novel nuclear ana-
Iytical techniques such as micro proton induced X-ray emission (u-PIXE), micro proton in-
duced gamma-ray emission (n-PIGE) and micro proton backscattering (1-RBS) to achieved a
broader and yet deeper insight into the fine structure of products. The fundamental underlying
physical principles of these techniques are discussed to gain in-depth knowledge on how to
them to obtain the desired information. Also determined was the degree of accuracy that could
be attained in the application of this knowledge. These principles were evaluated in conjunc-
tion with the instrumentation with which the applicability of these techniques could then be
further extended. More so is the use of sophisticated software that facilitated the use of both
physical and instrumental parameters. After describing the necessary implements to achieve

this further know-how, products of industrial origin were investigated to determine inho-

mogeneities that existed in those products and compared those theoretical values.

The first application was made to ceramic-based sorption electrodes to be used in the purifi-
cation of wastewater. These sorption electrodes are tubes that consisted primarily of an alu-
mina matrix onto which zirconia and other metals were deposited. The sorption electrodes
were coated with rare-earth metals and other metals, which would constitute a conductive
layer. A voltage was applied over these sorption electrodes and contaminants would adhere to
the conductive surface. After purification the voltage was reversed and the contamination re-

leased. The elemental distribution of the metals and the variation in the thickness of the coat-
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ing were therefore critical. The base m_aterial was analysed to ascertain the chemical composi-
tion, which would be used as grounds for further analysis. The mathematical model for the
purification, developed in the course of the study, was then used to evaluate the efficiency qf
the coating on the base material. The chemical analysis of wastewater from the Scientific Ser-
vices of the Athlone Treatment Works, Athlone, Cape Town was used in the evaluation of the
efficiency of the ceramic-based sorption electrode. It was found that, for instance, in the re-

moval of Ca, only 40 mass% of the element is removed.

In the second application, specimens of the high temperature superconductors, YBCO, were
prepared by pulsed laser deposition. Together with the instrumental parameters the composi-
tional variation in depth with pulsed laser energy density could be ascertained. Therefore by
adjusting the use of the instrumentation, the composition could be quantified as the layer in-
creased in thickness. The simultaneous use of p-PIXE, u-PIGE and p-BS facilitated the ob-
jective quantification of high temperature superconductor specimens that were produced by
pulsed laser beam. The inhomogeneity of the elemental distribution of the components of the
YBa,Cu;0 layer was attributed to the interaction of these elements when the deposition was

performed at high laser beam energy

The third instance, in which this demonstration was achieved, was in the quantification of
steel, where, with the incorporation of residual elements, the quality of the product could be
determined. This quality determination can be based on 1) the effect of elemental distribution
of residual elements on the characteristics of the specimen, 2) the diffusion profile of the in-
corporated carbon in regions of high of low concentration and 3) the significance of chemical
composition in cluster formation and the nucleation, even though this nucleation appears to be
incomplete. To reach beyond the quantification of the data, this data were also applied to pro-

posed theories, an application to verify its validity.
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Chapter 1 Introduction and Scope of Investigation

1.1 Introduction

Continual progress in the development of new materials is impossible ﬁithout reliable meth-
ods to‘analyse the composition and properties of these materials. Furthermore, the refinement
in the selection of maternials for particular industrial applications becomes difficuit and some-
times impossible without information on the smali-sized inhomogeneities of the structure émd
composition of these materiais. The emphasis on small-sized inhomogeneities is due to the
present-day scientific shift from large-scale production of commodities to the miniaturisation

{ i

of systems such as micromachining at the molecular level (Morgan, S., 2001).

These micromachines are of the order of micrometers (10°meters or pm) and of nanometers
(10®meters or nm) in size, hence the term nanotechnology. In a few decades, they will be
used to manufacture consumer goods at the molecular level, piecing together one atom or
molecule at a time to make sophisticated materials and applications of various sorts. As cars,
aeroplanes and computers have revolutionised the world in the last century, so nanotechnol-
ogy will have an even more profound effect. So phenomenal is the surge in this direction that
the United States government increased their investment in panotechnology from an amount
of $227 million in 2000 to $497 million in 2001 (Morgan, G., 2001). Nanotechnaology is
therefore the new frontier with a compelling impact. Although much of the basic research will
take more than a decade to complete, the process itself will initiate a new industrial revolu-
tion. This technology is likely to change the manner in which almost everyﬂling is designed
and constructed. The vast technical feasibilities include: sclf-assembling consumer goods,
computers that function billions of times faster than those of the present day, novel inventions
and smart materials, safe and affordable space travel, medical nanotechnology, which poten-
tially can lead to a virtual end to illnesses. Even though vast amounts of finance have been in-

vested in the science of nanotechnology, mass production is in the early stages of develop-
2



Chapter 1-- Intreduction and Scope of Investigation

ment as the manufacture of these micromachines is still too costly (Morgan, S, 2001). There
is therefore a rgrowing demand for accurate, sensitive and non-destructive microanalytical
techniques and a need to improve existing techniques in order to determine the structure and
quantitative composition of spectmen materials. For the purpose of this study, the new defini-
tion of the term “analytical technique™ encompasses both the instrumental analysis and imag-
ing. The techniques should be based on novel methods that arise from the discovery of new
physical and chemical effects or improvements that are adaptations of well-established princi-
3

ples. They should also be evaluated against other methods of analysis, since it will emphasise

their specific applicability over, or in preference to, other methods and will assist in finding an

accurate solution to a specimen matrix by the least costly means.

Ton Beam Analysis (IBA) is a group of generally non-destructive analytical techniques used to
obtain quantitative elemental information of specimens. When a specimen is bombarded with
a monoenergetic beam of charged particles, moving at high speed, they interact with the elec-
trons and nuclei of the atoms. This can lead to the emission of particles, backscattering of par-
ticles or generation of various types of radiation whose energy is characteristic of elements in
the specimen matrix. The more common IBA instrumental techniques are Backscattering
Spectrometry (BS), Particle Induced X-ray Emission (PIXE), Nucleai' Reaction Analysis
(NRA); such as Particle Induced Gamma—ray Emission (PIGE), Scanﬁing Transmission lon
Microscopy (STIM), Scanning Electron Imaging (SEI), and Ionoluminescence (IL). This
study concentrates on the simultaneous use of the three techniques of PIXE, PIGE and BS.
Figure [1.1] gives a schematic‘ illustration of these three IBA instrumental techniques and
other related techniques. The letter “P” contained in the acronyms given in the figure, nor-
mally implies a charged particle, but in this study it will represent the proton. For the tech-

niques of PEXE, PIGE and BS, the distinction between macro- and microanalysis is based on
3



Chapter 1- Infroduction and Scope of Investigation

the beam diameter size used. In macroanalysis, the beam sizes are normally greater than or
equal to 2mm x 2mm and the beam is considered as diffused. In contrast, for microanalysis,
the beam diameter size varies typically from 10um x 10pum to less than Ipm x 1pm and the
beam is described as being focused. The focusing of the beam down to the micrometer level

permits the measurement of trace element inhomogeneities, which makes the IBA techniques

microanalytical in nature.

‘.
In this study the emphasis is placed on microanalysis of specimens and hence the use of the
terms micro-Proton Induced X-ray Emission (u-PIXE), micro-Proton Induced Gamma-ray
Emission (u-PIGE) and micro-Backscattering Spectrometry (u-BS). These terms will also
collectively be referred to as p-IBA techniques. Theoretical equations underlying the tech-

niques are discussed in sections {2.2]; [2.3] and [2.4]. Detectors associated with these tech-

y-rays 1 PIGE

RBS

ose

8 electron

® ion X-rays ¥ PIXE
Figure [1.1] Schematic illustration of the origins of the Ion Beam Analytical instrumental tech-
niques. PIGE — Proton Induced Gamma-ray Emission, BS — Backscattering Spectrometry, PIXE

— Proton Induced X-ray Emission, STIM — Scanning Transmission Ion Micrascopy, SEI - Scan-
ning Electron Imaging and IL —lonoluminescence (Butz, 1997).
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niques are housed in the nuclear microprobe (NMP) chamber. The construction of the cham-

ber is described in section {3.2.2].

1.2 Analysis with p-PIXE, -PIGE and -BS

In PIXE, the excitation of inner shell electrons in the specimen atoms yields vacancies, which
are filled by outer shell electrons. In the process, intensities of the characteristic X-rays emit-
ted are used for quantification of elemental concentrations. It 1s therefore theoretically possi-
ble té apply the ionisation cross sections of the K‘,’L and M X-ray lines when quantifying the
concentrations of elements from Na, atomic namber, Z=13 to U, Z=92, illustrating the multi-
elemental nature of this technique. In PIGE analysis, the excited nuclei of the bombarded
specimen elements de-excite by emitting gamma (y)-rays. The specimen composition is quan-
tified by measuring the intensity of emitted y-rays of its components. In BS analysis, the inci-
dent protons are elastically backscattered by 'nuclei of the specimen elements. Quantitative
elemental concentrations and concentration depth profiles can be obtaine&. Multi-component
and multi-layered specimens can be analysed to a depth of approximately 10 to 20 pm. The
theoretical detection limits of the techniques are given in table [1.1]. The matrices of indus-
trial specimens can therefore be quantified by fixing the instrumental parameters at predeter-
mined values. During irradiation, data associated with these techniques are simultaneously ac-
cumqlated and applied in the quantification. The beam energy, specimen orientation, detector
geometry .and other initial parameters are not changed before or during irradiation. Hence, ir-
radiating, for instance, a copper matrix with a 3.0 MeV proton beam and interposing a 125um
thick Be absorber between the specimen and detector, will yield data of all three techniques
for Cu analysis. Also, the determination of light elements, such as Na, present in the matrix,
which could not be determined with PIXE at these conditions, can be determined with one or

both of the other techniques. The quantitative information of Cu and that of Na obtained with
5
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the Jatter two techniques (PIGE and BS) is therefore complementary to PIXE. Analysis can
also be performed at experimental conditions optimised for one technique only. The analysis
is repeated by irradiating specimens at often higher beam energies. This is at times necessary

to obtain data of better sensitivity and higher resolution from one or two of the techniques.

Table [1.1] Theoretical detection limits and critical parameters of the Ion Beam Analysis methods. IL
is the Ionoluminescence, PIGE-Proton Induced Gamma-ray Emission, PIXE—Proton Induced X-ray
Emission, BS—Backscattering Spectrometry, XRF-X-ray Fluorescence. The techniques used in this
study are indicated in bold. Detection limits for macroanalysis are expressed in pg.g”, unless other-
wise stated and the depth of penetration in micrometers (um) (Butz, 1997).

Analytical { Typical application - Signal de- | Elements Detection lim- | Sampling
method tected detected its M-l depth (qum)
Detection and speciation of
REE in minerals. Depending
L Ion beam modification effects Light on host ma-
- on luminescence properties of terial >0.1 2-50
solids.
PIGE Determination of the ele- Gamma-
mental confent. rays B-P 160 2-50
Determination of the ele-
PIXE | 1 ental content X-rays Na-U 0.3- 100 2-30
Detection of the main ele- :
mental components. Backscat- B-U 0.1 -10at% 0.002-0.02
BS Determination of the depth tered ions
profile of heavier elements in
matrices of light elements.
Determination of the elemen- | X-ray Fluo-
XRF tai content. rescence Na-U 1 5

At times, not only the beam energy, but also the detector geometry, the beam particle, speci-
men orientation and the absorber type and thickness are changed be_fore the irradiation is re-
peated. In that instance, the lower energy is preferred as resonances of the element may occur
at that energy. Also, the different beam particle may induce nuclear reactions and the absorber
thickness may attenuate the eniitted X-rays. It should be noted that the change in absorber
- type and thickness only affects the yield of X-rays transmitted through the absorber and may
improve the efficiency of the determination for specific ranges of ¢lements. Since all three

techniques are simultaneously used to characterise specimen matrices, it is appropriate that

6
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previous investigations using these techniques be discussed, as results obtained in this study
will be compared to those of these investigations. In the latter studies, guantitative characteri-
sation of thick specimens was mostly performed with only one or two of the techniques, that

1s, with PIXE and PIGE, PIXE and BS or with PIGE and BS.

In microanalysis with PIXE and BS, Willemsen and Kuiper (1991) demonstrated that in com-
bination with BS, the X-ray production of N, O and F could be quantified as a function of the
incident particle, that is, proton or alpha. Data v;as accumulated at various primary energies
over the range between 0.5 and 2.5 MeV. Using incident particles H', H', and H'; ions, it was
shown that X-ray emission is insensitive to the type of H-ion employed, provided the energy
per atomic mass unijt (amu) is the same. Hence spectra generated with 0.5 MeV H' are identi-
éal to spectra generate with 1.0 MeV H" and 1.5 MeV H';. This is indicative of the complete
dissociation of the ion into protons as it collides with the specimen surface. Willemsen and

Kuiper (1991) also found that the minimum detection limits (MDLs) of PIXE is better than

those induced by alpha particles. The differences are however not significant.

Using PIXE and PIGE microanalysis, Valkovic et al. (1995) evaluated standard reference ma-
 terials (SRMs) that were commonly used in the evaluation of geological and environmental
applications, It was established that the required minimum mass as reported in SRM certifica-
tion was two orders of magnitude more than that used in ion beam analysis because of the
~ smal} beam size. Therefore, in the application of PIXE, this small mass is further diminished
since the major part of the X-ray yield that reaches the detector results from ionisations in the

first few microns of the sample surface. This is due to X-ray absorption effects.

Quantification of metal oxides has mostly been performed with the combination of PIXE and
7
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BS. In determining thé oxygen stoichiometry in thin metal oxides, Fazinic et al. (1995) per-
formed the determinations of oxygen stoichiometry in thin metals oxides by microanalysis
with PIXE and backscattering in combination with Proton Elastic Scattering (PES). The PIXE
and PES measurements were performed with a collimated proton beam of energy 2.6 MeV.
The current was maintained at a few nanoamperes (nA) to prevent specimen damage. The to-
tél integrated charge varied from 0.5 to 1.0 microcoulomb (uC). BS suffers from the draw-
back that when using *He" ions, a low sensitivity for light elements is exhibited. This is espe-
cially the case when the matrix is constituted of h‘igh Z elements, The relatively weak oxygen
signal is submerged in the high background of the heavy elements of the superconducting
YBCO layer. Using the two techniques of PIXE and BS in combination with PES indicated
that PES is more sensitive than BS. Due to the relatively poor PES cross section database that
exists for varioﬁs elements, it is preferable to use BS (Fazinic et al., 1995). There are also pos-
sible interferences of inelastic scattering and nuclear reactions. The advantage of PIXE over
BS i§ that with PIXE the range of elements that can be analysed is wider and PIXE spectra are
relatively easier to interpret. Neither PIXE nor BS nor PES can be used alone for the determi-
nation of oxygen, but should be used as complementary techniques. Microanalysis with PIXE
and BS has also been applied by Van Kan et al. (1994) to layered specimens such as High
Temperatﬁre Superconductors (HTS). In this instance, PIXE measurements were performed
with a collimated beam of protons of 3.0 MeV. BS analysis was performed with alpha parti-
cles at energy 3.05 MeV to measure oxygen resonance, yielded by *O(a, )'°0 reaction. In a
similar manﬁer, Ishii and Nakamura (1993) used PIXE and BS to quantify HTS specimens
prepared by sputter-deposition. i‘he two technique microanalysis was also applied by Ren et
al. (1999) to monitor changes in Ca and Fe levels in rat brains during Kkainite induced epi-
lepsy. Because of the nature of the tissue, measurements were performed at 2 MeV and with a

beam spot size of Imm. They proved that quantitative analytical information on the elemental
8
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distributions could be extracted with PIXE at concentrations down to the pg.g” level.
Backscattered data provided information on the matrix composition, thickness and density

used in the normalisation of the elemental concentrations.

Gihwala and Peisach (1982) applied two of the techniques in the macroanalysis of minor ele-
ments present in a steel matrix. Macro-PIXE determination was performed with a proton
beam of energy 2.5 MeV, using currents that varied from 0.5 to 1.0nA. The beam diameter
was 3.5 mm (diffused) and the irradiation period lasted for 5 fo 10 minutes. The additional
analysis with macro-PIGE determination was performed with 5 MeV alpha particles of the
same beam diameter. The current was however higher, 100 to 200nA. The irradiation lasted
for 15 to 20 minutes. The results of this macroanalysis with two techniques were the im-

proved resolution in peaks and the reduction in the relative intensity of the sum peaks.

There are other investigations in which two or three of the techniques were used at different
parameters. The investigations discussed here therefore only serve to illustrate the reason for

applying the techniques at different parameters.

1.3 Scope of Investigation

The growing demand for accurate and sensitive microanalytical techniques and the need for
novel methods due to fhe shift of the industry to nanotechnology are discussed. Examples of a
combination of two of the three techniques are detailed to indicate how specimens of indus-
trial origin can be quantitatively Videnﬁﬁed. The extent to which the nuclear microprobe is ap-

-plied in material science to analysis of industrial specimens is detailed.

Chapter 2 encompasses a discussion on the theoretical fundamentals upon which the tech-
9
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niques are based. In section [2.1], uncertainty in the radiation measurement and minimum de-
tection limits are presented. The theoretical fundamentals of PIXE, PIGE and BS, in sections
[2.2], [2.3] and [2.4], are used to elaborate uncertaintiés and limitations, such as the minimum
and maximum energy, the angle of bombardment and minimum detection limits. Previous in-
vestigations using the techniques are evaluated and in this manner the experimental conditions
for each technique are optimised. The optimisations to reduce the uncertainty of measurement
are performed with protons. Improved uncértainty in measurement and MDL in the determi-

i.
nation of some elements can however be obtained by using particles other than protons. This

is discussed in section [2.5].

Facilities for irradiation and instrumental measurement of the resultant X-rays, y-rays and
backscattered particles are described in Chapter 3. The geometrical arrangements of these in-
struments are based on the optimisation as detailed in Chapter 2. Special emphasis is placed
on the core instrumentation of this study, the Nuclear Microprobe (NMP) section, which en-
compasses the determination of the beam diameter and a discussion of the scanning proce-
dure. Included is a description of nuclear instrument modules (NIMs) employed in measuring
the signals. Examples of NIMs are tyﬁes of peripherals used such as ADCs (analogue to digi-

tal converters), pre-amplifiers and amplifiers for measurement of the resultant radiation.

Chapter 4 describes the simulténeous application of the three techniques in the industrial envi-
ronment to obtain a detailed quantification of the chemical composition of the matrices and
the agreement of this quanﬁﬁcatibn with éxisﬁng theones or fundamental mathematical mod-
els developed in the course of this study, particularly for the zirconia-alumina ceramic-based
sorption electrode. In verifying this agreement, the term “adequate description”™ is applied and

indicates that enough existing or derived equations have been included in the model or theory.
10



Chapter 1- Introduction and Scope of Investigation

This is in contrast to the synonymous term “closure” which normally indicates that there are

no further fundamental equations by which the system can be described.

The.ﬁrst application, section [4.2], refers to zirconia-alumina (Al03),7Z1r(, ceramic-based
sorption electrodes coated with metals, particularly P. These sorption electrodes are used in
the purification of domestic or industrial wastewater. The essence of this essay is to give de-
tailed information of the distribution of the coatings and the uncertainty with which this in- -
formation is obtained. This would assist in evalu;;fing the applicability of these electrodes in

the purification of wastewater by electrolysis.

The second application, section [4.3], is the analysis of High Temperature Superconductors
specimens (HTS). The HTS layer consists of YBa;Cu;07., (YBCO), deposited on a high pu-
rity polycrystalline MgO substrate. YBCO, prepared in tablet form, was used in the pulsed la-
ser deposition of YBa;Cu;Oy layers of various thicknesses. The deposition was performed in
an oxygen atmosphere and repeated at various laser energy densities. An investigation of the
depth profile and elemental composition and distribution of the constituents of the supercon-
ducting layer versus the energy density of the pulsed laser was conducted. Of importance in
this investigation is the analysis of the oxygen content in the superconducting YBCO layer at

various depths and the interaction, if any, of the YBCO elements with the MgO substrate.

The third application, section [4.4], 1s to the quantification of steel specimens, obtained from
the Saldanha Steel Company in the Western Capé, South Affica. Elements are incorporated
into the steel .matrix as alloying components, producing products with specific characteristics.
In contrast to alloying elements, residual elements are those that are not intentionally incorpo-

rated into the steel matrix, but were present in raw materials. Of significance 1s the accuracy

11
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with which the concentration and homogeneity in distribution of these elements could be de-
termined; distribution correlation between two elements, should such a correlation exist; and,
the effect of residual elements present on the distribution of alloying elements. Various solidi-
fication models have been proposed to which data obtained in this study can be applied. The
Two-level Micro Macro model for dendritic alloy solidification is used to ascertain the appli-
cability of the data. Chapter 4 ends with a discussion of the applicability of other theories or
models to the data of each specimen matrix quantified.
.
Chapter 5 contains the appendices in which additional information pertaining to the sections

in each Chapter is given.

All the investigations discussed in this study are acknowledged by detailed references in chap-
ter 6. Information obtained from the Internet is given with respect to the date on which it was
acceésed, since authors seldom specify the date on which information on the web pages was
revised or added. When the authors are not indicated, the web page information is cited as

_reference.

The simultaneous application of the three techriques PIXE, PIGE and BS was applied to in-
vestigate three different types of industrial specimens. Detailed and accurate information on
the specimen homogeneity is given. This includes establishing the agreement with existing
theories or those derived during the course of the study. Data were obtained by the irradiation,
at fixed parameters, of the metal-coated (ALO;),ZrO; ceramic-based sorption electrodes; of
YBa,Cu3;07. deposited on polycrystalliné MgO and of Steel. The simultaneous application of

the techniques yielded detailed and accurate information of the elemental distribution.

12
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Chapter 2—Uncertainty in Measurement X-rays, y-rays and Backscattered particles — Introduction

2.1 Introduction

Many important decisions are based on the results of accuréte and precise quantitative chemi-
cél analysis. It is therefore essential to know the extent to which these results can be relied
ﬁpon for the purpose at hand. Since chemical analysis is the guideﬁne to the manufacturing
industry, great emphasis is placed on the accuracy of results obtained using a specified ana-
Iytical method. The uncertainty, uz, in instrumental measurement as a percentage of the con-
centration (cz), of any element, Z, in a matrix, m, is the confidence in the validity of the
measurement. Hence, establishing the uncertainty requires the analyst to investigate all possi-
ble contributing factors. Typical sources are:

e FErrors in measurement of parameters such as Eeam size, beam intensity and the total
charge accumulated;

o Instrumental effects translated into inaccuracies of parameters such as beam instabil-
ity, charge integration and nonlinearity of analogue to digital converters (ADC);

e Sample effects such as speciation; and,

s Computational effects related to the algorithms used for background correction and the
accuracy of the databases used for interpolation and extrapolation of theoretical and
experimental vanables.

Because of the effects of all these parameters, x1,X3 ..., Xk-1,%1, unceﬁainty in measurement is
comprised of individual parameter contributions. In addition, the uncertainty of one parameter
may influence the uncertainty of another. An example is the non-linearity of the ADC, which
will affect the measurement irrespective of the beam intensity or charge integration. The total
uncertainty, termed the combined uncertainty, uz(x;...xy), is &efmed as the estimated standard
deviation equal to the positive square foot of the total variance obtained by combining the un-
certainty of all parameters (Eurachem, 2000, equation 8.2.4, on page 26). Because of the
complexity of this equation, Eurachem (2000) suggest two simple rules, namely, rules 1 and
2, for combining standard uncertainties. Rule ! applies to equations involving only a sum or
difference of quantities and Rule 2 applies to equations involving only 2 product or quotient.

14
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As the theoretical fundamenta! equations for PIXE, PIGE and RBS only involve products and

quotients, Rule 2 is used in this study. The rule is given by equation [2.1.1], where the uncer-

u(x,)

K 2 2 2
uz(Xy. .. Xy) = ’Z ug{i) = \/;1(?) + u()::) + u(}:') S SO 211
i1 X 1 2 3

In ensuing discussions, contributing parameters are not indicated, although their values are in-

tainties, -are the parameters, expressed as the relative standard deviations.

corporated in calculations. Uncertainty in measurement is subject to decisions such as whether
1) the result indicates detection, 2) the analytical procedure rely upon a relatively high prob-
ability of detection of a particular element and 3) the procedure is sufficiently precise to give
a satisfactory quantification. These concepts, termed respectively the decision limit, the detec-
tion limit and the reliability of the limit of determination are extensively detailed by Currie
(1968). Although uz is important when quantifying ¢z, the general emphasis m IBA, as in any
other technique, is on ascertaining the minimum detection limit, MDL (Ishii and Morita
(1988), Willemsen and Kuiper (1991) and Jaksic et al. {1995)). MDL is determined to obtain
the lower end of the practical operating limit-range of the method, where the method perform-
ance may be insufficient for acceptable quantification. MDL is thus not of direct relevance to
the uncertainty of the measurement (Evarchem (2000) and Kinney (2002)). However, ¢z near
MDL would require careful consideration of uz, since at low concentration determination,: an
increasing variety of effects, such as noise, unstable baseline and the contribution of interfer-

ences to the gross signal become 1mportant.

In these Vinstances, the criteria recommendéd by Currie (1968), JTUPAC (1978), Eurachem
(2000) and Kinney (2002) are applied in quantifying data. In addition, parameters that collec-
tively confribute to uncertainty in measurement may exert the same effect on all measure-
ments performed under exact conditions. Examples of these parameters are detector effi-
ciency, ¢, and the fluorescence yield, «, which pertain to the uncertainty in X-ray measure-

ment.

15



Chapter 2.2 - Uncertainty in X-ray Measurement

2.2 Uncertainty in X-ray Measurement .
Johansson and Campbell (1988), Tapper et al. (1994) and Johansson et al. (1995) have de-
tailed the theoretical equations underlying X-ray emission. In this study the K, L. and M X-ray

lines dre used for quantification.

The X-ray intensity emitted from any element depends on the concentratioﬁ of such eleﬁent
in the specimen itself and is therefore proportional to the density of the specimen material.
Proton-specimen interaction is gouverned by factors such as the stopping power, which is in-
versely proportional to the specimen density. Johansson et al. (1995) discussed these aspects
in detail and it therefore suffices to state that these factors greatly affect vz and MDL, espe-
cially at tow energies. Furthermore, the target thickness influences the energy loss when pro-
tons penetrate the matrix. Three types of thicknesses, namely, thin, intermediate and thick, il-

lustrated in figure [2.2.1(a), (b) and (c)] respectively, are considered when formulating the

— t «+—1 ————— t -+
Eg0 E, E=0
5 ]
2 |
(b) ()

Figure [2.2.1] Effect of the specimen thickness on the beam penetration in Proton-Induced X-ray
Emission (PIXE). t is the specimen thickness. In (a), the specimen is so thin that the beam energy is
considered constant throughout the specimen thickness. In (al), the specimen is enveloped in the
cross sectional areas of the beam, whereas in (a2), the beam only samples a portion of the specimen.
In (b), the beam penetrates through the intermediate thick specimen, with the dissipation of energy
in the specimen. In (c), the specimen thickness is such that the beam of projectiles is stopped in the
target, that is, the final energy, E,= 0.
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X-ray yieid, yx(Z). Johansson et al. (1995) described the derivation of the equation for each
type of thickness in detail. All specimens analysed in this study are classified as thick targets.
The corresponding X-ray yield is given in equation [2.2.1], where Nay is the constant of
Avogadro, 6z(E) the cross-section at energy E, wz the fluorescence yield, bz the branching ra-
tio of X-rays, €7 the detector efficiency, np the number of protons per second, cz the element
concentration and az the atomic mass. Tz(E) is the transmission of X-rays from successiw}e
depths within the matrix on the way out to the de'tector‘, Ey the initial energy, E; the final en-

ergy and S(E) is the stopping power. All terms except the cross section, stopping power and

' E;
(2= jGZ(E)mSZ(S)TZ S 2.2.1

a, K,

the X-ray transmission are not dependent on E during determination. This shows that the yield
is mostly dependent on the matrix effect, which imposes the utmost reliance on theoretical

and experimental databases for optimisation of MDL and the matrix correction effects.

Databases are neceésary for theoretical calculations of the parameters as indicated in equation
[2.2.1]. Since the introduction of PIXE in 1970 (Johansson et al.,, 1995), various databases or
models for theoretical determination of ionization cross sections (Chen and Crasemann
(1985), Paul and Sacher (1989)) have been established. The more successful of these models
is the ECPSSR model of Brandt and Lapicki (1981). In this model, corrections are applied to
the energy (E) loss, the electrostatic Coulomb (C) deflection from the atomic nucleus, and
perturbation of the (atomic) stationary states (PSS) and inclusion of relativistic (R) effects.
Perturbation allows for édditiqnal effects of electrons binding (attraction) to the projectiles
during collision and ion deflection (deviation from a straight line trajectory) in the target nu-
cleus electric field. For the ionisation cross sections, the theoretical values calculated with the
model and compared to the experimental values, the K-shell values vary from 3 to 5% and

those of the L-shell, from 5 to 15% (Johansson et al., 1995). During X-ray quantification, an
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absorber is generally interposed between the specimen and Si(Li) detector. Backscattered
charged particles are in fhjs way prevented from coming into contact with the detector and
emitted X-rays, depending on the absorber type and thickness, are attenuated. This, on the
other hand, improves the relative efficiency for the determination of specific ranges of ele-
ments, particularly those present at the ug.g'l level. In this study, the X-ray attenuation
through a single element material, such as Be or Al, is determined using formulae of Gullik-
son (2002). A combined form of these formulae, which was used in this study, is given in
equation [2.2.2]. I/ is the intensity ratio, p, the material density, d is the thickness of the ma-
terial, N, is Avogadro’s constant, &,, the atomic absorption cross section and az the atomic

mass. Data for calculating the attenuation were obtained from Henke et al. (1993).

1, = exp(— deJ 222
az

As illustrated in table [1.1], X-ray emission is generally applicable to elements ranging from
Na to U, since X-ray lines from elements Li to F are practically all absorbed by the window of
the X-ray detector. The interposition of an absorber such as Al would, depending on the
thickness, suppress the intensity of K X-ray lines of elements from Al to Ti. In addition, K X-
ray lines of Al to Ni fall in the Compton scattering region where secondary electron

bremsstrahlung is high. It is therefore expected that MDLs for these elements would be worse.

When considering the range in which K X-ray energy lines may be useful for analysis, Jo-
hansson et al. (1995) and Renan (2001) established that, in general terms, the maximum en-
ergy of .X-rays useful for PIXE analysis is about 35 keV. This energy corresponds to the Kg
X-ray line of Cs, for Z=55. Hence, L. and M X-ray lines should be used for quantifying ele-
ments Ba to U. On the other hand, the choice of K or L lines for analysis should depend ulti-
mately on the choice of ion beam energy as well as on the availability of a particular X-ray

detector with a specific efficiency profile.
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From equations in Johansson and Campbell (1988) and Johansson et al. (1995), the MDL can
be expressed by equation [2.2.3], where B is the background, Q is the charge, usually normal-
ised to 1uC, Q is the solid angle between detector and the specimen in mSr, and €}, the detec-
tor efficiency. The last term in the denominator is the attenuation of the X-rays through an ab-
sorber. The MDL of elements in a matrix is primarily dependent on the peak (area) to back-

_ 3.29B/Q
-QYX(Z)Size;m

2.23

ground (area) ratio. TUPAC (1978) defines MDL as that area which can reliably be deter-
mined as three times the square root of the background under the nett peak. In this study a fac-
tor of 3.29 was used instead of 3.00 in determination to increase the confidence level in the

validity of the measurement.

Previous studies have been conducted in optimising instrumental parameters, and so reducing
uncertainty in X-ray measurement. In assessing angular dependence of the background con-
tinwum, Renan (1980) established that the optimal condition is a detector angle of 90°. How-
ever, for the quantification of elements such as Fe, a 30% gain could be achieved at an angle
of 130° and a bombarding energy of 3.5 MeV. Chu et al. (1981) have found that an anglg of
135° is optimum for high sensitivity. At this angle secondary electron bremsstrahlung and
atomic bremsstrahlung backgrounds are decreased relative to an angle of 90°, which is fre-
quently used. Ishu and Morita (1988) confirmed this in their investigation into the theoretical

estimation of PIXE detection Iimits.

Satoh et al. (1998) investigated the influence of the Compton background in a PIXE spectrum.
A continuous background was found in the X-ray energy region over 23 keV when using an
uninhibited signal. Shaping constants of 2ps and 6ps yield a linear relationship between the

measured and theoretical counting rates. There were no significant differences in this relation-
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ship up to a counting rate of 2000 counts per second (cps) when using these shaping con-
stants. However, such high counting rates will result in pile-ups in the spectrum, which would
affect the computational evaluation of the data. There was also no significant difference in the
energy resolution as a function of the counting rate. The energy range for PIXE analysis is

from 0.5 to 5 MeV and ideal beam energy is at 3 MeV (Ishii and Morita, 1988).

PIXE MDLs for the three spécimen matrices were calculated using these parameter optimisa-
tions, equations [2.2.1] to [2.2.3] in this study, equations [1] to [7] of Ishii and Morita (1988)
and yx(Z) as calculated with the Gupix program (MaxWGII ef al., 1988). For the Al;03-Zr0; a
125um Be absorber was used since the matrix contains Al. For both the steel and YBCO
specimens a 102pm Al absorber was used. These MDLs are depicted in figure [2.2.2]. The
corﬁpa:ison of the experimental background, obtained with the GeoPIXE II software (Ryan et
al., 1995) with the theoretical backgfound, when using these absorbers, is shown in appendix

[5.2.1}.

Since the introduction of PIXE in 1970, a plethora of specimen matrices have been quantified.
The ensuing discussion on some of these quantifications is by no means regarded as complete.
The aim is rather to illustrate uncertainties in measurement, sensitivities and MDLs obtained
when using different instrumental parameters. The discussion is restricted to proton induced
X-ray emiésion but may also be applied to sections [2.5] and [2.4]. Emissions induced by par-

ticles other than protons are detailed in section [2.5], the overview to this chapter.

Campbell et al. (1988) have determined MDL for X-rays emitted from thick specimens with
various matrix elements. A beam diameter varying from 1 to 2mm in diameter and proton en-
ergy of 2 MeV was used in that study. The distance between the specimen and the Si(Li) de-

tector was 45mm.
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Figure [2.2.2] Theoretical PIXE minimum detection limits (MDLs) for elements with 13<Z< 92 in the
three matrices of ALOrZrO, YBa,Cu30; and steel. The calculations are based on equations [2.2.1] to
[2.2.3] in this study, equations [1] to [7] from Ishii and Morita (1988) and yx(Z) as calculated with the
Gupix program (Maxwell et al., 1988). The absorbers used were a 125um thick Be for AL,Or-Zr0;, a
153pum thick Al for YBa;Cu;0; and a 102um thick Al absorber for steel.
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and the resolution of the detector was 170 eV at 5.9 keV. Al absorbers of thicknesses 0.025
and 0.75mm were interposed between the specimen and detector. The ECSPPR cross sections
of Brandt and Lapicki (1981) were applied in the data evaluation and equation [2.2.1] was
used for quantifying element concentrations. The counting rates were in excess of 5000
counts per second, which is contrary to the results of Satoh et al (1998). The irradiation period
for all specimens was less than 6 minutes, which is hardly sufficient time to accumulate ade-
quate statistical data. This rapid data collection adversely affected the MDLs, especially that
of trace elements whose X-rays are emitted in the energy regions occupied by the matrix ele-
ment pile-up peaks. Such pile-up can be reduced by the interposition of thicker absorbers. In
this instance there is a concomitant reduction in the X-ray peak intensities of low Z lower ma-
trix elements. MDLs for elements with Z less than and equal to 25, when suppressing X-rays
with an Al absorber of 120pm thickness, varied from 100 to 600pg.g”. Similar results were
obtained for matrices of Ti (Z=22), Ge (Z=32) and Mo (Z=42). On the' other hand however,

the high Z matrix of Sn yielded MDLs that are greater than 1000pg.g™.

Ryan et al. (1990) used a beam diameter of 20um and a minimum current of 10 nA during the
PIXE microanalysis of the SRMs, glass BCR-1, glass AGV-1 and glass GSP-1. These are pri-
marily geological specimens such as iron-rich chromites and sphalerites. This investigation is
discussed since elements in these matrices are present in comparable quantities as in the
specimeﬁs analysed in this study. The Si(L1) detector used for measuring the X-ray intensities
was position at 135° to the incident beam. The specimen detector distance was 25mm and the
total charge accumulated was ‘15;.1C._ An Al absorber of 200um thickness was used for at-
tenuation of K X-ray lines of elements Z > 26. The interposition of the absorber caused a
hundred-fold increase in the attenuation of these X-ray lines. This permitted the concomitant

increase in beam current and therefore improved MDL of the higher Z elements, but worsened
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MDL for Z < 26, such as Mn and Cr. For elements with ¢z >1 OOpg.g'l, uz was less than 4%.
The exception was Ba, Z=56, for which uz was ~14%. The MDL of Mn was relatively high,
10pg.g”, because the thick Al absorber suppressed the intensity of the Mn K, X-ray line. '
MDLs for elements Fe to Nb were low, ~2pg.g”. The exception again was the Ba determina-
tion, with MDL given as 75ug.g . The ratio of ¢z to the reported value was 1.11+0.05 which
indicates the difference iin concentration values normally observed in the analysis of SRMs.

Similar micro-PIXE studies were also performed by Sie et al. (1991) and Sie et al. (1995).

Savage et al. (1992) -invcstigatcd the application of PIXE and PIGE to SRM complex matrices
of animal bone, coal and coal derived materials. The components of these matrices are also
present in the matrix of the ceramic-based sorption electrode. MDL in predominantly Ca, coal
and fly ash matrices were determined. Experimental parameters were a beam energy of 2.5
MeV and a beam diameter varying from 5 to 7mm. X-rays were detected with a Si(Li) detec-
tor of resolution of 165 eV at 5.9 keV (Mn K} and positioned at 135° to the incoming beam.
A Mylar absorber of 925pum was interposed between the specimen and detector and the dis-
tances varied from 1.4 to 20 cm. The current varied from 4.0 to 70nA and the irradiation pe-
riod from 15 to 50 minutes. For animal bone analysis, the relative uncertainty for elements of
¢, greater than 100 pg.g”, is less than 4%, but for ¢ less than 100pg.¢” it is a maximum of
50%. This applied to both low and high Z elements. These uncertainties were however sig-
niﬁcantly less than those certified. Although MDL was not certified, the author claims limits
of 1pg.g”. Elements with Z in the range 17<Z<28, lie in the ehergy region where secondary

electron bremsstrahluﬁg is high.

Mutual interference of X-ray lines of adjacent elements may occur. The difference in emis-

sion energies between K Ky X-ray line and the Ca K, X-ray line is 101eV. Similarly, the en-
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ergy difference for V and Cr is 16eV. Since most PIXE detectors have resolutions worse than
140 eV, separation of these spectral peaks will n(;t be observed. This mutual interference from
clemental pairs would be most severe in instances where the concentration ratio of the one
clement relative to the other is high. Peisach et al. (1993) investigated the concentration
ranges over which each of these two elemental pairs can be quantified separately, especially
the minimum concentration of the low concentration element that can still be measured. A 3
MeV beam of diameter 3.5mm was used for specimen irradiation. The X-ray intensity was
measured with a 25mm? intrinsic Ge detector of resolution 151 eV at 5.9 keV and 557 eV at
22.16 keV. A 135pm thick methyl metacrylate absorber was placed between the detector and
specimen for attenuating the X-ray intensity and preventing backscattered protons from reach-
ing the detector. To cope with varying X-ray fluxes from the target, the detector to target dis-
tance was varied from 2 to 22cm. For these element pairs, good accuracy and precision are
achieved as long as the concentration ratio is in the order of 200 and greater. This imposes a
rather severe limitation on the uncertainty in X-ray measurement when these elements are
présent in the matrix. Notably, X-rays of K and Ca are located on the tip of the
bremsstrahlung region, where tailing effects are more pronounced and the background influ-

ences the quantiﬁcaiion markedly.

Parameters _such as thickness and low energy bremsstrahlung should be monitored to ensure
that elgmental maps are real images of the inhomogeneities. To demonstrate the significance
of these parameters, Jaksic et al. (1995) performed a simulation microprobe scan across a hy-
potheti.cal Mylar matrix containing 1000pg.g" Na and Ca each. Background radiation level
was determined experimentally on real Mylar specimens, considered flat and homogenously
2.5, 5.0 and 10 pm thick. The X-ray intensities were measured with a Si(Li) detector posi-

tioned at 135° to the incident beam. Resolution was 150 €V at 5.9 keV. The areas scanned
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were 1x1mm? and the charge accumulated was 0.36pC. The current was maintained at 100pA
during the irradiation. Specimen to detector distance was 20mm and a 5 pm thick Be absorber
was placed between the detector and specimen. MDL. was obtained using the IUPAC (1978)
criterion. The scanned area was divided in an array of 128x128 pixels and this translates to a
pixel size of 7.8x7.8um and 0.22pC deposited per pixel. The element concentration was se-
lected to be present in a quarter of the specimen and MDL of 5,15 and 50pg.g” was obtained.
It was found tbat only at the 15 ng.g MDL could ichomogeneities be observed. At this detec-
tion level, the concentration of the elements Si, Ti and Co were, respectively, 67, 21 and 12

pegt. Inhomogeneities were clearly visible at the 50pg.g” detection limit.

Murillo et al. (1998) analysed Si0»-Al,O3; matrices with a 2.62 MeV proton beam and a beam
diameter of 4mm. The alumina contained in the matrix is also a major component in the ma-
trix of the ceramic-based sorption electrodes. X-ray intensities were measured with a Si(Li)
detector, of resolution 220 eV at 6.4 keV which was placed 4.5cm from the specimens. A
28um thick Al absorber was used to suppress Al and Si X-rays and attenuate those of ele-
ments with Z > 19. The use of the absorber and the relatively large beam diameter permitted
beam currents of up to 4nA to be applied during irradiation. Uncertainty in the X-ray meas-
urement of elements Cl, Ti, Ma, Zn, Rb and Zr present at the pg.g” concentration level, was

relatively high, varying from 10 to 50%. At the percentage concentration level the uncertainty

was relatively low, less than 4%.

It is emphasised that currents used in these investigations are greater than 1nA. Uncertainty in
concentration measurement for 12< 7 <92 is in the range of 2 t010%. Furthermore, the MDLs
for these elements were less than 150pug.g™" and areas scanned were greater than or equal to

1000x1000 pm.
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23 Uncertainty in y-ray Measurement

In section [2.2] it is indicated that elements Li to Mg are not quantifiable with PIXE when
placing a 125um thick Be absorber between the specimen and detector. These elements
should therefore be determined by either PIGE or BS. The aim in this section is to ascertain 1y

and MDL with which the determinations can be made by PIGE.

Equations underlying y-ray emission are discuésed by Debertin and Helmer (1988), Gilmore
and Hemmingway (1995), Friedlander et al. (1981) and Ehmann and Vance (1991). The en-
ergy of y-rays emitted from nuclei, following proton-induced nuclear reactions, is indicative
of the isotope present and the intensity is a measure of the concentration of the isotope. y-rays,
from prompt nuclear reactions occur with typical half lives of about 10™*s. Occasionally by
bombardment with protons, nuclear reactions generate excited states, which create delayed
radiation after proton irradiation has terminated. Emitted y-rays are produced by the transi-
tions from excited states in the nuclear levels. The measured y-ray yield for a particular nu-
clide, y(Z), is given by equation [2.3.1]. Ny is Avogadro’s constant, f7 is the isotopic abun-
dance, cz(x) is the nuclide concentration at depth x. M is the nuclide molecular mass, E; the

initial energy and Eo the energy at the surface. E; is the energy at depth x.

E, .
2=tz | L2 E )y 231

M L SE)

.Thc charged particles undergo range effects as they penetrate the specimen. Three known
methods for correcting these effects are the method of 1) average thickness 2) average cross
section and 3) the method of average stopping power. These methods were evaluated by
Gihwala (1982) who found that the method of average cross section was most suitable and the
mean energy, AE, at which the stopping powers have to be calculated, is given by equation
[2.3.2]. All the definitions of symbols are as stated before. Corrections needed for range ef-

fects were eliminated by using standard reference materials (Sutton and Clay, 2001) with ma-
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trix composition similar as the materials analysed. The uncertainty in measurement is there

EjE o(E)ME
(E)= o 232
[oE)dE

by minimised and is mostly dependent on experimental parameters.

Notations representing nuclear reactions differ from one study to another, as detailed by
Gihwala (1982), Debertin and Helmer (1988) and Gilmore and Hemmingway (1995). The nu-
clear reaction occurring between the incident particle, a, and the target nucleus, A, results in a
heavy product, B, light products, b, the emission of a gamma-ray, v, and energy, Q, released

or absorbed. The reaction is illustrated by A + a— B + b+ v + Q and symbolically by A(a,

by)B. In this study the incident particles are protons, p, and only the reactions when gamma-
rays are emitted are considered. The emitted gamma-ray is generally the result of decay from
one level to another. The notation used in this study will be of the form A p(l;, l¢) where az is
the isotope nﬁmber. In the case of Li, az would be 7; |; is the initial level of the de-excitation
and Ir the final Ievel. As examples; 1) the first level de-excitatior_t in the bombardment of the
Li nucleus with protons and the gamma-ray emitted at 478 keV, the reaction would be desig-
nated by "Li p(1, 0); 2) for the F nucleus, the first level de-excitation would be designated by
1F p(1, 0) for the gamma-ray at 110 keV and the second level by °F p(2, 0) for the gamma-
ray at 197 keV. Although not indicated in the content, the element symbol will, for clarity, be
inserted to separate discussions of individual element quantification. Gihwala (1982) has ex-
tensively detailed the quantification of elements 1i to Mg, in the energy range from 3.5 to 6.0
MeV. Also provided in that work is statistical information, which was used to extrapolate sen-
éiﬁvities to the corresponding value at 3 MeV. These values are subject to the possibility of y-
ray emissions being induced by 3 MeV profon beam under the typical geometrical conditions

of nuclear microprobe analysis.
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Following is a discussion about the most likely nuclear reactions considered, detection limits
and interfering reactions for every element of interest in this investigation. Although based on
the current geometry at the iThemba LABS microprobe where this study was done, not all
elements were eventually quantified. This discussion nevertheless serves to highlight the po-
tential of p-PIGE, especially for industrial mateﬁal analysis with 3 MeV protons. Energies
and extrapolated sensitivities of the gémma rays are based on the work of Gihwala (1982). In
that work, beam-induced gamma-rays and radioactive gamma-rays are stated and these back-

ground peaks were noted in this investigation.

Li

The most abundant isotope of lithium, 7Li, results from first level de-excitation, for which the
reaction is "Li p(1, 0) emits an intense y-ray at 478 keV. The required threshold energy ac-
cording to Gihwala (1982) is 2.37 MeV, which is easily achieved by the 3 MeV proton beam
used throughout this study. The experimental geometry in the investigation was a Ge(Li)
detector positioned at 45° to the incoming beam. The area detector active was 300mm? and
MDL at beam energy of 4.5 MeV was Sug.g". It should be noted that the analysis was per-
formed on pure metals. MDL, after extrapolation to 3 MeV, was ISpg.g'ImC". Gihwala and
Peisach (1982) reported a MDL as 50ug.g'mC. Olivier et al. (1983) used this reaction and
found uz to be 0.06% for a ¢, value of 3.72 mass% and MDL of SOpg.g'l.mC'l. The same reac-
tion was used by Boni et al. (1990) to determine the concentration of lithium in a lithium-
nickel oxide matrix. The beam energy was 3.5 MeV and a high purity germanium detector
wa§ used for detecting y-rays. Although information on the detector resolution and uncertainty
in measurement was noj: given, a MDL of approximately 35 pg.g'l is claimed. It was also
found that the cross section values for 'Li p(1, 0) are higher than the values obtained for the
reaction "Li(p, n;y) Be. The excitation function for the former reaction is fairly constant in the

energy range of 3 to 3.5 MeV. Kim et al. (2000) performed measurements for i pQ1, 0) at
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energies 2.4 and 3.4 MeV. They found that determination at 3.4 MeV yields better results for
multielemental analysis. MDL for Li was approximately 150pg.g™. Roux et al. (1997) found

similar results. However, possible interferences may be caused by the reactions §INi n(1, 0)
and Br n(9, 3), for which a y-ray is emitted at 477 keV. The threshold energies for these re-
actions are high and MDLs are greater than 10000ug.g'mC™. Li determination is therefore

possible at 3.0 MeV, using the i p(1, 0) reaction. The MDL is expected to be 150}1g.g‘l and

uy to be 0.6%.

Be
In the quantification of Be by PIGE, Gihwala (1982} found the sensitivity for the y-rays emit-
ted at 415, 718, and 1022 keV to be in excess of 65000 pg.¢g'mC?. These values are rela-

tively high and it is at this stage not recommended that Be be determined by PIGE at 3 MeV.

B

Gihwala (1982) and Gihwala and Peisach (1982) found that the proton bombardment of a
pure boron matnx vielded for g p(1, 0) an intense y-ray at 2125 keV, which was due to
Doppler broadening. MDL was 50pg.g 'mC™. Interferences may be caused by the reaction **S
p(1,0), with the emission of a y-ray at 2127 keV. The sensitivity for this reaction is however
2000pg.g'mC?! and the threshold energy is relatively high. In the analysis of a pure .B target,
Blondiaux et al. (1993) used the (p, p'y) reaction on 18 for which a y-ray is emitted at 718
keV. The irradiation energy was 3.1 MeV and the current maintained between 5 and 10nA for
a period of 5 minutes. The y-ray was measured with a high-purity Ge detector positioned at
right angles to the incident beam.. This method is rapid, siniple and suitable for large numbers
of samples. It however suffers from interference of Cu when present in the matrix. The y-ray

for ®*Cu n(4,1) is emitted at 715 keV and the sensitivity of 3000pg.g'mC. B can therefore
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be determined using this (p, p’y) reaction should the Cu concentration be less than 3000pg.g™.

c
Gihwala (1982) reported the sensitivity for C determination as greater than 4.8 mass%.mC

and it is at this stage not recommended that C be determined by PIGE with 3 MeV protons.

N

For nitrogen determination in steel, Popescu et al. (1994) used the y-rays emitted at 429 and
710 keV, which resulted from the reactions N y(2, 0) and °N y(3, 0), respectively. MDL re-
ported for these low intensity y-rays are 2000 and 500()pg.g'1mC'1 respectively. These values
are in agreement with those of Gihwala (1982). Interference is caused by 'Li p(1, 0) at 429
keV energy. It is therefc;re not recommended that the '°N (2, 0) reaction be used to evaluate
the nitrogen concentration in the presence of lithium. At E, of 710 keV, there is interference
from %%Zn y(4, 1), for which the y-ray is also emitted at 710 keV. The sensitivity of 50000
mass%.mC™ is relatively high. Quantification of N is therefore possible in matrices of low Zn
concentration, which can be preliminary ascertained with PIXE. The reaction °N 1(2, 0) can

be used to quantify N concentration in the absence of Li or low concentration of Zn.

0

The y(Z) and MDLs of the gamma-rays of O, resulting from the specimen bombardment with
a 4.5 MeV proton beam, are given by Gihwala (1982). Interference at E, = 495 keV could be
caused by '°I n(4,0) with E, = 497 keV and '"*I n(1,0) at 4973 keV. This interference could
be ruled out by the absence of I in the specimen matrices, since iodides and iodates are evapo-
rated at the high temperatures to which the matrices anatysed in this study were heated during

the manufacturing process. At E, = 870 keV interference are caused by “’Zn p(5,0) and “Ga
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p(3,0). The interference caused by Zn being present in the matrix was discussed earlier. For
Ga, the sensitivity is high, which indicates that the quantification can be made at low concen-
trations of the element. At E, =937 keV gamma rays from 20 - 934 keV, >'V — 935 keV and
%Ga — 940 keV could interfere. However, at E, = 1042 keV or 1984 keV, the only interfer-
ence could be caused by Ga at E, = 1040 keV and '2I p(11,0) at E, = 1044 keV. For the re-
action °La y(12,0), a y-ray is emitted at 1984 kéV with y,(Z) <10 quanta.sr'nC” and sensi-
tiirity > 23000pg.g ' mC!. These extrapolated sensitivities and yields are only of importance
should y-ray emission be induced by the 3 MeV proton bombardment. In the determination of
oxygen in a predominantly Ca matrix, Savage et al. (1992) irradiated a specimen area of 5 x
7mm? for a period of 15 to 30 minutes with beam of energy 2.5 MeV. The current was main-
tained between 40 and 70nA. The resultant y-rays were measured with Ge detector of 20% ef-
ficiency and resolution of 2.5 keV at 1220 keV. The detector was positioned at 90° relative to
the incoming beam and the specimen to detector distance was 3 ¢cm. Under these instrumental
conditions, ¢z was 35.6 mass% and uz was 9.3%. MDL was 1.0 mass%. Investigations made
by Roux et al. (1997) to establish the analysis of oxygen by PIGE yielded results that are in
close agreement with those of Savage