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ABSTRACT 

 
THE CROSSOVER POINT BETWEEN KEYWORD RICH WEBSITE TEXT AND 

 
SPAMDEXING 

 
With over a billion Internet users surfing the Web daily in search of information, buying, 

selling and accessing social networks, marketers focus intensively on developing websites 

that are appealing to both the searchers and the search engines. Millions of webpages are 

submitted each day for indexing to search engines. The success of a search engine lies in its 

ability to provide accurate search results. Search engines’ algorithms constantly evaluate 

websites and webpages that could violate their respective policies. For this reason some 

websites and webpages are subsequently blacklisted from their index. 

 

Websites are increasingly being utilised as marketing tools, which result in major competition 

amongst websites. Website developers strive to develop websites of high quality, which are 

unique and content rich as this will assist them in obtaining a high ranking from search 

engines. By focusing on websites of a high standard, website developers utilise search 

engine optimisation (SEO) strategies to earn a high search engine ranking. 

 

From time to time SEO practitioners abuse SEO techniques in order to trick the search 

engine algorithms, but the algorithms are programmed to identify and flag these techniques 

as spamdexing. Search engines do not clearly explain how they interpret keyword stuffing 

(one form of spamdexing) in a webpage. However, they regard spamdexing in many different 

ways and do not provide enough detail to clarify what crawlers take into consideration when 

interpreting the spamdexing status of a website. Furthermore, search engines differ in the 

way that they interpret spamdexing, but offer no clear quantitative evidence for the crossover 

point of keyword dense website text to spamdexing. Scholars have indicated different views 

in respect of spamdexing, characterised by different keyword density measurements in the 

body text of a webpage. This raised several fundamental questions that form the basis of this 

research. 
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This research was carried out using triangulation in order to determine how the scholars, 

search engines and SEO practitioners interpret spamdexing. Five websites with varying 

keyword densities were designed and submitted to Google, Yahoo! and Bing. Two phases of 

the experiment were done and the results were recorded. During both phases almost all of 

the webpages, including the one with a 97.3% keyword density, were indexed. The 

aforementioned enabled this research to conclusively disregard the keyword stuffing issue, 

blacklisting and any form of penalisation. Designers are urged to rather concentrate on 

usability and good values behind building a website. 

 

The research explored the fundamental contribution of keywords to webpage indexing and 

visibility. Keywords used with or without an optimum level of measurement of richness and 

poorness result in website ranking and indexing. However, the focus should be on the way in 

which the end user would interpret the content displayed, rather than how the search engine 

would react towards the content. Furthermore, spamdexing is likely to scare away potential 

clients and end users instead of embracing them, which is why the time spent on 

spamdexing should rather be used to produce quality content. 
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CHAPTER ONE 

 

BACKGROUND TO THE RESEARCH PROBLEM 

 

1.1 INTRODUCTION 

With over a billion Internet users daily surfing the Web in search of information, 

buying, selling and accessing social networks, marketers focus intensively on 

developing websites that are appealing to both the searchers and the search engines 

(SE). Millions of webpages are submitted each day to search engines for indexing. 

The openness of the Web makes it easier for speedy growth and success and these 

developments paved the way for many of the webpages’ lack of authority and quality 

(Castillo, Chellapilla and Davison 2008:68-72). 

 

The success of a search engine lies in its ability to provide accurate search results. 

Search engines’ algorithms search for websites and webpages that violate their 

respective policies. Several websites and webpages are subsequently blacklisted 

(Yung 2011:38) and excluded from their index list. According to Yung (2011:38-39), 

search engines share the list of blacklisted websites, which means that if a website is 

blacklisted by one search engine, other search engines will do so as well. The 

increasing use of websites as marketing tools has resulted in major competition 

amongst websites. Website developers strive to develop websites of a high quality, 

which are unique and rich in content as this will assist them in obtaining a good 

reputation from search engines. By focusing on websites of a high standard, website 

developers utilise search engine optimisation (SEO) strategies and occasionally 

abuse these strategies to earn a high search engine ranking. 

 
Search engines have revealed that they differ in the way in which they interpret 

spamdexing (a technique of fooling a search engine’s indexing algorithm with the 

intention of increasing the webpage ranking in the search results of a search engine). 

As far as keyword stuffing is concerned, there is no clear quantitative evidence being 

shown as the crossover point of keyword dense website text and spamdexing. 

 

The purpose of this study was to provide experimental evidence towards the different 

claims regarding the optimum level of keyword density and spamdexing. Various 

sources, ranging from scholars to SEO practitioners, indicated different views in 

respect to keyword stuffing, characterised by different quantity measurements 

deemed correct and optimum levels of keywords’  in the body text of a webpage. 
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1.2 STATEMENT OF RESEARCH PROBLEM 

 

No consistent guidance exists on search engine interpretation of the difference 

between keyword rich website text and spamdexing, which could result in legitimate 

websites being blacklisted. 

 
1.2.1 Research question 

How do search engines interpret natural language text as being keyword rich or 

spamdexing? 

 

1.2.2 Research objectives 

This research study has the following objectives: 
 
 

• To determine how search engines interpret spamdexing. 

• To determine how SEO practitioners view spamdexing. 

• To investigate search engine interpretation of websites with varying keyword 

density. 

• To determine how search engines index webpages with varying keyword 

density. 

• To determine the action which search engines take when they interpret a 

website as containing spamdexing features. 

 
1.3 BACKGROUND TO RESEARCH PROBLEM 

In such an expanding pool of information, reaching the top in search engine rankings 

is becoming a difficult issue for information providers (Zhao 2004:108-119). 

Specialised index and directories are used to store information in certain subject 

areas and due to the increasing number of available webpages, users’ experiences 

are increasingly becoming difficult in finding documents relevant to their interest 

(Raisinghan 2005a:7).  

 

According to Wilson and Pettijohn (2008:133-149) and Raisinghan (2005a:7), 

spamdexing techniques, such as repeating keywords several times to improve the 

rank of the page without adding value to the content of the page, are being employed 

by numerous savvy website developers. It is, however, claimed that search engines 

penalise the pages that appear to use the technique. Inevitably, legitimate pages are 

often unduly penalised or completely removed from a search engine index. 
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User search behaviour is continuously changing to short time style (average time 

spent searching for information on a page) as patience is being lost each time a page 

is opened. This is supported by Nielsen and Loranger (2006:30-34), who strongly 

expressed their view on interpreting content effects to visitors; they estimated that 

visitors often take 45-60 seconds to scan through the webpage content. These 

authors claim that during this space of time a visitor is capable of reading a maximum 

of 200 words. This gives a clear indication of the extent to which user satisfaction is 

prioritised, compared to search engine views. In this regard, the facts surrounding 

presenting content to the user should be clearly defined in 200 words. By doing so 

the user’s interest would be captured for a longer viewing time, which may result in 

conversion if the website is marketing oriented. 

 

Following the user search behaviour notion, the best measurement in terms of the 

number of words should be established – it is sufficient to permit search engines a 

rich harvest of keywords, but not too many as this might scare off human readers 

(Visser and Weideman 2011). 

 

This growing short attention span led SEO practitioners to employ various tactics in 

order to have their websites highly ranked as well as meeting usability principles. 

According to Ron and Zsolt (2011), website owners invest substantial resources in 

order to influence their online visibility. If the quality of sites corresponds with their 

estimation for visitors, then SEO aids as a mechanism that improves the ranking by 

correcting measurement errors. However, Zhao (2004:108-119) found that if the most 

relevant results are not returned in the first 20 results of the search engine result 

page (SERP), users tend to lose faith in the search and usually give up and cancel 

the search as they look for an alternative search. 

  

According to Zhao (2004:108-119), in the past HTML metatags assisted the 

webpages in achieving higher rankings; however, most of the search engines 

crawlers now ignore these tags. Nevertheless, Wilson and Pettijohn (2008:133-149), 

indicated that the following two primary factors are important in today’s search engine 

rankings of a webpage: 

 

• on page keywords: the more focused and clear the content on the webpage is, 

the greater are the chances of it being ranked high for the main keywords on 

the page. 
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• link patterns of a website: that is, the quantity, quality and context of incoming 

links to the site’s domain name. 

 

Zhang and Dimitroff (2005a:665-690) also found that websites need to have 

keywords appearing both in the page title and throughout the page body text in order 

to attain better search engine results. 

 

1.3.1 Entities of research problem 

 

The following were identified as sub-topics relative to the research problem and 

formed the backbone of the research: 

 

• search engines, 

• indexing, 

• keyword density (richness), 

• keywords stuffing and  

• spamdexing. 

 

1.3.1.1 Search engines 

The author selected Google, Bing and Yahoo! to use for the research, as they are 

currently the biggest search engines with the greatest market share (Snack 2011). 

 

1.3.1.2 Indexing 

According to Weideman (2009:192), indexing is the process of reading and recording 

the weight-carrying words in a search format to an index file, with the goal of getting 

indexed quickly (and hopefully ranked well) by the search engine. The search 

engines “discover” a new site when the spiders find a link to that site from other sites 

(Malaga 2009:132-139). A user can also submit a website manually for indexing. 

 

1.3.1.3 Keyword density (richness) 

According to Malaga (2009:132-139) keyword density measures the extent to which a 

certain word or phrase appears on a site or a webpage. There is considerable 

discussion among SEO practitioners as to the optimum level of keyword density. Most 

agree that if the keyword density is too high the search engine can penalise a site. 

However, since the search engine does not disclose this level, determining the best 
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keyword density is often difficult and it has become a guessing game for the SEO 

practitioners. 

 

In relation to keyword density, Zhao (2004:108-119) considered keyword frequency to 

be one of the major ranking factors which search engines apply in determining the 

relevance of the webpage content. In this regard, a search engine analyses the 

frequency of the appearance of keywords compared to other words in the webpage - 

the higher the frequency of a keyword the better the chances of the word being 

deemed relevant to the webpage. Like several other scholars, Zhao is of the opinion 

that a keyword density of 6 - 10% in the body text of a page is the best for satisfying 

crawler demands. 

 

1.3.1.4 Keyword stuffing 

Keyword stuffing is regarded as one of the black hat techniques (unethical techniques 

that are used to get higher search rankings) that attempt to achieve a highly ranked site 

by tricking the search engine algorithms. However, the problem of the ratio of the 

keyword density to content count has not been clarified.  

 

1.3.1.5 Spamdexing 

Activities that were viewed as the best practices a number of years ago can today 

result in a website being blacklisted on some search engines (Wilson and Pettijohn 

2008). Malaga (2007:68-82) also agreed that the introduction of an action research 

approach, enabling exclusive reliance on the academic literature, is not appropriate. 

Therefore, the researcher conducted extensive research on the practitioners’ best 

practices and their interpretation of spamdexing.  

 

Spamdexing became a challenge to practitioners as the SEO tactics are centred on 

attracting the search engine to quickly index and highly rank the site (Abernethy, 

Chapelle and Castillo 2009:2). High ranking can positively affect the generation of 

profit. This is supported by Malaga’s research, where he designed his conceptual 

framework in which he defines indexing, on-site factors and backlinks as the major 

factors that affect websites Return on Investment (ROI). Figure 1.1 shows Malaga’s 

conceptual framework on the generation of site profits. 
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Figure 1.1: The adaptation of Malaga’s conceptual framework for the generation of 

site profits (Source: Malaga 2007). 

 

1.4 RESULTS AND CONCLUSION  

The crossover point of the keyword richness of a website to spamdexing is of no 

significance to the penalisation by search engines experimented in this study. Search 

engine practitioners should not focus on the reaction of the search engines to the use 

of keywords in their websites; they ought to focus on designing highly attractive 

websites that answer users’ search questions and satisfy their requirements. This 

study further indicated that cloaking (pages that give the search engine different 

content to what the end user sees) still exists and affects website indexing.  

 

Among other elements, the following were identified to be the basic key elements to a 

good website: 

 

• user satisfaction, 

• retention of search users, 

• content richness and being semantically synthesised and 

• marketing oriented.  

 

This study has further revealed that indexing is relative to crawlers’ visitation and 

basing on two experimental phases conducted during the study, the webpages with 

the highest keyword densities were the ones that were indexed first. This may be due 

to the fact that higher keyword densities provided strong emphasis on the importance 
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of the content published; hence, crawlers gave them first preference as compared to 

webpages with low keyword densities. 

 

The more content a website has the more weight-carrying key phrases the website 

could possibly rank for. Search engines reward both qualitative and quantitative 

websites with solid, informative and useful content, as well as good rankings for 

specific search terms or phrases (Visser and Weideman 2011). 

 

1.5 LIMITATIONS OF THE STUDY 

 The research is subjected to the following limitations: 
 

• it considered keyword density only and all other SEO techniques are 

assumed to be held constant, 

• the experiments were based on three search engines only (Google, Yahoo! 

and Bing), 

• only five e-marketing websites were used and 

• it did not focus on page ranking. 

 
1.6 CHAPTER SUMMARY 

The study established a balanced use of keywords in order to avoid the under-use of 

keywords, which could result in website under-ranking. The research also determined 

that keyword density is not a major factor as far as search engines are concerned. 

Beside the websites in this study, there are other websites that are still making use of 

the aforementioned method. The research further proved the existence of cloaking on 

Google search results, which was observed from one of the websites of this study. 

 

Furthermore, the study outcome will enable SEO practitioners to have a clear 

understanding of the optimum use of keywords, hence preventing the overuse of 

keywords whose ultimate result is spamdexing. This could increase the productivity of 

Web developers, content providers and SEO practitioners, since it will eliminate the 

uncertainty of the outcome of their development.  

 

In addition, an added value is saving SEO practitioners and content providers time as 

it enables a quick estimation of the correct keyword density. This could ultimately 

increase user efficiency, given that search engines will be faster as there will be less 

spamdexing to sort through. The study assisted in obtaining an understanding of the 

crossover point to spamdexing and full utilisation of keywords in the webpages.  
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Furthermore, the research contributes to the domain of knowledge base and 

effectively supplements the existing knowledge base of keywords’ usability, 

distribution, density and spamdexing. 
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CHAPTER TWO 

 

LITERATURE REVIEW: SEO AND KEYWORD RICH WEBSITE TEXT 

 

2.1 INTRODUCTION 

Internet usage is dramatically increasing daily in all sectors of the world, as is Web 

development which is enhanced by the emergence of new Web technologies. Social 

networks are continuously dominating as the central pieces of our Web interactions 

with Facebook, Twitter, LinkedIn and MySpace drawing a considerable number of 

Internet users. See Figure 2.1, Figure 2.2 and Figure 2.3 for June 2010 World 

Internet usage statistics.  

  

 
 

            Figure 2.1: World Internet penetration rate by geographic regions - 2010 
(Source: Internet World stats organization 2010a). 
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  Figure 2.2: Internet users in the world by geographic regions - 2010 
   (Source: Internet World stats organization 2010a). 

 
 
 

 
 

Figure 2.3: Internet users in the world by world regions - 2010 
(Source: Internet World stats organization 2010a). 

 
 
The dominance of the Web as the library and repository (Gori and Witten 2005:115) 

of vital information has reinforced the competition in the e-commerce industry. The 

Internet is both an enabling tool for business and the new business environment that 

is transforming the economy. According to Smith (2002:6), the Internet is the most 



 11

global, borderless, cost-effective and open business application and communication 

infrastructure. Interactions and relationships between Small to Medium-sized 

Enterprises (SMMEs) and their customers have changed as a result of the Internet, 

as the Internet now offers customers many more choices. 

 

Like several other scholars, Singh (2002) identified the Internet as the fastest growing 

technology in the world, and further described it as having taken only seven years to 

reach a 25% market share. This is as opposed to the telephone that took 35 years 

and the television which took 26 years. The geographical distribution of Internet users 

increased due to the increase in equipment types that can be used to access the 

Internet. Users visit the Internet via mobile phones, netbooks other than desktops and 

laptops. This Internet usage increase has resulted in a number of Web marketing 

platforms and strategies gaining an entry into marketing competition. 

 

As a result, around 80% of users utilise search engines to locate information via the 

Internet (Zhang and Dimitroff 2005a:665). This fact emphasises the underlying 

importance of webpage owners being listed with search engines. An important 

strategy for any website owner is planning how visitors would find their way to their 

particular site (Thelwall 2001:119). Within this context, Zhang and Dimitroff 

(2004:310) observed that, “Every Internet Web publisher wants good webpage 

visibility in search engine results so as to increase accessibility of their webpages. 

Unfortunately, many websites have poor visibility in search engine rankings or may 

not be listed at all due to various reasons”. 

 

Stolz and Barth (2007:37-47) show how business models for a Web presence can be 

categorised into one or more of the following categories: 

 

• E-commerce websites: sell products and services,  

• Content-based websites: these aim at providing and delivering potentially 

useful information to their users,  

• Communication-based websites: facilitates the exchange of information and 

contact of users with each other, especially by the use of the Web 2.0 

websites that are based on this business variant (Maceviciute 2010:246) and 

• Context-based websites: these establish and reorganise content within a new 

context to develop the entropy for their users, like search engines do. 

 

In line with competitiveness and design, a good marketable website positively defines 

a site that returns good ranking to be designed in search engine friendly HTML; this 
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will enable a search engine spider to crawl and index every page of the site 

(Bruemmer 2001a; Leonard-Wilkinson 2002:30-31). 

With ceased euphoria and growing realistic judgement about the possibilities of 

Internet based businesses, companies focus on the profit generated by their 

websites. More than ten years after the creation of the World Wide Web, Jacoby and 

Luqi (2007:43-50) continue searching for the measurable success indicators in their 

work, in order to evaluate and improve websites and their business models. 

 

2.2 SEARCH ENGINES 

Weideman (2004a:2-3), defined a search engine as a program that offers users 

interaction with the Internet through a front end, where the user can insert a search 

term or make successive selections from relevant directories. Hereafter, the search 

engine compares the search term against an index file, which contains information 

concerning webpages. Matches found are then returned to the user via the front end.  

 

When users search for items or information on the Web they make use of the terms 

called keywords and/or keyword phrases by entering them into the search engine. 

Search engines and directories measure both ‘link popularity’ (quality and quantity of 

links) and ‘click-through popularity’ to determine the overall popularity components of 

a website. 

 

Search engines provide the ordinary Internet user with a (mostly) free and seemingly 

easy way to locate wide-ranging information on the Internet (Weideman and 

Kritzinger 2003:231-236). Search engines are used to find information on the Web, 

whether relevant or not (Alimohammadi 2003:238-242). The index is updated 

frequently either by human editors or by computerised programs (called spiders, 

robots or crawlers) (Weideman 2004a:3).  

 

In its process of determining the most relevant webpages, a SE selects a set of 

candidates’ pages that comprises of some or all of the query terms and calculates a 

score for every webpage. Lastly, a list of webpages are sorted by their respective 

scores and returned to the end-user (Egele, Kolbitsch and Platzer 2009:51-62). 

 

Website designers often spend a great deal of time concentrating on the visual 

presentation of a website, which at times result in them failing to take into 

consideration the content. The value of a webpage’s content to users is inspected 

through search engines by using several complex algorithms. Search engines 
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achieve this by making use of crawlers to identify keywords in the natural readable 

content of a webpage (Ramos and Cote 2004). From time to time SEO practitioners 

overuse SEO techniques in order to trick the search engine algorithm; however, these 

practices are occasionally caught as spamdexing. Search engines do not clearly 

explain how they interpret spamdexing in a webpage. Search engines regard 

spamdexing in many different ways and do not provide enough detail to clarify what 

crawlers take into consideration when interpreting the status of spamdexing in a 

website. 

 

More than a decade ago, according to Nielsen (2004), 97% of Web searches were 

performed on AltaVista, AOL, AskJeeves, Google, Lycos, MSN and Yahoo!. Kennedy 

(2009) stated that Google has roughly a 70% share and had turned Web searching to 

resemble a monopoly. However, the world of search has seen a dramatic change in 

the previous year, with new competitors like Microsoft's Bing, whose new 

classifications of search are changing the way in which information is discovered. 

 

Recently, data produced by Sterling (Nielsen 2010) revealed that Bing became the 

number two search engine in the U.S. after overtaking Yahoo!, which subsequently 

became number three, as depicted in Table 2.1 below. Nielsen claims that Google’s 

August share amounted to 65% (and growth is flat), but that Bing and Yahoo! had 

switched places and Bing combined with Yahoo! powered search accounted for 24.56 

%. 

 

 
 

Table 2.1:  Percentage of U.S. upstream traffic from search engines among verticals 

(Sterling 2010). 
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2.2.1 Search engine elements 

 

Figure 2.4 shows the basic elements of the retrieval of information from the WWW, as 

illustrated by Langville and Meyer (2006). These authors distinguished the four 

modules (crawler, page repository, indexers, and indexes) and established that their 

corresponding data files exist and operate independent of users and their queries.  

 

 
 

Figure 2.4: Web search elements (Source: Langville and Meyer 2006). 
 

 

2.2.2 Crawlers 

A spider is a software program operated by a search engine that visits a website, 

records all the words on the pages, and notes links to other sites (Bruemmer 2001a). 

Spiders do two things, namely text indexing and link following, and this means that if 

a spider fails to find content or links on a site it leaves the site without noting anything 

(Leonard-Wilkinson 2002:30-31). Bruemmer further states that if a site’s targeted 

keywords are not “amplified” to appear as a significant component of the webpage, 
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the search engine will not assign them much importance, which might result in the 

page not attaining high rankings for these keywords. Spiders track links from one 

page to another and indexes everything they come across on their way. 

Nevertheless, they do not see images, Flash movies, JavaScript, frames, password-

protected pages or directories. 

 

Web crawlers specialise in downloading Web content, analysing and indexing the 

content, and they start from the newly surfaced Web to interlinked HTML pages. Web 

crawlers have limitations if the data is behind the query interface. In order to engage 

in a dialogue and negotiate for the information, the response depends on the 

querying party's context (Sharma and Sharma 2010:1). This proves that an effective 

combination of a spider-happy and user friendly text will aid a webpage in earning a 

high ranking and can convert the targeted traffic to clients. To ensure top rankings 

with search engines, the webpage must have good visibility to search engine 

crawlers. Table 2.2 shows a list of crawlers for Google, Bing and Yahoo!, 

respectively. 

 

Search Engine Crawler 

  

Google Googlebot 

Bing Bingbot 

Yahoo! Inktomi Slurp 
 

Table 2.2: Crawlers for Google, Bing and Yahoo! 

 

Spiders constantly crawl the Web, returning with new and updated pages to be 

indexed and stored. According to Benczur, Erdelyi, Masanes and Siklosia (2009), 

when sharing knowledge across different domains, the linkage and the crawl 

strategies in use differ. For example, Erdelyi, Garzo and Benczur (2011) found that 

recent results and crawlers’ visitations have concentrated on the definition of new 

features, hence ignoring other important factors in the domain of machine learning 

techniques that affect SEO results. 

 

2.2.3 Indexing 

 

With an estimated 1.3 billion websites indexed at the time (Zhang and Dimitroff 

2004:314), search engines are intended to assist searchers in sorting through the 

large amount of information that is available on the Internet, hereby playing an 
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important role in the process of information retrieval. The index is updated regularly, 

either by human editors or by crawlers. Both humans and crawlers simply collect 

information of new websites by visiting as many websites as possible, and then build 

them into the index (Weideman 2005). Search engines create a map of the Web by 

indexing webpages according to keywords and then by building those into a database 

that links page content to keywords and URLs. 

 

Thurow (2003) described the strategy of placing keyword-rich text on webpages as 

useless if the “search engine spiders” have no way of finding such text. Thurow 

furthermore identified the following website navigation schemes as problematic to 

‘spiders crawling’ a website: 

 

• poor HTML coding, 

• image maps, 

• frames, 

• JavaScript, dynamic or database-driven webpages and 

• flash components. 

 

Search engines focus on content richness, amongst other things, when indexing 

websites. Website designers who implement and abuse SEO tactics risk their 

websites being temporarily or permanently removed from the index. However, if a 

page cannot be viewed by crawlers then it cannot be indexed and will, therefore, not 

exist on the search engine’s results page. 

 

Based on the results from the study carried out by Malaga (2007:68-82), a conclusion 

was made that acquiring a link from a high PageRank (PR) site will result in the 

Google spider finding a site. However, Google's spider seems to take an inordinately 

long time to index sites. Furthermore, it appears that links from well known sites lead 

to a modest improvement in search engine rankings on both Yahoo! and Bing. When 

discussing Google’s perspective, Mathews (2011: SEO [Search Engine Optimization], 

what exactly is it again?), mentioned that it should take up to weeks or months for a 

site to be indexed. 

 

2.2.4 Ranking 

 

It is estimated that nearly 80% of users utilise search engines to locate information on 

the Internet. This, by implication, places emphasis on the underlying importance of 

webpages being listed on search engines’ indices (Kritzinger and Weideman 2007). 
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The driving forces behind the high ranking of a site are relevant content and regular 

updates. A frequently updated site has a high probability of crawler revisits. In an 

attempt to include fresh content on the site, duplicate content should be avoided 

since search engines have the ability to identify whether or not the content is an exact 

copy from another site. 

Theoretically, the better a particular website ranks, the more traffic that website 

should receive and the more visitors ought to convert. This is supported by the fact 

that on average 67% of search engine users does not look beyond the first SERP 

(Weideman 2009:32). 

It is a great achievement and a motivational factor for many of the website owners to 

see their websites being highly ranked on SERPs. The high ranking of a website can 

be achieved through using either or both of the search engine marketing strategies: 

paid placement and/or SEO. Figure 2.5 shows the location of paid placement and 

SEO results on a SERP of Google. 

 

 

          Figure 2.5: Paid placement and natural results (Source: Google 2010a). 

 

Ranking higher in search engines have economic benefits, bearing in mind that a 

highly ranked site is strongly correlational to more traffic that often gives a positive 

feedback of better revenue (Castillo, Chellapilla and Davison 2007). 
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2.3    WEBSITES 

A website is a collection of related webpages or files and documents hosted on a 

Web server and accessed on the World Wide Web of the Internet (Cho 2008). A 

website contains one or more related documents called ‘webpages’ that are linked to 

each through the use of hyperlinks. Each webpage should present different and 

diverse information depending on the characteristics of its content. Fiol-Roig, Miro-

Julia and Herraiz (2011:61) stated that the ”uncontrolled nature of the Web content 

presents additional challenges to web page classification as compared to traditional 

text classification, but the interconnected nature of the hypertext also provides 

features that can assist the process”. 

In a website, webpages contain content and the content is summarised by a list of 

keywords described as text. According to Ricca et al (2004:204), keywords have 

different scores in a webpage that is; more specific keywords weigh more and have a 

better score than other keywords. Ricca et al., further states that if a webpage 

contains a large number of a set of certain keywords then the webpages are regarded 

as similar, hence the proportionality to keyword weight is measured by its similarity 

contribution to the webpage (Ricca et al). 

 

Thus, the most important reason for designing a website is to provide content that is 

relevant to what searchers or end-users are looking for (Weiss and Weideman 

2008:2). High-quality content enables a website to be reputable and referenced by 

other websites and ultimately attain a better positioning on the SERP. 

 

Visser and Weideman (2011) mentioned that the existence of a website can be 

determined by the page on which it ranks, thus ranking on the first page of the SERP 

for a given keyword is an indication of the presence of a website. SEO becomes a 

prerequisite for this reason. 

 

2.3.1 Website visibility 

 

According to Weideman (2009:14), visibility is defined as the ease with which a 

search engine crawler can find a webpage. After finding the information, it is then 

defined by the degree of the success the crawler has in indexing the page. Borchardt 

and Weideman (2008:2) stated that website owners should concentrate on visibility 

since there is a logarithmic increase in the number of webpages on the World Wide 

Web. A webpage with high visibility can be easily found and has been designed in 
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such a way that a crawler will discover a substantial amount of relevant, easy-to-index 

information on the page. 

 

The most basic purpose of a website is to provide relevant, valuable content and 

enable users to locate it on a SERP. When a user performs a search for information 

via a search engine, the interface directs the query to the index where matches are 

made to the content of the index. The results from the index are presented to the user 

on a SERP (Weideman 2009:30). If it is a business site, used to promote or sell 

products or services, the success of the business may depend on whether the site is 

displayed on the first search page or two when users conduct Web searches through 

Google and other search sites. Every Internet Web publisher desires a high webpage 

visibility in SERP, in order to increase accessibility of their webpages. It is widely 

recognised that many variables contribute to a successful and highly visible website 

on SERP. 

 

A well-designed, content-rich, and easily navigated site is an aim for Web designers. 

However, if a website is not crawled and indexed by search engines or if it is crawled 

and indexed but not well optimised, only a limited number of Internet searchers will 

access the site. All of the effort made with regards to webpage content would be 

wasted (Zhang and Dimitroff 2005b:692). IIer (2006) indicated that search engines 

typically provide in excess of 87% of the traffic to a website. Companies that do not 

optimise their sites for search are losing opportunities to reach customers. 

Furthermore, an information-rich, well published website sells products and services 

to potential clients around the globe, 365 days a year, 24 hours a day. In other words, 

there are large quantities of webpages being submitted to search engines every day 

for indexing.  

 

Success in SEO ranking comes down to the survival of the fittest; therefore, visibility 

is not a right to all who submit their site but a privilege to those who submit suitable 

and relevant webpage content. With this in mind, SEO practitioners spend more time 

in trying to incorporate high ranking strategies in their work in order to be visible and 

highly ranked on SERPs. Studies have shown visibility on search engines as one of 

the best ways to promote online content. Nonetheless, numerous companies lose 

potential customers by failing to effectively promote their website through search 

engines. 

 

According to IIer (2006), a 2003 Forrester Survey established that 87% of Internet 

users rely on search engines to locate information on the Web. Therefore, website 
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advertising is a major opportunity that should be taken advantage of as a marketing 

tool since users are spending more time on the Internet than ever. The introduction of 

Web 3.0 has seen a drastic increase in the number of Internet users. According to 

Cho (2008), Web 2.0 is about social networking and mass collaboration with the 

blurring of lines between content creator and user, whereas Web 3.0 is based on 

“intelligent” Web applications using: 

• natural language processing, 

• machine-based learning and reasoning and 

• intelligent applications. 

The goal is to tailor online searching and requests specifically to users’ preferences 

and needs. Although the intelligent Web sounds similar to artificial intelligence, it is 

not the same. Web 3.0 attempts to bring order and allow users to be more accurate in 

searching and finding precisely what they require. This demonstrates how much effort 

is being put into webpage optimisation in order to enhance visibility. Each day is a tug 

of war on the implementation of strategies that results in high ranking (WordStream 

2009:3). The first step to success is to have a website included in the indices. 

Research has proven that at least 67% of users will only read the first page of results, 

while only 9% will read further than the third page. The implication is that if a website 

is not listed on the top half of the first page of results, it is virtually invisible as far as 

the average user is concerned (Chen 2010; Weideman 2008:10). 

 

2.3.2 Webpage usability 

 

Usability measures the extent at which a visitor can easily and quickly use webpage 

resources. Usability includes the following factors: easiness of learning, subject 

satisfaction, easiness of use, efficiency of use, memorability and error frequency and 

severity. The objective of usability is to eliminate any hindrances impeding the 

experience and process of online communication (Eisenberg et al 2008:158). 

 

Users are generally sensitive to information that they obtain from the Web; what they 

search for is what they want to be displayed by the search engines. If a user 

navigates through a webpage and does not attain satisfactory results, they promptly 

abandon the search or close the site and visit another site. Usability deals with the 

feeling of being able to easily utilise a website, as it satisfies fundamental principles of 

user-friendliness. From the three user interfaces for Google, Yahoo! and Bing, it is 

clear that Google and Bing are simpler to navigate than Yahoo!. 
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        Figure 2.6: Google central home page (Source: Google 2010a). 

 

 

Figure 2.7: Yahoo! central home page (Source: Yahoo! 2010a). 
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      Figure 2.8: Bing central home page (Source: Bing 2010a). 

 

According to Visser and Weideman (2011), the inclusion of usability attributes will 

enhance conversion; therefore, effective website design should incorporate usability 

as a prerequisite. They further state that there is a need for weighing in terms of 

importance of usability and SEO towards search engines and visitors, since these two 

practices occasionally contradict each other. 

 

Therefore, websites should be decomposed into smaller segments that are easier to 

manage and this will enable usability to be a factor considered at each level. Ricca et 

al. (2004:204) cited that as the website grows, its navigation structure and content 

tends to grow. This usually results in an increased level of complexity, hence 

opposing the aspect of usability. 

 

2.3.3 Sitemaps 

 

The sitemaps protocol (Sitemaps 2009) allows a webmaster to inform search engines 

about URLs on a website that are available for crawling. A sitemap is an XML file that 

lists the URLs for a website. It allows webmasters to include additional information on 

each URL, such as when it was last updated, how often it changes and how important 

it is in relation to other URLs in the website. According to George (2005:29), a 

sitemap would be a collection of static links, with relevant anchor text, pointing to the 

dynamic content. This allows search engines to crawl the site more intelligently. 

Sitemaps are a URL inclusion protocol and complement robots.txt, a URL exclusion 

protocol. Sitemaps are particularly advantageous on websites where: 
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• some contents of the website are not linked with public pages and 

webmasters use rich Ajax or Flash contents that are not normally 

processed by a search engine and  

• sitemaps assist in finding the hidden contents when submitted to crawlers 

and do not replace the existing crawl-based mechanisms that search 

engines already use to discover URLs.  

 

2.3.4 Keyword placement 

Previous studies conducted by Jupiter research (IIer 2006), indicated that 72% of 

Internet searchers are not satisfied with their results. The dissatisfaction may be due 

to the keyword usage in the websites or other Web related matters. Keyword 

placement may also contribute to the website visibility and/or spamdexing. 

 

Appleton (2010), pointed out a common mistake made by several small website 

developers, is believing that they have to place primary keywords everywhere on the 

page (e.g. titles, headers, ALT tags, meta descriptions, body text and anchor text), as 

often as possible, for visibility purposes. Whilst a certain level of keyword density is 

imperative, overuse of keywords with little or no synonym consideration can be 

identified as spamdexing.  

 

Kritzinger and Weideman (2007) indicated that designers of e-commerce based 

websites should pay close attention to the use of keywords on webpages. For each 

separate HTML page the relevant keywords must be identified and placed inside the 

top text areas. However, care must be taken to ensure that the keyword density does 

not lead to spamdexing penalties by search engine algorithms.  

 

According to Lim (2010), adding countless keywords on a landing page could 

generate an alert from the search engine crawler, reporting an exploitation of a 

technique to make a page relevant. This would, however, cause the search engine to 

remove the URL from the SERP. Lim further warns website developers that this 

penalty destroys the site’s existence, as no traffic to the site would be generated.  

 

Weideman (2009:55) graphically presented, in order of importance, a list of elements 

to be considered when designing a website for search engine crawler visibility. The 

ultimate result of the author’s model of relative magnitude of positive elements’ 

scores, showed inlinks at the first position, body keywords (second), anchor text 

(third), meta-tags (fourth), title tags (fifth), H1 (sixth) tags, etc. The keyword 

structuring in the website is usually placed in all of the above specified areas.  
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• Title tags - Page title tags carry weight in search engine algorithms; 

therefore, the title should include the keywords being targeted. 

 

• Meta Keyword description - The Meta Keyword description tag was 

originally designed to offer the opportunity to influence the SERP 

description. Website coders and SEO practitioners abused the technique 

by stuffing the tag with keywords. As a result, the search engine 

algorithms do not consider the meta keywords. Weideman (2009) 

indicates that due to the extensive abuse by designers, only a few search 

engines recognise the keywords metatag. However, it is recommended 

that this metatag be used as a library to record the important keywords for 

a webpage.  

 

• H1 and H2 heading tags - Headings have a high level of importance to 

search engine crawlers and they assume that the information is important 

and gives an indication of the content of the website (Weideman 2009:90). 

 

• Body text - Body text, such as H1 and H2 tags, should have the keywords 

appear in the first paragraph of the page. 

 

• Link text - Link text is often referred to as anchor text. Including the 

keywords in the link text is one of most important elements of a search 

algorithm. 

 

Kritzinger (2005) did not find any empirical evidence that the placement of keywords, 

more specifically, the placement of keywords within the body text of a webpage, had 

a measurable effect on a website’s visibility to search engines. Crowell’s (2004) 

opinion reflected that the title tag and the visible body text are the two most important 

places to insert keywords, due to the fact that search engines index and place 

significant ‘weight’ on the text. 

 

In their conclusion, Kritzinger and Weideman (2007) indicated that a website's 

ranking in search engines decreases when the keywords are placed at the bottom of 

the webpage. Their results did not include the percentage distribution of the keyword 

density in the respective areas they mentioned. For this reason the researcher 

investigated the keyword density in website text and its corresponding effects on 

spamdexing. 
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2.4 SEARCH ENGINE MARKETING 

 
According to East (2007:20), SEM is a combination of SEO and PPC (Pay-Per-Click). 

 

Generally, SEO can be defined as the activity of optimising a webpage or a whole site 

in order to make them more search engine friendly, thus obtaining higher positions in 

search results. SEO assists in increasing the traffic to one's site and can be 

integrated in paid search results for given keywords. However, the motive for making 

use of SEO techniques is to acquire top placement, as a site is relevant to a particular 

search term, not because of payments made. SEO offers a number of advantages to 

businesses, such as improved brand exposure and awareness, economical, scalable 

advertising, and an opportunity for sales and competent market leads (Wordstream 

2009:1-2). 

According to Stamoulis (2009), SEO is 80% marketing and 20% technical website 

factors and time should be taken to understand the targeted audience, the 

demographic and psychographic elements of the potential customers and the realistic 

consideration of the competitors.  

Raisinghani (2005) and Curran (2004:202-205) point out that there are a number of 

steps a webmaster can take to raise a website's search engine ranking, which include 

fine-tuning the site's title tag and ensuring that the search engines can easily index 

the site. Curran (2004:202-205) also suggests conducting extensive keyword or key-

term research, in order to determine what users are searching for. In addition, Curran 

stresses the importance of choosing a good site title, as well as the appropriate and 

correct use of metatags and site content. 

 

Due to the deterioration of content quality on the Web, preventing spamdexing is a 

top priority for the search engine industry (Abernethy, Chapelle and Castillo 2009:2; 

Henzinger, Motwani and Silverstein 2002:11-22). This is particularly true for the high 

commercial value in top ranked search results.  

 

Even though more complex searches are possible, the majority of Web users conduct 

simple searches on a keyword or key phrase. Search engines return the results of a 

search based on a number of factors. All of the major search engines consider the 

relevance of the search term to sites in their indexes when generating search results. 

Thus, a search for the word “car” would return webpages that pertain to automobiles. 
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The exact algorithms used to determine relevance are constantly changed and are 

confidential and undisclosed (Malaga 2007:68-82). 

  

2.4.1 The growth of SEM 

As far as Internet marketing or SEM is concerned, SEO considers what end-users 

search for and how search engines work. Optimising a website mainly comprises of 

tweaking its content, HTML and related coding to increase its relevance to specific 

keywords and eliminating obstacles to the indexing activities of the search engines’ 

filtering process. 

The Web is characterised by relentless growth - VeriSign estimates that over one 

million new domain names are being acquired in the dot-com domain each month 

(Featherstone, Adam and Borstorff 2009). However, there are many questions still 

asked that are attributed to website growth such as: 

 

• How much of the growth of the Web may be attributed to business?  

• What types and proportions of businesses populate the Web? 

• Is the Web more amenable to large businesses or to small 

businesses?  

• Does the Web consist mostly of entrepreneurial start-ups or 

companies who have adapted their pre-existing business models to 

this new environment?  

• How “entrepreneurial” is the Web?  

 

Throughout (or because of) the frenzy of the dot-com obsession in 2001, various 

fundamental questions, such as the ones outlined earlier, about business on the Web 

have remained unanswered (Featherstone, Adam and Borstorff 2009).  

 

It is possible to have a visible website without effective navigation, architecture and 

other visibility factors. Website marketers can pay for search engine visibility through 

“paid inclusion” or PPC programs. In addition, MarketingSherpa (2005) shows that 

websites that are optimised in order to appear higher in SERPs have a higher 

conversion rate (sales per visit) (4.2%) than PPC ads (3.6%). Clearly, it is important 

for a site to rank well on the SERPs, which would be within the first three pages, but 

preferably on the first page. Therefore, several website owners attempt to manipulate 

where their sites appear on the SERPs through SEO. 
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Malaga (2007:68-82) noted that site profit is dependent, in part, on site traffic; 

meaning, that as traffic increases, revenue should also increase. This author further 

mentioned that search engines are a major traffic driver for numerous sites and 

search engine traffic may be improved through the use of PPC advertising or SEO. 

Finally, the same author added that SEO is influenced by indexing, backlinks, and 

onsite optimisation. 

 

It is more important that e-commerce website designers develop them in accordance 

to specific guidelines, which will culminate in more website hits, more customers, and 

a potential higher return on investment. 

 

2.4.2 Search engine optimisation 

SEO or search engine positioning (SEP) was introduced in 1997 (Yung 2011:4). It is 

the process of identifying factors which will improve the amount or quality of traffic to 

a webpage from search engines via “natural” or unpaid (“organic” or “algorithmic”) 

search results, which would impact the search engine accessibility of the website.  

 

The abovementioned will ensure that the webpage achieves the highest possible 

visibility when a search engine responds to a relevant query (Zhang and Dimitroff 

2005a:666). Search engine optimisation has grown into a busy industry, with 

specialists analysing and employing sets of techniques in an attempt to produce 

relevant human-readable content. Search engine algorithms differ from one search 

engine to the other, and this makes SEO a complex practice as careful attention is 

required when optimising a website. SEO is required to please one particular 

audience, namely search engine crawlers, whilst website usability is aimed at the 

human user audience. These two audiences are highly dependent on each other, but 

occasionally they function in a manner where one disregards the other (Visser and 

Weideman 2011). Considering this phenomenon, visitors’ needs should be satisfied 

or else the visitor will opt for other sites that address their specified requirements 

(Kritzinger and Weideman 2008). 

 

Optimising a domain or website for an improved search engine ranking primarily 

involves regular editing of its content in order to both increase its relevance to specific 

keywords being used in search queries and to encourage more frequent indexing by 

search engines. 

 

Traditional websites lack a standardised structure and an emphasis on strong visual 

presentation of content to capture the attention of the viewer/researcher, not 
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necessarily focusing on data. As a result, search engines need to apply complex 

algorithms to determine whether or not those websites might be beneficial to visitors, 

evaluating a number of variable characteristics (Telnic.com 2009). 

 

Matching one particular search algorithm in trying to cheat the system at a particular 

time will not be a viable long-term marketing strategy. Real SEO is not about exact 

domain name vs. number of keywords vs. outbound links. Search engine companies 

employ human methods to evaluate and improve their search results. Specially 

trained “ratters” inform the search engine if the top results are relevant for the query, 

while a monitored number of clicks show whether actual users follow the links at the 

top of the search results table (Telnic.com 2009). 

 

SEO requires devotion of significant periods of time and effort to ensure that 

significant results are attained. It has become a very complex, sophisticated practice 

that requires constant research, practice and re-evaluation in order to be effective. 

Axandra (2008), mentioned that SEO is a long-term beneficial marketing plan and if 

well-articulated it realises profitable results. However, its success relies on patience 

and a particular way of paying attention to details and policies that govern its 

operability. 

 

2.4.2.1 Search engine spamdexing 

 

Spamdexing has existed for over a decade and content credibility problems have 

received a fair share of research attention over the past few years. The 

trustworthiness of content and the assessment of information accuracy has been a 

major challenge that resulted in many requests for technology to facilitate proper 

measurement to address the problems (Castillo, Gyongyi, Jatowt and Tanaka 

2011:313-314). A recent workshop of the Joint WICOW/AIRWeb Workshop on Web 

Quality1 at WebQuality 2011 was conducted with the main objective being to provide 

the research communities working on spamdexing, abuse, credibility and reputation 

topics with a survey of current problems and potential solutions. 

 

The term spam is most closely associated with batches of unsolicited e-mail (Hayati 

and Potdar 2009:3-7; Weideman 2009:28); this is referred to as e-mail spam. 

According to Weideman (2009:28): “Search engine spam, also known as spamdexing 

(SPAMming the inDEXes of search engines), is a deliberate attempt by website 

developers to bypass the intelligence of computer programs and the intention of this 

is to deceive search engines”.  
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The fundamental difference between e-mail spam and search engine spam 

(spamdexing) is that e-mail spam is centred on tricking the users whilst spamdexing 

is targeting the search engine crawlers in order to rank high on the search engine 

results. Jerkovic (2009), described spamdexing as the same as search engine spam 

and Web spam which involves the repeated use of certain keywords in webpages. 

The author further highlights the fact that Google removes a website from its index if 

the website is suspected of spamdexing. Clay and Esparza (2009) reviewed 

spamdexing, as viewed by a search engine, as a violation and misdirection of search 

engine polices. Most interestingly, they added that spamdexing is measured by the 

intent and extent to which a SEO tactic is used, which does not clarify the degree and 

measurement of the extent to which a particular tactic is used, which became the 

basis of this research. In this research, the researcher will make use of the terms 

spamdexing and spam (unsolicited e-mails), with their respective meanings, as 

defined above. 

  

According to Gyongyi and Garcia-Molina (2005), there is some progress regarding 

the area of spamdexing filtering; areas of formulating ways to ascertain useless Web 

content that have the sole purpose of manipulating search engine results. Four years 

later, after Gyongyi and Garcia-Molina’s (2005) comment on the earlier work on 

spamdexing and workshops held, Dai, Davison and Qi (2009) cited that the 

Workshop on Adversarial Information Retrieval held in 2009 also did not present 

marginal improvement over spamdexing results and did not attempt to compare their 

performance. However, several papers focus on providing temporal structures on 

improving classifications, but significant progress was not achieved. However, Hotho, 

Benz, Jaschke and Krause (2008) mentioned that the introduction of social networks 

have caused spamdexing to draw the attention of researchers.  

 

Despite the fact that search engine guidelines are not clear on the subject of 

spamdexing, Ralf, Pettijohn and James (2008:133) are in agreement that Google 

made another change in the rules of the search engine when it introduced an extra 

set of factors (in addition to keyword density) into its ranking algorithm, hereby 

affecting the quantity, quality and context of incoming links to a website. The result of 

this change is that linkages to a particular website have a significant impact on how 

high it is ranked with respect to a particular keyword.  

 

However, according to Kimura, Saito and Sato (2005:723-729) there are often SEO 

spamdexing websites that contain little or no relevant content and whose sole aim is 

to increase their position in the search engine rankings. Such spamdexing involves 
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obtaining more exposure for a website than it deserves for a given search term, 

leading to an unsatisfactory search experience. Hence, it is an important research 

topic to investigate SEO spamdexing on websites. 

 

2.4.2.2 Keywords in body text 

 

Keywords are focal descriptive natural language words that are utilised as search 

queries by Internet users when searching for information on search engines. 

Keywords are important SEO items for every search engine since they are what 

search strings are matched against. As a result, it becomes very important that 

websites are optimised for the right keywords. Website keywords must be capable of 

describing the content of the site and should generally be utilised by users to locate 

the site if searched for. Website developers need to consider not only the relevance 

of keywords of the site but also the statistical and demographic distribution of users’ 

monthly keyword search patterns on the SERP. 

  

Too much text is viewed as “bad writing” and this occasionally occurs on websites. 

However, text on each page should be halved and the remaining text should then be 

halved again to reduce congesting content to the users (Johnson 2007:169). 

Measures must be taken so that webpages are not overloaded with similar targeted 

keywords, hence reducing readability. 

 

Body text is described as the textual content of a website. Different views are 

presented by many scholars in respect of body text and keyword density. Various 

SEO experts consider the optimum keyword density to be 1 - 3 %. Using a keyword 

more than that could be considered search spamdexing (Wikipedia 2010). Todaro 

(2007) recommends that keyword density be kept to 3 - 4% of the body text, per 

page. The author further reiterates that the overuse of keywords in the body text 

raises a red flag with Web spiders and might disqualify the site.  

 

Charlesworth (2009) is of the opinion that keywords which appear twice in 50 words 

have a better ratio than the use of four keywords in 400 words. Appleton (2010) 

states that a benchmark of 3 - 7% keyword density is acceptable and points out that 

anything more than this strays into spamdexing territory. This prompts the question - 

what is the best keyword density in body text? 

 

Certain search engines allocate weights to where the keywords are located within the 

website, while others evaluate how many keywords appear on a webpage. The 
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number of “in-links” (links to a webpage) also features, for example, in Google’s 

PageRank algorithm (Weideman 2004b:904-907). 

 

Keyword stuffing poses a problem in terms of content relevancy; knowing the right 

amount of keywords that does not compromise relevancy is important. However, 

Kassotis (2009) stated that for every 100 words in a webpage, one keyword should 

be used. Kassotis (2009) further states that the general rule is a keyword density of 2 

- 2.5%.  

 

Keyword research is one of the foundations and cornerstones of a search engine‘s 

marketing effort. A site that makes use of popular keywords can easily be discovered, 

while one that does not may languish in obscurity. Web developers ensure that their 

keywords are the terms which the searchers use when conducting searches on the 

Internet. Those keywords have to match the search queries used by searchers when 

querying the search engines. The on-page factors relate to the effective use of 

keywords. Keywords mark the fundamental strategy, be it SEO or PPC. 

 

One of the foundations of an effective search engine marketing campaign is to select 

the best keywords that potential customers might use to find the site (Weideman and 

Kritzinger 2003:231-232). As the number of duplicated keywords in the full-text of a 

webpage increases, the visibility in the results list of a search engine increases as 

well. No diminishing returns were found with full-text keywords (Zhang and Dimitroff 

2005a:688). If the wrong keywords are initially chosen, all the time and effort that is 

devoted in attempting to get the site a high ranking with search engines will be 

pointless. 

 

2.4.3 SEO white hat techniques 

 

According to Weideman (2009:181), a white hat technique is an ethical and above 

board SEO method that is used by SEO practitioners and website designers on 

websites to achieve a higher ranking. Among others, the use of correct metatags, 

correct use of keywords and inlinks helps to achieve positive desired website goals. 

 

2.4.3.1 Links 

 

According to Goldsborough (2005:40-42), the Web is heavily populated with 

interlinked pages; sites linking to each other increases ranking chances on search 

pages. Search engine crawlers track these links to index the website. Links are one 
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of the most important SEO strategies that guarantee a high ranking of a website. The 

more links to a site, the better the chances of ranking higher, as the quality and 

quantity of links form part of the algorithms of search engines for calculating 

relevancy (Mbikiwa and Weideman 2006). 

 

Even though an increased number of sites linking to a website has a positive impact 

on the website, “link farms”, which are websites that are not genuine directories but 

rather schemes merely designed to increase site's rankings, should be avoided. 

Goldsborough (2005:40-42) mentioned that websites that make use of these 

practices risk penalisation by search sites.  

 

Paulussen (2004:449-466) concludes that it becomes very easy for search engine 

spiders to navigate through a well-constructed and coded linking structure and this 

could ultimately assist visitors in easily locating website content via search engines. 

 

2.4.3.2 Inbound and outbound links 

 

Outbound links are any hypertext links that start from a site and lead to another site. 

Inbound links, or backlinks, on the other hand, come from an external site to one’s 

site. The popularity and most importance of a site is measured by the backlinks and 

most importantly are the links originating from reputable sites. 

 

Having inbound links from reputable sites boosts rankings (Zhao 2004:108-119), 

whilst bad links risk website blacklisting. Inbound links are important for the following 

reasons: 

 

• they can increase website ranking in SERPs for queries using the 

keywords in the link anchor text, 

• inbound links from a site already indexed will enable robots to find a site 

during the normal indexing process, 

• they can increase a website’s PageRank or ranging with similar algorithms 

and 

• they bring extra traffic to the site. 

 

Links can also be from page to page and join the documents of the same site; these 

links are called internal links. Internal links are not as important as the backlinks, but 

are also fundamental to SEO. 
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2.4.3.3 Cross-linking 

 

Cross-linking is a method of simply obtaining inbound links from other sites. 

 

2.4.4 SEO black hat techniques  

 

George (2005:18) defined ‘Black Hat SEO’ as a practice that causes a site to rank 

higher than its content would otherwise justify or that any changes made specifically 

for search engines that do not improve the user’s experience but the site. Ralf, 

Pettijohn and James (2008:133) noted that in the early days of the Internet, a site's 

ranking was entirely based on the words and HTML code found on its webpages. 

Thus, online marketers were only required to repeat a keyword dozens of times on 

their webpages, and the pages would automatically rise to the top of the rankings. 

The world of search is different these days and such practices are viewed as a type 

of spamdexing. This practice may result in a website being penalised in respect of its 

rank in search results or being completely removed from a search engine's index. 

With current search engines, Romow Web Directory ([Peter] 2007) listed the following 

tactics as the widely exploited ones: 

 

• cloaking, 

• duplicating content, 

• keyword metatag abuse, 

• hidden text, 

• bad links and 

• extra title tags. 

 

Krause, Schmitz, Hotho and Stummer (2008) advocated for a spamdexing-fighting 

mechanism that could result in the spamdexers refraining from their practices, which 

would further increase the benefit of sharing Web content as responsibly and 

truthfully as possible. Erdelyi, Benczur, Masanes and Siklosi (2009), state that it is 

difficult to define the boundary between spamdexing and honest search engine 

optimisation; this makes spamdexing filtering important in Web archives. The 

spamdexing concern is increasing with different measurement and estimates, thus 

roughly 10% of the websites and 20% of distinct HTML pages comprises of 

spamdexing (Erdelyi et al. 2009). The aforementioned affects resource storage 

wastage and further results in an increase of processing and bandwidth, hence 

economic sustainability is compromised. 

 



 34

2.4.4.1 Keyword metatag abuse 

 

The keyword metatag is no longer very useful in website ranking in the search results, 

but there is a need to avoid overstuffing this tag with hundreds of keywords. 

Weideman (2009:76) indicates that due to the extensive abuse by designers, only a 

few search engines recognise the keywords metatag. Nevertheless, it is 

recommended that this metatag be used as a library to record the important keywords 

for a webpage. The most important and relevant keywords to a site should be listed.  

 

Example of a metatag 

 

<META NAME="KEYWORDS" CONTENT="Laptops, laptop, getlaptops1, computers, 

notebook"> 

 

According to Weideman (2009:76), George (2005), and Ramos and Cota (2004:50) 

abusing a metatag by listing hundreds of keywords, repeating keywords or listing 

keywords that are not relevant to a site’s content essentially results in a site’s ranking 

in Google worsening. 

 

2.4.4.2 Hidden text 

 

Henzinger, Montwani and Krause (2002) described text spamdexing techniques 

being used to modify the text in such a way that the search engine rates the page as 

being particularly relevant even though the modifications do not increase perceived 

relevance to a human reader of a document. The author also noted that there are two 

ways to attempt to improve ranking: 

 

• by concentrating small sets of keywords (repeating these keywords often 

at the bottom of the webpage) and 

• increasing the number of keywords of the document. 

 

Style sheets (CSS spamdexing) can be used in an effort to hide these manipulations 

from search engines’ anti-spamdexing filters (George 2005:19). Search engines crawl 

the Web, looking at particular site items (mainly text) to get an idea of what a site is 

about. All search engines evaluate the content of a document to determine its ranking 

for a search query. Hidden text is one of the oldest keyword stuffing techniques 

available, but hiding text on website is easily detected by Google and the other major 

search engines and will result in a lower search ranking or removal from their index. 
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Hiding text can be achieved by filling the webpage background with keywords and 

then matching the colour of the text with the colour of the background, so that it 

cannot be seen by humans (Yung 2011:40). A variation of matching the colour to hide 

text is to make the text small, so that it will not be visible to human website visitors. 

 

2.4.4.3 Cloaking 

 

This is a form of a spamdexing technique where content or URLs presented to search 

robots are entirely different to the one presented to human visitors. For example, the 

displaying of information that would lead search engines to think that a website deals 

with the selling of second hand laptops in Cape Town, but when a searcher clicks on 

the website, it displays advertisements for Viagra. Webpages or content will be 

delivered differently depending on the IP address and/or agent who is requesting it. 

 

2.4.4.4 Keyword stuffing 

 

Keyword stuffing is regarded as one of the black hat techniques that attempt to 

achieve a highly ranked site by tricking search engine algorithms. However, a 

problem pertaining to the ratio of the keyword density to content count has not been 

clarified. Keywords are fundamental to websites and result in a positive effect on 

search engine ranking. Therefore, there should be an acceptable ratio of keywords 

and the content density of a site. A line that demarcates the crossover point for a site 

to be regarded as spamdexing by search engines should also be included. For this 

reason, the researcher performed an experiment to determine the acceptable point at 

which frequency and density of a keyword can cause a website to be blacklisted, 

regarded as spamdexing or removed from the index. 

 

Dejarnette’s (2010) recent article describes the importance of keywords and key 

phrases as help that direct searchers to content they wish to see on the Internet and 

keywords which leads a searcher down multiple paths to many matching and relevant 

websites. It is a filtering process that leads the holder to the destination which they 

wish to visit. In the view of supporting the importance of keywords in content, Ricca et 

al. (2004:206) provided a simple approach to weighing the importance of a word in a 

webpage. The authors stated that more frequency or repeated referral of word 

occurrence in a webpage reflects its importance. 

 

An overriding motivation for all website designers and website content providers is to 

have highly ranked websites, well indexed positions, maintain their website 
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competitively and at the same time complement the related markets (IIer 2006). Much 

has been done to ensure that SEO is considered at all times. Among the main 

strategies that are paramount for a website to be highly ranked are keywords. 

Numerous studies have been conducted to determine the importance of keywords to 

the success of a highly ranked website.  Bowman (2004) reflected on the following 

factors that are important to take note of when using a keyword: 

 

• how many times they are repeated, 

• where they appear, 

• how they are positioned relative to each other and 

• which tags surround the keywords. 

 

On the other hand, Weideman (2009:64-68) indicates that there should be a balance 

between the use of a keyword or phrase to both the user and the search engine 

crawlers. This is necessary in order to achieve the website goals. Nevertheless, 

search engines are aware that other websites are designed in exclusion of properly 

laid down procedures and regulations governing website visibility. Web developers, 

SEO practitioners and content providers are required to utilise keywords in such a 

manner that they avoid keyword stuffing, which could lead to the website being 

blacklisted. However, at the same time enough keyword density needs to be 

maintained in order to earn a high ranking.  

 

Past studies indicate that many scholars and various keyword tools place emphasis 

on the importance of frequent use of keywords in website content. It should be 

ensured that the site will not be suspected from spamdexing, which can result in the 

website being removed from the index. A big risk is time wastage. Time might be 

wasted in attempting to add additional keywords to the content whilst there may be a 

point and keyword count that is acceptable by the search engines.  

 

One of the worst mistakes which should be avoided is densely distributing keywords, 

to the extent that it results in websites being blacklisted or regarded as spamdexing. 

In the conclusion to their study, Kritzinger and Weideman (2007) stated that 

designers of e-commerce based websites should pay close attention to the use of 

keywords on webpages. For every separate HTML page, the relevant keywords must 

be identified and placed inside the top text areas. However, care ought to be taken to 

ensure that the key word density does not lead to spamdexing penalties by search 

engine algorithms. 
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2.4.4.5 Link farm 

 

It is a black hat technique whereby an array of webpages have a large number of 

hyperlinks interchanged to each other or other pages. It is done with the main motive 

of promoting artificially boosting link popularity and ultimately enhancing search 

engine rankings. The sole intention of the linking of the sites to one another is to 

boost popularity. This collection of the links can point to every other page in the site. 

Furthermore, a link farm can be added at the bottom of the webpage. This artificially 

increases the number of links to the webpages, with the main aim of increasing 

rankings in the SERP. According to Beel and Gipp (2010b:297-298) link spamdexing 

can be created by using dummy websites that link to the website intended to be 

pushed, exchanging links with other webmasters, purchasing links on third party 

webpages and posting links to one’s website. 

 

2.4.4.6 Content duplication 

 

Content duplication is identical or very similar to pages that can be accessed from 

different URLs. An example would be copies of the Open Directory Project listings or 

online books taken from projects. An individual might steal the content of the website 

(George 2005:20). 

 

  George also identified the following as content duplication: 

 

• documents served in different formats, HTML, PDF, text for different 

audiences, 

• mirrored documents to avoid delays or to provide fault tolerance, 

• content syndicated and re-branded for different audiences and markets, 

• duplication of press releases by media outlets and 

• registering of different versions of names pointing to the same content in order 

to protect business trademarks. 

 

2.4.4.7 Extra title tags 

Adding extra HTML codes to include multiple title tags is known as “Title Stacking” 

and can simply be found by search engine robots. Web designers or content 

providers attempt to stuff more keywords into the very important title tag by 

duplicating the tag. The effects of this are not seen by the website visitor even 
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though this may have helped some webpages to rank better for those particular 

keywords (Romow Web Directory [Peter] 2007).  

2.4.5 Commercial websites and spamdexing 

For commercially-oriented websites, whose income depends on their traffic, it is in 

their interest to be ranked within the top 10 of the SERP for a query relevant to the 

content of the website. The purpose is to boost those websites' rankings on search 

engines such as Google when users search for keywords. Higher rankings mean 

more click-through and, often, more money (Zahorsky 2010:32-33). Henzinger , 

Motwani and Krause (2002) also agreed that to achieve a high ranking, website 

developers deliberately try to manipulate their placement and to achieve this they use 

either a text-based approach, a link-based approach, a cloaking approach or a 

combination of either or all of the techniques. 

 

Search engines are constantly reviewing their algorithms in order to become resistant 

to these spamdexing techniques. On the other hand, the search engines do not 

publish or review their anti-spamdexing doctoring techniques to avoid aiding the 

spamdexers to circumvent them. Bartow (2010:1079-1080) reflected on the need for 

good laws, norms and codes of conduct to be regulated over the Internet usage; the 

author further noted that failure to put these in place will result in the Internet being 

compromised. 

 

However, the Discovery Challenge 2010 recorded best spamdexing classification 

results (Nikulin 2010) and Guang-Gang Geng, Jin and Zhang (2011) provided a 

number of classifications quantities of quality components that would help to increase 

the Web content quality. 

 

2.4.6 Keyword density 

Keyword density relates to the percentage of target keywords relative to the total text 

on a page. Keyword density is calculated as follows: 

 

KD= (K/TWC)*100  

 

KD is the Keyword density. 

K is the number of times a specific keyword is repeated in a page and 

TWC is the total number of words analysed on the page. 

 

The density of a keyword phrase is calculated as follows: 
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KPD= (K*WPC/TWC)*100  

 

KPD is the Keyword Phrase density. 

K is the number of times a specific keyword is repeated in a page  

WPC is the number of words in the phrase and 

TWC is the total number of words analysed on the page. 

 

Generally, the idea is that the higher the keyword density, the more relevant to the 

search string a page is; however, the quality of a keyword does not go hand in hand 

with its quantity. As the keyword quantity increases so does the probability of 

keyword stuffing (Webconfs.com 2010). 

 

2.5 Pay-Per-Click 

To achieve a highly visible website without effective navigation architecture and other 

visibility factors, website marketers are forced to pay for search engine visibility 

through “paid inclusion” or “pay-per-click” programs. That is, the site owner only pays 

when a user clicks on the advertisement and visits the target site (CyberWyre 2006). 

Ralf, Pettijohn and James (2008:133) pointed out that PPC advertisements on search 

engines can be relatively effective, yet it can also be rather costly. Given the potential 

of a high cost, it is important for online marketers to understand how they can 

increase their site's ranking in “natural” or “organic”, unpaid search results. In other 

words, it is imperative that they understand the importance of SEO. SEO can result in 

substantial savings, and at the same time it can be used to enhance PPC campaign 

results. 

 

According to Wordstream (2009:7-8), PPC and SEO, if implemented together, 

support each other, hence they are considered as complementary. Furthermore 

brand trust and increased conversions are easily attained if ranking is both natural 

and paid results. Wordstream also stated that pages that are well optimised for 

organic search likewise make strong destination URLs for paid advertisements and 

have a positive impression on quality scores; hence, better results can be achieved if 

PPC and SEO are used simultaneously. 
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2.6 SEARCH ENGINES AND KEYWORD STUFFING 

 

Many scholars mentioned the relationship between search engines and the correct 

and respectable use of keywords. Different opinions revolved on how search engine 

algorithms perceive the certain levels of keyword density as spamdexing. Some of 

these mixed ideas formed the basis of other SEO practitioners’ company strategies in 

respect to keyword stuffing control. 

 

2.6.1. Google and keyword stuffing  

 

Do websites developers really understand Google’s viewpoint on spamdexing or is it 

merely a perpetuating confusion and fear of the unknown? Google employs a 

complex, proprietary algorithm based on 200 factors to decide which sites rank high 

for any given keyword search. Google explains the process in the following manner: 

 

“PageRank (e.g. the software behind Google’s ranking technology) performs an 

objective measurement of the importance of webpages by solving an equation of 

more than 500 million variables and 2 billion terms.  Instead of counting direct links, 

PageRank interprets a link from Page A to Page B as a vote for Page B by Page A. 

PageRank then assesses a page's importance by the number of votes it receives” 

(Google 2008b). 

 

According to Google (2008a), “PageRank also considers the importance of each 

page that casts a vote, as votes from some pages are considered to have greater 

value, thus giving the linked page greater value. Important pages receive a higher 

PageRank and appear at the top of the search results. Google’s technology uses the 

collective intelligence of the Web to determine a page's importance. There is no 

human involvement or manipulation of results ...” “Google’s search engine also 

analyses page content (through a process Google calls "Hypertext Matching 

Analysis"). However, instead of simply scanning for page-based text (which can be 

manipulated by site publishers through metatag), Google's technology analyses the 

full content of a page and factors in fonts, subdivisions and the precise location of 

each word. Google also analyses the content of neighbouring webpages to ensure 

the results returned are the most relevant to a user's query”. 

 

Google, in their Webmaster guidelines (Google 2010e), states that webpages should 

not be loaded with irrelevant keywords, otherwise known as “keyword stuffing". This 

practice is an attempt to manipulate a site's ranking in Google's search results. 
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According to George (2005:52), filling pages with keywords result in a negative user 

experience and can harm a website's ranking. The focus should be set on creating 

useful, information-rich content that appropriately utilises keywords and use them 

within the correct context. The aforementioned raises various questions, such as the 

level of keyword density Google deems suitable. This raises several of the 

fundamental questions that form the basis of this research. 

 

2.6.2. Yahoo! and keyword stuffing 

 

Some search engines (such as Yahoo!) have a large number of human site editors, 

and a business needs to submit the address of the site in order to have it reviewed 

and registered so that it can be found in a search. Yahoo! defines search engine 

spam (spamdexing) as pages that are considered unwanted and appears in search 

results with the intent to deceive or attract traffic and with little regard to the relevance 

or overall quality of the user experience (Yahoo! 2010c). Yahoo! excludes these 

webpages in its index and regards them as unasked for sites. Similar to Google, 

Yahoo! does not clearly specify its interpretation of keyword density or spamdexing 

(keyword stuffing). Crawlers’ spamdexing interpretation details are hidden and 

unclear. 

 

2.6.3 Bing and keyword stuffing 

 

Likewise, Clay (2009) states that the Bing search engine, under its content 

guidelines, explicitly states that the MSNBot identifies webpages filled with irrelevant 

keywords. Canel (2010) reflected on the impending change from MSNBot to Bingbot 

as the new crawler. Bing crawls a variety of content forms found on the Web, index 

the content, apply appropriate algorithms, and finally directs relevant content to user 

queries on SERPs (DeJarnette 2009).  

 

It is clear that these search engines do not quantify their definition of spamdexing, 

which enhances this research on crossover point of keyword density to spamdexing. 

Fundamentally, DeJarnette (2009) defined SEO to organising website content and 

using other non-paying methods to help improve a site's placement in search engine 

results. In addition, SEO is a subset of search engine marketing (SEM), which also 

includes buying keywords or sponsoring search results to artificially elevate a 

website's placement in search engine results.  
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The author further wrote that websites which naturally appear high in search engine 

results typically have maximised their SEO implementation, by using:  

• relevant and unique title tags on all webpages, 

• succinct metatag content descriptions, 

• header tags (specifically h1 tags) within the content, 

• text navigation links, 

• XML Sitemaps and 

• robots.txt files. 

Contrary to other authors, DeJarnette (2009) did not list keywords as one of the 

important SEO methods to be maximised for high ranking. 

DeJarnette (2009), highlighted in his article that SEO is fundamentally about creating 

websites that are beneficial to users. The author’s most basic advice for achieving 

optimum rank for a website in Bing was to do the following: 

• develop original content (including well-implemented keywords) directed 

towards the intended audience, 

• use well-configured code in the webpages (including images and 

sitemaps) so that users’ Web browsers and search engine crawlers can 

read the wanted indexed content and 

• earn several, high-quality, authoritative inbound links.  

 

2.7 CONCLUSION 

 

Keywords are a fundamental element in website design as they contribute a great deal in the 

content structuring in websites. They form the basis of webpage visibility and enable 

webpages to be searched on the WWW. Regardless of which strategy a company uses, 

keywords form the epicentre of a well-designed website and contribute to the success of 

good websites. However, caution should be taken when using them to avoid annoying 

search users rather than enhancing satisfaction. Likewise, search engines rely on keywords 

to display information on their search pages in response to search queries. It is clear that 

website designers and online marketers have different goals and do not necessarily co-

operate when a website is being constructed, hence some website risk penalisation if black 

hat techniques are used. 

 

Some scholars agree that keywords are not as important as they used to be, even though 

there is no way one can use any ranking technique without considering them, thus keyword 
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research perpetuates in current studies. In the current Web marketing, SEO have dominated 

profoundly especially among small businesses, due to the reduced cost factor involved. 

Google, Bing and Yahoo!, as the current search engine giants, have a large impact on the 

way in which SEO practitioners design their websites. They should further adhere to the 

principles that govern the existence of their website of the index of these respective search 

engines although not all of them respect this.  

 

Based on the academic literature explored, it is clear that there are a number of questions 

that are left unanswered as far as the spamdexing problem solving is concerned, as similar 

problems have been evolving since the last decade (Yung 2011:15), when SEO was first 

introduced. The difference between black hat, white hat and gray hat techniques and where 

a SEO technique overlaps to spamdexing (Castillo, Chellapilla and Davison) has formed part 

of debates, even though the problems remain. 

 

Spamdexing is one of the main challenges Web search engines need to address, since it 

weakens the user’s trust with the search engine rather than only the deterioration of the 

quality of results (Henzinger, Motwani and Silverstein 2002). According to Abernethy, 

Chapelle and Castillo (2010), a non-spamdexing website rarely links to a spamdexing 

website, even though spamdexing websites regularly link to non-spamdexing ones. This 

should be noted in order to avoid unnecessary waste of a substantial amount of 

computational resources in the search engine. 

Conclusively, adequate content is one that is characterised by enough keywords that satisfy 

both the targeted end-user and the content value acceptable by search engine crawlers. The 

problem of attracting visitors has become more challenging due to the fast growth of 

websites. New techniques are always being implemented by website designers and content 

providers to enable their websites to be found, especially through popular search engines 

like Google, Yahoo! and Bing. This is particularly true with malicious website developers 

whose techniques are to achieve undeserved, high rankings by exploiting algorithms used by 

search engines (Shin, Gupta and Myers 2011). 
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CHAPTER THREE 
 

 
RESEARCH DESIGN AND METHODOLOGY 

 
 
3.1. INTRODUCTION 
  

It is not sufficient to simply add keywords and submit a website to search engine 

indices and directories and expect major improvements to a website. The previous 

chapter emphasised the importance of identifying keywords and the ability to use 

them correctly and appropriately in a search engine friendly manner, as well as them 

being acceptable by human readers. 

 

Different scholars have opposing opinions about keyword density in the body text of a 

website, but most of them agreed that keyword stuffing is a waste of time and effort. 

The researcher, however, did not find any empirical results to define the crossover 

point of keyword rich website text to spamdexing and has further investigated and 

determined that different search engines have different indexing strategies.  

 
In articulating the research project, the researcher used a mixed methodology with an 

experimental design as the backbone of the study, and it takes an objective and 

detached epistemological stance. The researcher implemented triangulation and 

gathered results from the following: 

 

• search engines,  

• SEO practitioners and website designers and 

• experiments. 

 
The researcher compared the results gathered from search engines and SEO 

practitioners with the outcome of the experiments and then based a conclusion on the 

experimental outcome. 

 
During the interviews, the researcher supplied comprehensive information with a 

layout of the research question and sub-questions, as well as the details of the 

experimental design. The responses provided by the SEO practitioners and other 

factors relevant to the research methodology were also explored. 
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3.2. RESEARCH QUESTIONS 
  
 The author identified the core research problem to be: 

 

No consistent guidance exists on search engine interpretation of the difference 

between keyword rich website text and spamdexing, which could result in legitimate 

websites being blacklisted. 

 

This research is based on the following research question: 
 

How do search engines interpret natural language text as being keyword rich or 

spamdexing? 

 
In order to answer the above research question, the following sub-questions were 

also identified and investigated: 

 
• What is the view of search engines on the definition of spamdexing? 

• What is the view of academic experts on the definition and understanding 

of spamdexing? 

• How can search engine interpretation of webpage content be measured? 

• How can keyword density and subsequently “keyword richness” and/or 

“keyword poorness” be measured? 

• How does a Web developer know if webpage content was interpreted as 

search engine spamdexing? 

 

3.3. ONTOLOGICAL STANCE 
 

Ontology is the theory of objects and their ties. Ontology provides criteria for 

distinguishing various types of objects (concrete and abstract, existent and non-

existent, real and ideal, independent and dependent) and their ties (relations, 

dependences and predictions) (Corazzon 2009). 

 
 

Nel and Com (2007) define ontology as the precedence of epistemology, and Knowzit 

(2009) further states that it is the characteristic of matter concerned with the ‘how’ 

rather than the ‘what’, as is the case with epistemology. In this case, the researcher 

will concentrate on the target prior to gathering information on it and this will include 

SEO practitioners, SEO scholars and search engines. 
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SEO practitioners: these are the people involved in the process of improving website 

visibility that includes designing or modifying websites in order to improve SERP 

ranking. 

 
SEO scholars: these are people who research and publish literature on search 

engines, keywords density and spamdexing.  

 
Search engines: these are services that allow a user to enter a keyword or phrase to 

search for information, and display results on its SERP. 

 
3.4. EPISTEMOLOGICAL STANCE  

 
Epistemology is the study of knowledge and justified belief. As the study of 

knowledge, epistemology is concerned with the following questions: What are the 

necessary and sufficient conditions of knowledge? What are its sources? What is its 

structure, and what are its limits? (Steup 2005). 

 
Epistemology is a characteristic of knowledge (Knowzit 2009) that is related to the 

study of knowledge, how to obtain it and how to reason (Nel and Com 2007). With 

epistemology, evidence is required to substantiate findings in order to show that they 

are more than an opinion. On the other hand, ontology does not have to be proven as 

it is evident: it is what already exists (e.g. the Internet). 

 
In this research project the study consists of elements that are established, indicating 

that the researcher is able to take an objective and detached epistemological stance.  

 

3.5. CONCEPTUAL FRAMEWORK 
 

A conceptual framework is defined by Perez and Anthony (1995) as a map of 

concepts and their relationships. More specifically, it describes the factors of 

significance of the research (entities) and characteristics of and associations between 

pairs of those factors of significance (relationships). Figure 3.1 indicates the 

conceptual framework for this study.  

 
 
 
 
 
 
 

           
 
 



 47

  
Figure 3.1: Relationship between various research elements. 

 

Figure 3.1 shows different entities in the research study and how these elements 

relate to each other. There are five sections, A - E, that represent different activities at 

each level. 

 

Key 

 

A – The researcher designs, modifies and/or maintains a keyword rich website 

text.  

 

B - Five test websites exist with similar content but varying keyword densities.  

 

C - All five websites to be submitted to three search engines (Google, Yahoo! 

and Bing). 

 

D - Depending on the SE algorithms, webpages are either indexed or blacklisted 

as spamdexing.  

 

E - The researcher inspects the indexing of the webpages. 

 

F - The researcher analyses findings, summarises conclusions and make 

recommendations. 

 

KR Website - Keyword rich website text 
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SE 1 - Search Engine 1 

 

3.6. RESEARCH METHODOLOGY 

 

Research is a process of collecting, analysing and interpreting information to answer 

questions. However, to meet the requirements of research work, the process must 

have certain features. These include that it must be controlled, rigorous, systematic, 

valid and verifiable, empirical and critical (Kumar 2005). 

 

In order to answer various questions that constitute the study, the researcher 

explored multiple methods, procedures and models of research methodology which 

would help to achieve best results to the research objectives. After studying various 

methods, the researcher chose the best method that would allow effective evaluation 

of data collected leading to a well-informed, reliable and validated conclusion. 

 

3.6.1 Quantitative research 

 

Quantitative research is where the researcher explores relationships using numeric 

data. The survey is generally considered a form of quantitative research. Results can 

often be generalised, however, this is not always the case. 

 

Quantitative research seeks explanations and predictions that will generalise to other 

persons and places. The intent is to establish, confirm or validate relationships and to 

develop generalisations that contribute to existing theories (Leedy and Ormrod 2010). 

The quantitative research method works with large, representative samples and it 

uses structured data collection to obtain a general conclusion to the phenomena 

(Leedy and Ormrod 2005:183; Thomas 2004:22; Struwig and Stead 2004:4). 

However, this study does not involve a large sample and the researcher could not 

fully use quantitative methods exclusively. 

 

3.6.2 Qualitative research 

 

Qualitative research is a free-form research technique that is used to gain insight into 

the underlying issues surrounding a research problem by gathering non-statistical 

feedback and opinions rooted in people's feelings, attitudes, motivations, values, and 

perceptions, often from small samples, also known as soft data. Qualitative research 
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leads to answers that are typical for a specific context, and explains what makes the 

phenomenon different from others (Stenbacka 2001:551). 

 

Leedy and Ormord (2010:136), state that qualitative researchers seek a better 

understanding of complex situations and the work is sometimes exploratory in nature, 

and they may use observations to build theories from the ground up. Qualitative 

research allows open mindedness, so as to interact with the participants but 

categories emerge from the data leading to information patterns and theories that 

assist in explaining the phenomenon of the study. 

  

According to Peshkin (1993:23-29), qualitative research studies typically serve one or 

more of the following purposes: 

 

Description: Demonstrating the nature of certain situations, settings, processes, 

relationships, systems, or people. 

 

Interpretation: They enable a researcher to:  

 

• attain new insight about a certain phenomenon,  

• improve new concepts or theoretical perspectives about the 

phenomenon and/or 

• discover the problem that exists around the phenomenon. 

 

Verification: Enables the researcher to test the validity of some assumptions, claims, 

theories, or generalisations inside the real-world contexts. 

 

Evaluation: They provide the capacity through which a researcher can evaluate the 

effectiveness of certain policies, practices, or innovations. 

 

The aims of qualitative research include establishing the socially constructed nature 

of reality, to stress the relationship between the researcher and the object of study, 

and to emphasise the value-laden nature of the inquiry. The advantage of qualitative 

research is that it uncovers the underlying motivations for people’s behaviours, 

attitudes, opinions and perceptions. The disadvantage of qualitative research is that 

the results cannot be generalised to the wider population of interest but should be 

used as a guide only. 
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3.6.3 Triangulation 

 

According to Leedy and Ormord (2010), numerous sources of data are gathered with 

the expectation that they will all merge to support a particular hypothesis or theory. 

This approach is especially common in qualitative research. For instance, the 

researcher looked for common themes and conducted in-depth interviews with SEO 

practitioners to determine their viewpoint on keyword stuffing as perceived by search 

engines.  

 

According to Olsen (2004:3), triangulation in research is defined as the collaboration 

of data or methods in order that different viewpoints or standpoints can shed light on 

a topic. The author further states that the mixing of data types, known as data-

triangulation, is often thought to assist in validating the claims that might arise from an 

initial study. The researcher selected triangulation as this would enable the 

researcher’s results interpretation to gain an increased reliability and to provide more 

in depth picture gathered from unified sources of the questionnaire, interviews, 

literature and experiments. This would further derive a concrete and validated 

conclusion. With triangulation, both quantitative and qualitative data was collected to 

answer the research questions. 

   

3.6.4 Sampling 

 

A sample is any subset of the elements of the population that is obtained for the 

purpose of being studied. The process by which elements are drawn from the 

population is known as sampling (Fox and Bayat 2007:54). The researcher identified 

three entities where sampling was utilised in the study, namely: 

 

• SEO practitioners in Cape Town, 

• websites and 

• search engines. 

  

The size of a population usually makes it impractical and uneconomical to involve all 

the members of the population in a search project (Mouton 2001:83). In this regard, 

the researcher depended on the data obtained from a sample of the population. The 

researcher considered the following in determining the size of the sample: 

 

• the level of certainty of collecting the required information from the 

representing group, 
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• the margin of relevance of the information and the accuracy of the data to 

be collected from the sample size, 

• the analysis to be made in respect of the data to be collected and 

• the total size of population for which the sample had to be drawn. 

   

3.6.5 Types of sampling 

 

The fundamental significance of sampling is the representativeness of a population 

the researcher aims to include. Blanche, Durrheim and Painter (2006) identified the 

following types of sampling: 

 

• Convenience Sampling 

• selecting participants who are available, without any prior rationale, 

• non-representative (cannot generalise) and 

• used in experiments, where (universal) processes are supposedly 

examined. 

 

• Random Sampling 

• every case in the population has an equal chance of being (randomly) 

selected, 

• representative (generalise) and 

• used in surveys. 

 

• Purposive Sampling 

• cases selected for theoretical reasons (good examples of the 

phenomenon) and 

• used in qualitative research. 

  

 In this regard, the researcher utilised the purposive sampling as listed in Table 3.1. 

    

Entity Sample Size 

  

Search Engines 3 

Websites 5 

Search Engine Practitioners 

(Interviews) 

5 

 

                                Table 3.1: Sample size for identified entities. 
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3.6.6 Interviews 

   
According to Angrosino (2007:42), interviewing is a process of guiding a conversation 

so as to collect information. The same author further claims that the hallmark of the 

observational research is to record details in as nearly a descriptive manner as 

possible, avoiding interpretations and inferences, and setting aside one’s own 

preconceptions. Interviewing grows logically out of observation. In this sense, the 

researcher embarked on this form of open-mindedness nature of data gathering with 

the intention of collecting meaningful information and being able to explore the results 

in the questionnaire (see Appendix B for the questionnaire). 

 

The researcher telephonically requested an interview with the selected individuals. 

Upon acceptance of the offer, the researcher sent confirmation e-mails see; Appendix 

A.   

 

The researcher conducted interviews with five SEO practitioners, based on a 

questionnaire, through a personal interview. The structured interviews focused on 

three Web search engines, Google, Yahoo! and Bing. The purpose of the interview 

was to determine if the abovementioned professionals could identify the keyword 

density and distribution, and when a search engine regards a website as a 

spamdexing. Also included in the questionnaire was a section that required the 

interviewees to comment on the five experimental websites and how they thought the 

search engines would interpret them. The information gathered was summarised in 

relation to questions asked and the answers fall under the following headings: 

 

• SEO facts, 

• the SEO practitioner’s beliefs and perspectives about keywords and 

spamdexing and 

• present and past information. 

 
All the interviews conducted were recorded upon interviewees’ acceptance for the 

sessions to be captured. The researcher chose to use the interview method due to 

the following reasons: 

 

• it provides instant feedback from the respondent, 

• the opportunity to obtain clarity and explicit expansion on certain facts and 

ideas and 
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• it had the advantage of a visual aid provided by the structure of the five 

websites. 

 

3.7.      INTERVIEWS WITH SEO PRACTITIONERS 

 

The five selected interviewee companies were selected due to the fact that they were 

trusted representations of the SEO industry. The researcher drew this sample to 

represent the entire population of the body of SEO because of: 

 

• their ability to conduct business in a trusted manner and 

• their experience with the application of SEO principles. 

 

For the sake of confidentiality purposes, the company and individual names will not 

be divulged in this study; however, the researcher has assigned random IDs as 

follows: 

 

  Company A (Interviewee A), 

  Company B (Interviewee B), 

  Company C (Interviewee C), 

  Company D (Interviewee D) and 

  Company E (Interviewee E). 

   

3.8.     SEARCH ENGINES’ POLICIES 
 
The researcher collected information from search engine Webmaster guidelines in 

order to determine how the search engines, as described in their policies, interpret 

the keyword rich text website and how it defines spamdexing. The researcher further 

sent e-mails to three individuals working for Google, Yahoo! and Bing with similar 

questions to the ones addressed to the SEO practitioners. This was intended to 

obtain clarity on information provided on respective Webmaster guidelines. 

 
3.9.     EXPERIMENTAL RESEARCH 
    

  According to Fox and Bayat (2007:10), an experimental research approach aims at 

forecasting what may occur or, otherwise, intends to bring together changes or new 

approaches within the prevailing situation in order to determine the outcome. The 

researcher decided to include an experiment as a means to evaluate the unclearly 

presented elements of keyword richness in website text and where keyword density 

will have an effect on keyword stuffing. The researcher controlled other influential 

factors except for keyword density. 
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3.9.1 Phase 1 website structure 
 
The five experimental websites were designed in simple HTML (Hyper Text Mark-up 

Language) with no Flash files so that the crawlers would easily visit them (see 

Appendix G for the sample code). Consistent, relevant and similar content was 

placed on every website to meet all the appropriate white hat regulations with the 

exception of keyword density. The five websites are commercial sites that provide 

information about various second hand laptops sales as well as laptop accessories. 

The research is centred on the homepage whilst the other pages were intended to 

provide an increased site content that would help during crawler visitation. The 

website consisted of three pages, namely: 

 

• the home page, 

• the catalogue page and 

• the contact page. 

 

The catalogue page and the contact page had similar but different content and were 

designed to increase the website textual content that would assist in terms of 

importance of the site to the user. This would further improve the webpage’s chances 

of being indexed and favoured by crawlers. The home page for each website was the 

page with varying keyword densities and distribution, whereas the word count and 

content was similar. There were no underhand techniques that could lead to any of 

the sites being regarded as spamdexing. See Appendix D for the layout of the five 

websites. 

 

3.9.2 Homepage keyword and content structure 

 

The keyword density was carefully chosen and varied between low (well written 

English text) to high, keyword stuffed text. Table 3.2 shows the various keyword 

densities. 
 

WEBSITE WORD 

COUNT 

TARGETTED 

KEYWORD 

KEYWORD 

COUNT 

KEYWORD 

DENSITY 

www.getlaptops1.co.za 330 laptops 13 3.94% 

www.getlaptops2.co.za 330 laptops 20 6.06% 

www.getlaptops3.co.za 330 laptops 28 8.48% 

www.getlaptops4.co.za 330 laptops 40 12.12% 

www.getlaptops5.co.za 330 laptops 90 27.30% 
 

 

Table 3.2: A summary of Phase 1 websites content and keyword densities.  
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3.9.3 Websites domain registration 

 

All five experimental websites were registered with UniforumSA and hosted by 

Hetzner South Africa. They were all registered on 12 September 2010 and the files 

were uploaded on 06 October 2010. 

 

3.9.4 Websites submission to search engines 

 

The websites were simultaneously submitted to Google, Bing and Yahoo! and the 

researcher investigated how these search engines indexed each site. A daily check 

was then carried out to establish when, if at all, these sites were indexed.  The 

submission was done using the consoles in Figure 3.2, Figure 3.3 and Figure 3.4, 

respectively. 

 

 

Figure 3.2: Google site submission console (Source: Google 2010c). 
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Figure 3.3: Bing site submission console (Source: Bing 2010b). 

 

 

 

Figure 3.4: Yahoo! site submission console (Source: Yahoo! 2010b). 

 

The researcher opted to use different search engines due to the difference in the 

algorithms they use. Consequently, a site ranked highly on Yahoo! may not 

necessarily be ranked as high or indexed in Google’s search results. 

 
Keywords were placed in the body text and headers. The researcher decided to 

select body text, but not title tags and anchor tags, as a result of the importance of 
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body text in websites (Weideman 2009:55). The limitation was also done to reduce 

the effects of other variables that would make the research unmanageable and 

uncontrolled. The researcher utilised the body text in order to reduce the complexity 

of the research, as well as to provide a control element in this research. 

 

3.10 PHASE 2 EXPERIMENT 

 

Figure 3.5 is an adaption of Bunge’s model (Bless, Smith and Kagee 2006) of the 

testability of scientific statements. The researcher applied Bunge’s model to the 

scientific claims to prove the validity of procedures and theoretical assumptions that 

led to the support of this empirical research. 

 

 
 

Figure 3.5: Model of partitioning of scientific and non-scientific claims (Bless, Smith 

and Kagee 2006:8). 

 

After collecting the experimental results certain anomalies were noted. As a result, 

the researcher decided that the first experiment was to be considered as a first phase 

(Phase 1) and to extend the work to include a second experiment (Phase 2). This 

enabled the researcher to design a second phase of the experiment with intentionally 

highly keyword densities. The researcher made this decision as the theoretical claim 

was tested and the result was false. The following were changed in order to 

reinvestigate the response of the search engine crawlers: 

 

• the keyword density of all the websites, with the fifth website carrying close to 

the maximum keyword density with “laptops” as the keyword and 

• a fourth page per website was added to attract crawlers’ attention to the sites. 
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The websites were resubmitted simultaneously to Google, Bing and Yahoo! Table 3.4 

shows the Phase 2 summary of the website keyword density and other related 

information. 

 

 

WEBSITE 

WORD 

COUNT 

KEYWORD KEYWORD 

COUNT 

Phase2 

Keyword 

Density 

www.getlaptops1.co.za 330 laptops 100 30.3% 

www.getlaptops2.co.za 330 laptops 132 40% 

www.getlaptops3.co.za 330 laptops 170 51.52% 

www.getlaptops4.co.za 330 laptops 232 70.3% 

www.getlaptops5.co.za 330 laptops 321 97.27% 
 

              Table 3.3: A summary of Phase 2 websites content and keyword densities. 

 

To avoid content duplication, all Phase 1 website files were deleted from the hosting 

servers and Phase 2 files were uploaded. The submission to Google, Yahoo! and 

Bing followed the same procedure as Phase 1. The submission was done on 13 

December 2010 and the recording process commenced on the second day of 

submission (see Appendix J). The Phase 2 experiment spanned 67 days of 

monitoring, as was the case with Phase 1.  

 

3.11 SUMMARY 
 
The significance of this chapter is in identifying the research question and its sub-

questions and providing a clear indication of how the research was designed and 

articulated. In this chapter the researcher discussed the methodology used and 

provided an analysis of why certain methods were used. The triangulation method 

formed the basis of the study and this was selected in order to prove the validity of 

the claims identified in Chapter 2 regarding keyword stuffing and penalisation of 

websites. The results and analysis of the research is covered in Chapter 4. 
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CHAPTER FOUR 

 

RESULTS AND ANALYSIS 

 

4.1 INTRODUCTION 

 

Having assessed the measurable facts on keyword density and spamdexing 

interpretation in the preceding chapters, this chapter aims to collectively gather the 

responses and review the findings from the sources used. In this chapter, data will be 

analysed according to the categories specified below: 

 

• SEO practitioners, 

• e-mails sent to SEO experts,  

• search engine policies and 

• data collected from five websites under the experiment. 

 

4.2 RESULTS FROM SEO PRACTITIONERS 

 

Five participants representing five well-known companies in Cape Town were 

involved in the interviews conducted. A structured questionnaire (See Appendix B) 

was used during the interview and the researcher summarised the responses. The 

participants’ responses were recorded here as reported speech in a simplified and 

summarised manner and the response meanings were maintained. Responses were 

recorded with the questions asked and interviewees’ responses thereafter as shown 

by the section below. Each question is represented by the letter “Q” and interviewees’ 

responses with the letters “A-E”.  

 

4.3 INTERVIEW QUESTIONS AND RESPONSES 

 

The section below shows 15 questions and the subsequent responses received from 

the interviewees. A brief analysis based on the information obtained has also been 

included. 

 

4.3.1 Q:  How many years have you been in the SEO industry and why did you 

consider being in this field? 

 

A:  The interviewee has 11 years experience in the industry. He noticed a gap in 

the market and was interested in the ranking of websites. 
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B:   The interviewee was in an intensive research field on keywords for seven 

years and has a year of practical experience in the industry. The interviewee 

is still in the learning process and has found that there is a big difference 

between research and the practical implementation of ideas. He 

unintentionally entered the field. 

 

C:  The interviewee has two years experience in the SEO industry and at least six 

years in the search marketing industry. She started with PPC and then SEO 

and was interested in the online industry. 

 

D: The interviewee has been in the industry for at least seven years; he started 

with graphic development, then moved to software development and analysis 

and is now stationed in SEO. He was very interested in business requirements 

analysis and meeting users’ needs. 

 

E:  The interviewee has been in the industry for eight years. His entry point was a 

BTech with a journal paper that examined the keywords demographics and 

how it affects the search. For example, how many keywords an end-user can 

use for a search, more keywords, fewer keywords and based on the keyword 

what sort of results a user will obtain. The initial interest point was artificial 

intelligence/robots.  

 

The above question was designed with the motive of gathering information about the 

experience of the interviewee, as well as determining if the interviewee had time to 

explore various SEO techniques. The researcher expected that the higher the 

number of years of experience an individual had in the industry, the better the quality 

of information they would share. This was evidenced by the way that they answered 

questions and examples were given in support of their facts. They provided practical 

knowledge, coupled with theoretical background information. This question also 

assisted the researcher in obtaining an overview of Web developers and SEO 

practitioners’ understanding of their industry. The question further supported the sub-

questions of this research. See Figure 4.1 for a summary of the interviewees’ years of 

experience.  
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       Figure 4.1: Interviewee SEO industry experience in years. 

 

4.3.2 Q:  What SEO tools do you regularly use and how do they work? 

 

A:  They use a variation of tools such as IBP SEO software. They also utilise 

commercial and non-commercial software, as well as experience.  

 

B:  There are three tools that they use: 

 

• Google Analytics to track all the websites that they implement as they 

consider it very useful to track individual pages rather than the whole 

website, as well as optimising every page. 

• Google Adwords (which provides suggestions based on the keywords 

that one enters) to locate the keywords to focus on and use it for 

decision making processes. 

• Internet Business Promoter - to perform ranking checks (e.g. 25 

keywords). They normally use 6 search engines, namely, Google, 

Yahoo!, Bing, Ananzi, Google SA and ASK. 

C: They utilise Open source tools, Website Grader, Spider Claws, Webmaster 

tools, Site Explorer, Driving Tools, and Web SEO. 

 

D: They make use of both commercial and open source software. 
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E: They utilise a number of tools and most of them are free (e.g. Google 

Adwords and Trends Site). Their company prioritises the use of tools supplied 

by search engines, rather than many other tools which are not relevant to the 

search engine as SEs are not third parties. 

 

The above question was aimed at identifying whether the strength, judgement and 

decision making processes of SEO practitioners was centred on tools, literature facts 

and/or experience. The researcher classified the tools used as Commercial software, 

Open Source software and Individual experience. The interviewees’ rated each 

software category according to how they use it. The responses were summarised (as 

percentage tools utilisation) in a graphical form in Figure 4.2.  

 

 
 

              Figure 4.2: SEO tools used by interviewees for decision making process. 

 

 

4.3.3 Q:     What areas do you think are currently the most important in organically 

ranking a site? 

 

A: The interviewee considers a combination of factors, ranging from relevant 

keywords, Meta titles and many others. Their biggest aim is to understand a 

product, the objective of the product and what the customer is trying to 

achieve and whether they require exposure, cost back position or other 

factors. Once they understand what they want to achieve with the campaign, 

they look at consumer behaviour, as well as what people are searching for. 
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They believe that marketing should be more focused on:  

 

I. On-Page (Is the metadata correct, is the content focused on the 

targeted market?). 

II. Off-Page (Are there any social campaigns on the site; is there 

communication of the brand on the Internet?). 

 

B: The interviewee thinks that it is the domain name. 

 

C: The interviewee considers keywords to no longer be high ranking for the 

search engine, but links as well as social media have become more important 

with community pages such as Facebook and Twitter. However, they are of 

the opinion that keywords are important in terms of relevance and that there 

are other ranking factors such as the age of the domain and the number of 

links to a site. Furthermore, the interviewee stated that keywords are no 

longer ranking factors; it is imperative to run a set of keyword analysis tools to 

verify the relevance of the keywords to the content. 

 

D: The interviewee prioritises what the developer wants to achieve with the site, 

whether it is to sell something, make people contact them, run an e-commerce 

business or trying to determine if the business is in line with the strategy. 

Once the aforesaid is established, they use a set of tools to recommend and 

reach an objective conclusion. They also consider measures that mitigate 

bounce rate, load time and user experience; for example, a fast loading page 

achieves better ranking than a slow loading page. 

 

Two other aspects that they consider to be important are: 

 

• semantic relevance (is one using singular or plural words or are 

they using other words that describe their keywords; e.g. dog, 

dogs, canine, etc.) Use of a lot of variation along the keyword is 

recommended. 

 

• architectural links: Is one using text links from other websites 

linking with a keyword? Out page content should be humanly 

understandable (links to one’s site need to portray the same thing; 
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e.g. if selling a BMW and someone links the site as Mercedes). 

The user should link a site with the same keywords. 

 

Also, in their opinion there is more traffic to a page if there are more links to 

that page, which is link strategy (e.g. they can have either book quality or high 

quality). They also believe that collective site authorities are crucial and the 

page must be semantically correct and should get the right word to repeat in 

the correct syntax. 

 

E: The interviewee also believes that content comes first and keywords second. 

In terms of organic listing, Google is governed by an artificial intelligence, a 

program that attempts to learn from what it sees and how people are 

responding based on statistics (e.g. how does it interpret an apple being a 

computer?). This is achieved by content and by keywords. 

 

They mentioned that external linking was important but there is a need to 

focus on basics or well-structured good foundations based on artificial 

intelligence interpretation. 

 

They have witnessed several other SEO practices that do not consider 

keywords as important, but do not necessarily disagree with that in terms of 

their methodology as they might be using a different approach. Their approach 

might be of such a nature that they base it on a link environment. They further 

believe that there might be other factors they could be considering, based on 

their methodology on a specific strategy. 

 

This question was intended to provide the researcher with information leading to the 

identification of the importance of keywords in websites. The question also formed 

part of the research questions and led to some information relating to SEs to be 

reviewed (e.g. search engines’ interpretation of keywords in a website text). The 

researcher’s intention with the rating of keywords was supported by all the 

interviewees, even though there were a few differences on placement. Content was 

mentioned by all the interviewees as the key to indexing and ranking. 
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4.3.4 Q: If a submitted site is not showing up on SERP, does this mean it has 

been banned and how long does it take for a site to be indexed and show 

up on the SERP? 

 

A: The interviewee stated that there are many determining factors that will result 

in the site ranking high, for example, the uniqueness of the keyword or key 

phrase used (e.g. blue sun glasses Cape town can rank higher than sun 

glasses). They recommend that developers also consider link generation on 

the site and the age of the site. According to them, indexing takes 14 days, 

sometimes one day, but the longest should be less than two months. 

 

B: The interviewee thinks that if a site does not appear on the SERP, it does not 

necessarily mean it has been banned. They believe that there can be other 

contributing factors that may be of a technical nature. Their longest waiting 

period was three months, but they pointed out that it may take between a few 

weeks to three months.   

 

C: The interviewee is of the opinion that a site not appearing on the SERP will 

not have been banned, but this may be caused by other technical reasons that 

caused the SE not to look at a developer’s webpage (e.g. robot.txt file can 

make a developer ban their own site). Their advice to website developers is to 

make the architectural structure reflect whether or not the site is inaccessible 

by robots (e.g. the site might contain unfamiliar JavaScript, Flash or might 

have meta refresh or redirects where the site loops. This will result in the 

domain jumping to a different loop and they will resolve to a different page that 

the SE cannot see).They also advised Web developers to ensure that sites 

have verification codes for the Webmaster tools so that they can immediately 

see what SEs can see. 

  

 They believe that from the moment a site is launched it should take a day. 

 

D: The interviewee cited that numerous developers make use of the robot.txt file 

to notify the SE that it is not ready to be indexed (and the site does not get 

indexed until the file is removed) and they often forget this piece of code. 

However, one will be instructing Google not to index the site and this even 

happens with big clients. When the abovementioned occurs, the site might not 

appear in the top 10 or first or second page, but it does not mean that it is not 

indexed; it could appear on the tenth page. The interviewee also pointed out 
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that there are operator tools that can be used to fully examine whether the site 

is not indexed, is not there or is not yet ranked. The interviewee also 

mentioned that after the submission of a sitemap it takes no longer than 24 

hours for a site to be indexed. 

 

E: The interviewee thinks that an incorrect submission can result in a site not 

appearing on a SERP and if a site is submitted correctly it can take two to 

three days. The robot.txt file communicates directly with the search engine as 

the user agent. The interviewee is of the opinion that the objective should be 

to satisfy the user in terms of usability and that most methodologies rank the 

homepage first and then the other pages. 

 

This question provided the researcher with information regarding the indexing of 

websites by SEs. There were different views in respect of the time it could take for a 

website to be indexed. This was characterised by time ranging from a day to three 

months if the correct procedure of submission was followed. Various reasons for a 

site to be penalised were also explored. 

 

Figure 4.3 indicates the opinions of the five experts on the time it takes to get a 

website indexed. 
 

 
 

Figure 4.3: Minimum and maximum indexing time as stated by each interviewee. 
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4.3.5 Q: Should one optimise for the singular or long tail form of keywords and 

why? 

 

A: The interviewee regards the keyword phrase as the most suitable, as it 

explicitly defines a specific market whilst a singular keyword has the following 

limitations: 

 

• high bounce rate and 

• irrelevant traffic being driven to the site. 

 

B: The interviewee recommends the use of a key phrase rather than a single 

keyword, since single keywords are highly competitive. 

 

C:  The interviewee thinks that key phrases are better than a singular keyword. 

 

D:  The interviewee suggests the use of a key phrase due to the fact that singular 

keywords lack understandable descriptions and may easily be interpreted 

wrongly by SEs and results in a high bounce rate. 

 

E: In the interviewee’s opinion, a one term keyword has become more generic 

and competitive and very difficult to rank. The interviewee also cited that to 

obtain more appropriate results, users are now searching using long tail ranks 

thus 2-3-4 terms per search hence SEO practitioners are pushed to try to rank 

for long tail terms/ geno focus. Generic terms are not only very complicated to 

rank, they are also incredibly competitive. 

 

The main focus of this question was to determine the differences and/or advantages 

of utilising a singular keyword or a key phrase as a ranking keyword strategy. The 

researcher noted that all the interviewees agreed that utilising a single keyword is 

highly competitive and more difficult to rank than key phrases. Furthermore, a key 

phrase provides a more detailed description and is sound in terms of providing a clear 

understanding of the search to the SE.  

 

4.3.6 Q: What do you understand by the phrase keyword stuffing? 

 

A: According to the interviewee keyword stuffing is a form of cloaking, which is 

practiced by many website developers. The interviewee believes that a 

product should be attractive from a reader’s perspective and that anyone 
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practising cloaking is foolish and cannot get away with it although it is a 

common practise. 

 

B: The interviewee indicates that there are no guidelines, but articles define it as 

repeating keywords and if it is done the website is banned. 

 

C:  The interviewee defined it as a form of spamdexing whereby an individual 

repeats keywords in a website in an attempt to cheat the SE. 

 

D: The interviewee described it as a deliberate procedure to deceive SE, 

achieved through stuffing keywords in a website in order to earn a higher 

ranking on SERP. 

 

E: The interviewee knows that if it is carried out a website will be penalised by 

SE. 

 

The researcher included this question in order to find out if the SEO practitioners 

understand what keyword stuffing involves and how it impacts on the indexing and 

ranking of a website. Various definitions were supplied and the focus was on Web 

designers attempting to trick the SEs with the intention of obtaining a better ranking; 

they all believed that penalisation from the SEs is inevitable. 

 

4.3.7 Q: How often do you carry out experiments on search engines to check if 

their search and indexing algorithms have changed? 

 

A:  They do not do experiments (They are in the business sector and time means 

money; they learn from others’ experiences). 

 

B:  They do not do experiments.  

 

C:  They do not carry out experiments, as they deal with development, but find it 

easy to recognise the algorithm change. 

 

However, the interviewee is certain that Google makes between 350-500 

algorithm changes per year, which is equivalent to at least one change a day. 

An individual will never know what they changed as they constantly tweak the 

algorithm.  
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So how do you respond to that? 

 

According to the interviewee, SEO is a guessing game and by checking with 

the different pages, developers can see some of the factors that have become 

important to Google and follow the webmaster forums where discussions are 

continuously taking place. 

 

D: According to them they do not carry out experiments, but instead monitor 

traffic trends on the site. The dropping of traffic trends from the previous week 

or increase in traffic can be an indication of Google rating the site differently or 

it will drop for a specific reason (e.g. if orders drop from 100 to 50 orders a day 

then it’s an indication that the activity on the site of the ranking has changed). 

 

So how do you respond to that? 

 

The interviewee recommends forums and sited that they lead to an agreement 

to certain practices on how to follow it; recommendations from forums means 

that one is 80-90% correct, bearing in mind that they are in a competitive 

space.  

 

E: Yes, they are constantly busy with experiments. 

 

The researcher designed this question in order to establish how often SEO 

practitioners carry out experiments in order to check the validity of certain facts and 

opinions that revolve in the industry. Also, the question was mainly concentrating on 

the reaction thereof when a change is assumed by a SE. Noted with great concern 

was that 80% of the interviewees do not experiment at all; they base their facts on 

other people’s opinions. A great deal of focus is placed on mass production and profit 

making rather than validating and quality testing of strategies in use. Figure 4.4 

shows a summary of the percentage of the interviewees that do experiments. 
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Figure 4.4: Experimenting SE algorithm change. 

 

4.3.8 Q: Do you follow what forums and bloggers say regarding the SEO 

industry? 

 

A: They do not listen to them because Google wants developers to ensure that 

their website loads faster in order to reduce users’ waiting time. They also 

mentioned that SEO is becoming more specialised and that it is not easy to be 

familiar with every angle of it. 

 

B: The interviewee follows and advised developers to visit blogger sites and 

listen to what other people are saying (e.g. Quick Company, SEO MOZ.org 

and synergizeit.co.za). 

 

C: The interviewee follows them because webmaster forums have a lot of 

discussions going on all the time. 

 

D: The interviewee follows forums and bloggers lead to an agreement to certain 

practices on how to follow it and recommendations from forums means 

developers are 80-90% correct, bearing in mind that they are in a competitive 

space.  

 

E: The interviewee follows them due to the fact that there is a lot of information 

sharing in forums and blogs. 
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The main emphasis of the question was to find out exactly where the SEO 

practitioners obtain their information and how reliable the information is. The 

researcher determined that the main source of information is forums and blogs, as 

this was characterised with 80% of the interviewees being in favour of them. 

 

4.3.9 Q: Have you ever seen a blacklisted or banned website and what does it 

look like? 

 

A: They have not seen a blacklisted or banned site. 

 

B: The interviewee believes that if one visits Google and search for top 

spamdexing websites or banned sites they will provide snapshots of the 

banned sites or the code that resulting in them being banned. The one that he 

observed was the hiding of keywords on the bottom of the page with the font 

colour being the same as the background colour. This makes it impossible for 

human users to see; only the crawlers notice it. 

 

C: They have not seen a blacklisted or banned site. 

 

D: The interviewee knows that there are blacklisted sites, although they cannot 

be seen on SERP, but the browser will generate a warning and mention 

something pertaining to the spamdexing. The warning will be visible and the 

site is accessible, however, visiting it will pose numerous risks. 

 

E: The interviewee has seen a few blacklisted sites, for example, BMW 

Germany, who was blacklisted for cloaking and also some ISPs blacklist the 

URL based on other factors. The interviewee’s advice to website developers 

who want to have authority in an industry is to have a good name with other 

players in the sector like ISPs. 

 

The question provided an indication of what to expect from the experiment in this 

study. There was no clear and comprehensive answer as to what to expect from the 

search engines. All the interviewees knew something about blacklisted websites, but 

their knowledge was not factual, which is why it is not possible to clearly comment on 

what to expect from the experiment. 
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4.3.10 Q: How do you measure the richness or poorness of a keyword in the body 

of a webpage? 

 

A: They do not normally go higher than 5%, because above that the page 

becomes unreadable and will not make sense. 

 

B: They use the old rule called the 3% rule, for example, a word should appear 

three times in every 100 words. This is so that it does not sound strange when 

being read by a user. Likewise, they regard the poorness as less than 3%. 

 

C: The interviewee uses a Keyword Analysis tool to analyse the poorness or 

richness of a keyword and avoid longer phrases or stop words and/or single 

words but three word phrases. 

 

D: The interviewee thinks that when content on a webpage stands out to a 

human, it will do the same to a search engine. The interviewee further 

believes that anything above 5% of the keyword appearing on the page (e.g. 

50 times in 1000 words) should be in order and there ought to be a variation. 

 

E: The interviewee thinks that the keyword density should not exceed 5%. 

 

Like many scholars, such as Appleton (2010), Charlesworth (2009), Todaro (2007) 

and several others, there was inconsistency in defining the keyword richness or 

poorness in a body of a website text. All the interviewees’ opinions of good keyword 

percentage in a body text ranged from 3% to 5%. This question formed the 

foundation of this study.  

 

4.3.11 Q: How do Google, Yahoo! and Bing interpret keyword stuffing and do their 

algorithms stick with their respective document guidelines and 

procedures? 

 

A: According to them, they are also a Google partner and they regularly look at 

guidelines and read Google information and blogs. The interviewee mentioned 

that Google values social network, and it is much easier to rank on Yahoo! 

and Bing on keywords than on Google, as the aforementioned is very 

competitive. 
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B: The interviewee is aware that Google, Yahoo! and Bing penalise those who do 

not stick to their guidelines. 

 

C: The interviewee stated that too many website developers game it (trick SE 

algorithm), which will result in keyword stuffing. 

 

D: The interviewee believes that guidelines are the recipe to success as they are 

intended for Google to be beneficial to the developer and at the same time the 

developer useful to them; however, they do not provide a guarantee of 

ranking. 

 

E: The interviewee is aware that continuous repetition of keywords in a body text 

will result in the SE penalising the site. 

 

The motive of the question was to ascertain if the SEOs continuously revisit the SE 

guidelines and procedures and how often they adhere to them. This proved to be a 

difficult question in terms of Yahoo! and Bing, as all of the interviewees’ answers 

were referring to Google rather than the other two. This meant that Google is 

considered and strictly followed as compared to the others, even though Yahoo! and 

Bing are also big SEs. 

 

4.3.12 Q: Do you think SEO practitioners and website developers understand 

spamdexing? 

 

A: They believe that a lot of website developers have ideas but are unable to 

apply them. They do not understand marketing. According to them, a website 

will rank highly when it has constructive reporting and is marketing oriented. 

 

B: The interviewee believes that Web developers do not know what SEO is and 

what it does; they are only concerned about the site’s looks and do not stop to 

consider how users get to the website. This is why they use JavaScript and 

Flash when designing sites. 

 

C:  In the interviewee’s point of view, SEO has become a guessing game 

whereby designers pretend to know what they are doing but in actual fact 

wasting clients’ time by promising them what they cannot deliver. They think 

that ranking comes from following what a SE wants rather than what 

designers want and a lot of designers do not know what they are doing. 
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D:  In none of the websites that the interviewee accessed had SEO strategies 

been implemented. The interviewee believes that whilst some practitioners 

understand the SEO concept, they often fail to include the marketing aspect of 

the business; this results in clients’ requirements not being met. However, 

different developers use different methods, hence achieving varying results.  

 

E: The interviewee found the situation to be very tricky; for example, Google’s 

algorithm consists of approximately 200 statement variables that impact on 

ranking. The interviewee further stated that these are randomly controlled by 

artificial intelligence so there is no specific time that the algorithm will change; 

for example, every month it dynamically takes place since it is controlled by a 

system. 

 

In their company, when they speak to or interview website owners, most of 

them have a general idea what these variables are, but do not fully 

understand how to put all this together. 

 

Typically, what they have in their company is quite unique and their theories 

have enabled them to maintain their clients’ base and it has worked for them. 

Whenever they discover something they are typically 6 months behind the 

technology which makes it very difficult to keep up to date. 

 

The researcher designed a question that enabled the SEOs to rate each other in 

terms of how much they know and understand about the field; unfortunately they 

unanimously agreed that many experts pretend to know what they are doing but in 

actual fact do not deliver according to the customer specifications. It was further 

agreed that no one can guarantee website rankings; only the SE can make that 

decision. 

 

4.3.13 Q:  Do you think there is a crossover point from keyword rich website text to 

spamdexing and how do you interpret it? 

 

A: The interviewee thinks it is 12%; however, they use 5% and it is very high so 

he estimates 1 - 3%. They consider the end result, which is content that is rich 

and readable, logical and places a strong focus on the message. 
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B: The interviewee does not understand the concept or what happens if the point 

is crossed over; however, the interviewee believes that it is highly probable 

that the point exists. 

 

C: The interviewee thinks that it is black hat - a lot of repetition. 

 

D: The interviewee thinks that there are a lot of black hat techniques/practices 

and that Google is not obliged to give a developer a ranking. They believe that 

one can be reconsidered after being regarded as a spamdexer, should they 

be able to justify their actions. 

 

E: The interviewee is aware that there is one but unsure of the exact point.  

 

The basis of this research was centred on this question and likewise the answers 

were not clear enough to be justified. Nonetheless, they posed a clear picture of the 

inconsistence of the actual percentage of the crossover point of keyword rich website 

text to spamdexing. All the interviewees agreed that this point exists, however, 80% 

of them did not commit to a specific percentage, whilst only 20% said 12% should be 

the point. 

 

4.3.14 Q:  Are sitemaps helpful for website indexing? 

 

A:  The interviewee believes that they are helpful as they increase productivity 

and aids a developer in being proactive in updating their site. 

 

B:  The interviewee is of the opinion that they are helpful, since they speed up the 

indexing process. 

 

C: The interviewee thinks that they are very helpful. 

 

D: The interviewee confirmed that they are helpful and enables the SE to easily 

visit a site’s pages. The interviewee cited that when a site map is submitted for 

the first time, the crawler crawls and refreshes the content. If it returns again 

and finds there is new content, it will revisit more frequently and will develop a 

rhythm where it will come back once or twice every week. However, if it finds 

the same content the subsequent visits will be less frequent and if there are 

no changes in five consecutive visits the crawler never returns. The 
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interviewee believes that the trick to success is to launch the sitemap and then 

keeping the crawler busy. 

 

E: The interviewee thinks that sitemaps should be utilised, especially on big 

websites that have regular changes. 

 

The motive of this question was to determine if sitemaps are important for site 

indexing. The interviewees agreed that they were helpful and enables the site to be 

visited numerous times; it was also the most appropriate for large sites that are 

regularly updated. 

 

4.3.15 Q: Where do you think the SEO industry is heading? 

 

A: The interviewee is of the opinion that SEO is becoming bigger and more 

specialised, with more companies coming online.  

 

B: The interviewee believes that the relevance of information on search is still a 

problem. For this they think that there is still a lot to be improved on SEO, 

although they could not think of an alternative way which users may utilise in 

order to search for information on the Web. The interviewee thinks that it is 

still growing and is in its early stages. 

 

C: The interviewee advised that there is future in SEO and that the sky is the 

limit. 

 

D: The interviewee trusts that there is a future for SEO, but that would diversify; 

for example, there are going to be practitioners that are social media experts, 

video experts, focus on video production for websites, excellent in 

architectural and content link building matters and outsourcing consolidated 

products. 

 

E:  The interviewee was sceptical about SEO, as it is still developing; he 

mentioned that whilst a lot of people have a great deal of information they lack 

the understanding to make it function as one. 

 

In order to identify how much more research needs to be done in relation to the SEO 

industry, the researcher designed this question. The question further focussed on 

future developments and areas of specialisation that need to be concentrated on. In 
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general, the industry is growing, which can be substantiated by considering the 

countless applications that are becoming Web enabled. 

 

4.3.16 Interviews analysis 

 

All of the interviewees had at least seven years of experience in the SEO industry. 

The researcher found that their careers were built up and developed through applying 

different strategies and coming from different disciplines. Hence, the information 

gathered was based on experience rather than academic literature. Approximately 

80% of the interviewees have previously been involved in website design and 

marketing and the diversity and exponential growth of the industry led them to 

venture into SEO. Their responses showed a high level of tactical maturity and 

understanding of SEO methodologies and the evolving of the industry. 

 

Based on their responses, it is clear that SEO tools take precedence over literature 

and their experience supports the tools in decision making processes. The reasons 

for this may be to save time and increase productivity, but it takes a while for a 

software tool to be updated after an algorithm change, which is why some 

practitioners are not on par with the technology. Figure 4.2 shows a high average 

percentage utilisation of 77% of open source software, compared to commercial 

software (10%) and experience (15%). Open software requires free licensing, hence 

the decrease in costs and increase in productivity. 

 

All five interviewees claimed that content was the most important element in 

organically ranking a website. However, they all held different views about keyword 

rating. One out of the five interviewees placed keywords as the second element and 

they all agreed on keywords playing an important role on content relevance and the 

ability to show the importance of content published or the product on sale. Their 

differences might be as a result of the exponential changes in the focus of websites’ 

strategies, whereby different methodologies are being implemented to meet clients’ 

requirements. All the interviewees recognised the importance of keywords and 

thereby utilising them in various strategies. However, they were no longer using them 

as a stand-alone ranking strategy for fear of this being interpreted as keyword 

stuffing. Furthermore, the search engines had reduced their importance among other 

strategies, which is why the interviewees are not concentrating on optimising 

keywords. As noted above, the use of different tools in determining the optimum level 

of keyword density have resulted in the overlooking of keywords’ density by SEO 

practitioners. From the researcher’s point of view, the use of keyword decision tools 
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enable SEO practitioners to refrain from concentrating on keyword stuffing as they 

perceive themselves to be on the safe side of penalisation. 

 

At one point, 80% of the interviewees indicated that they have waited for up to a 

period of 90 days to have a website indexed; various reasons, which were beyond 

their control, were stated. The main reason was based on crawler visitation that is not 

known by anyone and the failure to locate the site being ranked lowly for some 

specific competitive words. However, site search assists in eliminating this problem. 

Since competitive keywords pose a high probability of low ranking, the researcher 

found that all the interviewees support the use of a key phrase rather than one 

keyword. Singular keywords are prone to a higher bounce rate due to occasional 

wrong interpretations by search engines. For example, when optimising the keyword 

“spam”, it is difficult to be sure whether the search results displayed would be correct 

in terms of relevance, as the word “spam” can either refer to a type of canned 

luncheon meat, e-mail or Web spam (Zuze and Weideman 2010:58). Several studies 

were done by scholars such as Zing, Kritzinger, Weideman and others to determine 

the users’ search behaviour and how the length of a search string affects user results. 

The interviewees have confirmed that they are fully utilising this SEO technique. 

 

The research further found that 60% of the interviewees are aware of the existence of 

keyword stuffing and that they were informed by different sources. However, there 

was no evidence that the interviewees got to the bottom of the tactic to see if it really 

exists and how it affects the website. The responses gathered by the researcher 

showed that information shared was based on scholars’ understanding rather than 

the interviewees’ knowledge on the subject. This was further depicted by differences 

in definitions and similar examples presented in order to show what keyword stuffing 

involves, for example, the penalisation of the Germany BMW website. In this regard 

only 20% of the interviewees partake in regular experiments whenever they hear 

about algorithm changes; 80%, on the other hand, are business centred, which is why 

they devote their time to business processes.  

 

The 80% showed that they mostly base decisions on blogs and discussions, as well 

as analysis of the changing trends of a site, to determine the effects of an algorithm 

change. Nevertheless, the researcher noted that this may be a common business 

practice although it has some drawbacks in terms of factual decision making 

processes. 
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The research established that a keyword density of 5% was supported by 60% of the 

interviewees as the maximum keyword density level that is acceptable by both 

humans and crawlers. Nonetheless, 20% of the interviewees agreed that 3% is the 

best keyword density and above this mark they considered the level to be 

unacceptable by the end-user. These two figures became interviewees’ measurement 

of a keyword rich website whilst a website with a keyword density below 3% was 

considered poorly optimised. A website with a keyword density above 5% was 

considered to be in the bracket of keyword stuffing.  However, 20% of them 

acknowledged 12% as the crossover point to spamdexing, whilst 80% of the 

interviewees clearly desist from figuratively responding to what they considered to be 

the crossover point to keyword stuffing (spamdexing). 

 

The position of Bing and Yahoo!, with respect to keyword stuffing, was not well 

articulated by all interviewees as concentration was centred more on Google. The 

research, however, concluded that the obsessive emphasis on Google was as a 

result of Google controlling a large search market share (Sterling 2010). All the 

interviewees were able to share their understanding of spamdexing on Google’s 

perspective, which showed that Google’s guidelines were often visited and the 

interviewees were all alert on following them. 

 

The fact that the SEO industry is so diverse and many secrets are being kept has 

contributed greatly to the industry’s growth. A division of expertise has subsequently 

been brought forward. In this respect, all the interviewees admitted that the industry is 

still growing and that many areas of specialisation continue to emerge. 

 

4.4 INTERVIEWEES’ WEBSITES INDEXING ANALYSIS 

 

After the interview was concluded, the interviewees were furnished with copies of 

websites to enable them to determine whether or not the webpages of the website will 

be indexed. See Figure 4.5 for a summary of their responses. The Figure indicates 

that all the interviewees expected the Getlaptops1, Getlaptops2 and Getlaptops3 

sites to be indexed. Among the interviewees, 40% were unsure if Getlaptops4 would 

be indexed whilst 60% agreed that this website would be indexed. None of the 

interviewees differed about the state of Getlaptops5 in terms of indexing; they all 

agreed that the site would not be indexed.   
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                 Figure 4.5: Webpages indexing predictions by interviewees. 

 

Key 

 

1 = Will not be indexed 

2 = Not Sure 

3 = Will be indexed 

 

Although there is no official rule that stipulates the time taken for a website to be 

indexed, Apexpacific (2010) and Zaslavsky (2010) pointed out that major search 

engines take in excess of three weeks and even up to six weeks to index a webpage. 

However, Pay-Per-Inclusion engines usually index within two to seven days, 

depending on the payment plan. 

 

4.5 RESULTS OF E-MAILS SENT TO GOOGLE, YAHOO! AND BING  

PROFESSIONAL EMPLOYEES 

 

In a bid to obtain inside information about the search engines’ interpretation of 

keyword stuffing, e-mails were sent to three professionals working with Google, 

Yahoo! and Bing. The e-mails were sent by the supervisor, on behalf of the 

researcher, in order to increase the authenticity of the e-mail as well as an attempt to 

prove to the addressee that the content requested was solely for academic purposes. 

Appendix C shows the initial e-mail and the follow-up e-mail. The addressees did not 
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respond on the first e-mail, where after the researcher sent a second follow-up e-mail; 

however, unfortunately no response was forthcoming. 

 

The researcher decided to stop pursuing the e-mail method due to the lack of 

response. The researcher considered the possibility that the addressees were unable 

to provide answers to the questions because: 

 

• they were too busy with commercial oriented duties and could not find time 

to respond to the questions, 

• the questions posed a conflict of interest and could result in confidential 

information being revealed,  

• they might not have satisfying answers to the questions and/or 

• this type of information is possibly only given to search engine partners. 

Therefore, due to non-response the researcher was unable to continue with this part 

of data gathering, and concluded that the way forward was to utilise the information 

collected through the other methodologies. 

 

4.6 RESULTS AND ANALYSIS OF SEARCH ENGINES’ GUIDELINES 

 

The researcher gathered guideline results from Google, Yahoo! and Bing. An analysis 

of the three search engines was conducted; although the information was limited to 

indexing and penalisation of websites found abusing any of the search engine 

guidelines. 

 

4.6.1 Google 

Google’s Webmaster guidelines are used by Google to find, index, and rank a site. 

Failure to adhere to the guidelines might lead to a site being removed entirely from 

the Google index or alternately, being penalised. If a site has been penalised, it may 

no longer show up on the results on Google.com or on any of Google's partner sites 

(Google 2010d). These guidelines are divided into three categories, namely:  

• design and content guidelines, 

• technical guidelines and 

• quality guidelines. 
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4.6.1.1 Design and content guidelines 

Amongst other things, Google expect from webmasters under the design and content 

of websites: 

 

• a created website should be beneficial, full of information, and the pages 

must clearly and accurately describe the content, 

 

• users ought to be the main priority and the key concern should be about 

the word or words they would type to find the webpages, and the website 

should include the words within it and 

 

• priority should be given to text rather than images to display important 

names, content, or links. Text should not be put into images because the 

Google crawler does not recognise it; therefore, in circumstances where 

images are utilised for textual content, the "ALT" attribute should be made 

use of and some descriptive words ought to be included in the text. 

4.6.1.2 Technical guidelines 

These guidelines are mainly concerned with how the crawlers crawl sites and the 

indexing of websites. It further looks into monitoring of websites to evaluate 

performance and optimise load times. 

4.6.1.3 Quality guidelines 

According to Google (2010d), the quality guidelines cover the most common forms of 

deceptive or manipulative behaviour. It further states that Google may respond 

negatively to other misleading practices not listed here (e.g. tricking users by 

registering misspellings of well known websites). Google offers a reporting site where 

anyone believing that another site is abusing Google's quality guidelines can report 

this fact at 

https://www.google.com/Webmasters/tools/spamreport. 

Examples of quality guidelines are as follows: 

• stay away from using hidden text or hidden links, 

• cloaking or sneaky redirects should not be used, 
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• directing automated queries to Google is prohibited, 

• avoid loading pages with irrelevant keywords and 

• avoid generating multiple pages, subdomains, or domains with 

substantially duplicate content. 

Google (2010d) does not give a clear interpretation of what abusive keywords look 

like, but only provided the following information in reference to keyword stuffing: 

“’Keyword stuffing’ refers to the practice of loading a webpage with keywords 

in an attempt to manipulate a site's ranking in Google's search results”. 

Overloading pages with keywords results in a negative user experience and can 

damage a site's ranking. Typically, keyword stuffing can be identified in the form of 

lists or a paragraph of keywords, often randomly repeated.  It can often be in the form 

of hidden text, or hidden in title tags or alt attributes. However, emphasis should be 

placed on creating useful, information-rich content that uses keywords appropriately 

and in context.  

4.6.2 Yahoo! search content quality guidelines 

 

Yahoo! guidelines are used in order to provide the best search experience on the 

Web by guiding users to high-quality and relevant Web content in response to a 

search query (Yahoo! 2011). 

 

4.6.2.1 Pages Yahoo! wants included in the index 

 

Yahoo! does not provide absolute information regarding keyword stuffing and how it 

interprets it. However, according to Yahoo! (2011), some pages are created 

deliberately to trick the search engine into offering inappropriate, redundant or poor-

quality search results. It states that Yahoo! does not want these pages in the index. 

Below are a few of the pages Yahoo! wants included in the index: 

 

• original and unique content of genuine value,  

• pages designed primarily for humans, with search engine considerations a 

secondary concern,  

• hyperlinks intended to help people find interesting, related content, when 

applicable and  
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• metadata (including title and description) that accurately describes the 

contents of a webpage. 

4.6.2.2 What Yahoo! considers unwanted 

 

Yahoo! Search Content Quality Guidelines are designed to ensure that poor-quality 

pages do not degrade the user experience in any way. As with other Yahoo! 

guidelines, Yahoo! reserves the right, at its sole discretion, to take any and all action 

it deems appropriate to ensure the quality of its search index (Yahoo! 2011). 

Some, but not all, examples of the types of content that Yahoo! does not want 

included: 

• pages that harm the accuracy, diversity or relevance of search results, 

• pages dedicated to redirecting the user to another page (doorway pages),  

• multiple sites or pages offering substantially the same content, 

• pages using methods to artificially inflate search engine ranking, 

• the use of text or links that are hidden from the user, 

• cloaking, 

• pages built primarily for the search engines or pages with excessive or off-

topic keywords and  

• pages that seem deceptive, fraudulent, or provide a poor user experience. 

 

4.6.2.3 Bing Webmaster center results 

 

Like other search engine Webmaster centres, Bing Webmaster center is a hub of 

information, where resources regarding indexing and ranking on Bing are explored. 

The center is one of the places where SEO practitioners and website designers 

obtain what Bing expects from them and what subsequently results in penalisation. 

 

4.6.3.1 Guidelines for successful indexing 

 

The Bing Webmaster Center provides access to all the information webmasters need 

regarding using Bing, including the way in which MSNBot works, guidelines for 

getting a website indexed successfully by Bing, and usage information on Bing 

Webmaster Center tools. 
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4.6.3.2 Technical recommendations for a website 

 

Bing provides techniques that can be used to ensure that websites are technically 

optimised for MSNBot and other Web crawlers. Below are some of the techniques 

provided by Bing (2011):  

• only well-formed, HTML code should be used in webpages. All paired tags 

must be closed, and all links ought to lead to the correct webpage,  

• broken links in websites should be fixed, as MSNBot may not be able to index 

the website effectively, thus preventing users from reaching all of the 

webpages,  

• the design of the website should enable the MSNBot to crawl the site without 

encountering any difficulties. Furthermore, MSNBot must not be on the list of 

Web crawlers that are prohibited from indexing the website,  

• URLs have to be kept simple and static, as it is difficult to index URLs that are 

complicated or that change frequently as link destinations and  

• malicious software (malware) should be investigated closely. Links to 

webpages on a website that lead to malware on third-party websites or 

contain malicious content, such as a maliciously corrupted image or document 

file, or a harmful ActiveX control or JavaScript, will be disabled and highlighted 

as Malware in Bing results webpages (Bing 2011). 

4.6.3.3 Content guidelines for a website 

 

Having valuable content in which the target audience is interested is the best method 

to attract users to a website, and to keep them coming back. The following guidelines 

can assist in creating a more effective and popular webpage:  

• always include words that users make use of when constructing search 

query terms to locate information on a website, 

• all webpages should have a reasonable size which does not annoy users 

when navigating. An HTML webpage with no images must be under 150 

Kilobytes (kB) and Bing advises covering one topic per webpage, 

• text intended for indexing should not be placed within images, 

• a Sitemap may be added, which assists MSNBot in locating all webpages. 

Crawlers have difficulties in accessing links that are embedded in menus, 

list boxes, and similar elements unless they appear in a sitemap and  

• follow a fairly flat website hierarchy structure that is, each webpage should 

only be one to three clicks away from the default webpage (Bing 2011). 
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4.6.3.4 Techniques that may prevent a website from appearing in Bing results 

 

Bing Webmaster Center listed some techniques that are not appropriate to use when 

attempting to gain higher ranking with the Bing index. They further noted that the use 

of the following techniques might adversely affect how a website is ranked within 

Bing, and could even result in a website being removed from the index:  

• If an attempt is made to increase a webpage's keyword density by 

increasingly stacking a lot of irrelevant words. Also included in this 

technique is stuffing of ALT tags that users are unlikely to recognise, 

• use of  hidden text or links, nevertheless, text and links that are visible to 

users should be used and 

• use of techniques, such as link farms, to artificially increase the number of 

links to a webpage. 

 

4.6.4 Google, Yahoo! and Bing Webmaster centers 

 

The researcher noted with great concern that the argument behind the penalisation of 

a site or removal from the index of the respective SE was shown by all the three 

search engines; unfortunately, the extent to which the penalty is implemented is not 

justified. Each search engine has its own guidelines but their results or their main 

focus converge to not tricking the SE or the user. Harsh rules upon failure to adhere 

to the guidelines are depicted by all search engines, with the worst penalty being 

removal of a website from the index. All three search engines brushed through the 

penalisation issue and addressed it in an umbrella scenario without providing specific 

examples. Google went on to describe keyword stuffing under its quality guidelines, 

however, nothing was mentioned about the point at which a site is blacklisted or 

removed from its index after repeating keywords. Yahoo! and Bing did not go into 

detail about keyword stuffing even though they stated some points in passing as part 

of the techniques that must be prevented. The failure by all three search engines to 

address this issue might be a reflection of the possibility that their algorithms could fail 

to counteract the keyword stuffing problem. 

 

4.6.5 Websites’ experimental results 
 

After the submission of five websites to Google, Yahoo! and Bing, the researcher 

recorded each day’s indexing results. They were checked using the following 

methods: 

• a string search, 
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• a site search and 

• the Webmaster tools (search engine analysis for each registered website). 

 

4.6.5.1 String search 
 

This was the primary method used to determine the indexing status of a specific page 

of the websites. Table 4.1 shows the strings used for searching during Phase1 and 

Phase 2 of the experiment. 

 

Website String Search (Phase 1) String Search (Phase 2) 

Getlaptops1 “We have specially trained 

technicians who ensure that our 

laptops, when dispatched, are fully 

functional.” 

“Our laptops are affordable, 

we offer laptops delivery 

service if you purchase our 

laptops.” 

Getlaptops2 “If you wish to sell or trade in your 

laptops, do not wait - bring it to our 

offices and we give you the actual 

value of your computer.” 

“High-quality laptops, super 

laptops, buy laptops.” 

Getlaptops3 “We are an accredited African 

leading laptops dealer with traceable 

trading records and our pride comes 

from you, our cherished clients” 

“Aspire laptops, Mesh-black 

laptops, Timelinex laptops, 

As5742 laptops.” 

Getlaptops4 “We also sell laptops accessories 

including laptops bags and laptops 

chargers.” 

“Grey laptops, laptops super 

laptops, laptops.” 

Getlaptops5 “Economical laptops for sale, we sell 

laptops, buy laptops” 

“Laptops laptops laptops 

laptops laptops laptops 

laptops laptops laptops 

laptops laptops laptops 

laptops laptops laptops 

laptops laptops laptops 

laptops laptops laptops” 
 

Table 4.1: Phase 1 and Phase 2 search strings. 

 

Results were recorded from the second day following submission; Figure 4.6, 4.7 and 

4.8 displays the first search results using string search. 
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                          Figure 4.6: Getlaptops1 results using a search string on Google            

(Source: Google 2010a). 

 

 

 
 

      Figure 4.7: Getlaptops2 results using a search string on Yahoo! (Source: Yahoo! 2010a). 
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              Figure 4.8: Getlaptops3 results using a search string on Bing (Source: Bing 2010a). 

 

4.6.5.2 Site search 

 

The researcher used the site search method to check the website indexing status; for 

example, by typing site:url on the search page for each SE. 

 

4.6.5.3 Webmaster tools 

 

The researcher registered all five websites with Google, Yahoo! and Bing Webmaster 

accounts and the result is shown in Appendix K (Webmaster Accounts). 

 

4.7 PHASE 1 RESULTS AND ANALYSIS 

 

Initially, the researcher had not planned to do two phases of the experiment but due 

to the variance in the initial results it was decided to record the first results as Phase 

1. The results depicted in Appendix l could not prove that a keyword density of even 

as high as 27.30% would result in either the website being penalised, blacklisted or 

banned. After recording the indexing results for 67 days, all the website pages were 

successfully indexed with the exception of Getlaptops1, which was not indexed by 

Google. The research showed the fifth website as being the most favoured one and 

was indexed first by Yahoo! and Bing four days after submission. After five more days 

Yahoo! and Bing registered the remainder of the websites with Getlaptops5, having 

the highest keyword density of 27.30% (see Table 3.2 for a summary of keyword 

density). 
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Table 4.2 shows the homepage indexing time in days, recorded over a period of 67 

days. 

 

 GLPS1 GLPS 2 GLPS 3 GLPS 4 GLPS 5 
GOOGLE NI 28 29 33 33 
YAHOO! 10 9 10 10 5 
BING 10 9 10 10 5 

  

Table 4.2: Phase 1 website homepage indexing time. 

 Key 

 

 GLPS - Getlaptops 

 NI - Not indexed 

 

Google took longer to index the first website; the researcher assumed that the main 

reason for this slow pace of indexing may be due to the Google “Sandbox Effect”. 

The “sandbox” denotes the fact that Google applies an aging filter to its index; simply 

put, it prefers older sites to newer sites. However, 16 days after submission of the 

website Getlatops1, Getlatops2 and Getlatops3 were scraped by the “Magical 

Iranian” website (see Figure 4.9).  

 

 
 

       Figure 4.9: Screenshot of Getlaptops1 scraped by an Iranian website  

(Source: Google 2010a). 

 

The text displayed by Google is exactly the same as the one for Getlaptops1; 

however, if the user visits the site it presented completely different information from 
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computer technology. In relation to the definition of cloaking in section 2.4.4.3, the 

research identified the Iranian website tactic as cloaking since content presented to 

the crawler is different from the content presented to the browser of the human visitor 

(see Appendix F). In this instance the researcher found that two unethical tactics 

were used by the Iranian site – content scraping and cloaking. 

 

4.7.1 Analysis of scraped websites 

 

 

Figure 4.10: Screenshot of Getlaptops1, Getlaptops2 and Getlaptops3 scraped by an 

Iranian website (Source: Google 2010a). 

 

Based on the identical text dispayed on Getlaptops1, having all 3 domains’ 

information dispayed by one domain (irani.parsgoova.ir), and the researcher deduced 

that the Iranian website had nothing to do with technology, it was conclusively noted 

that these 3 websites were scraped. The relevancy of the content displayed by the 

Iranian website was accessed through the use of the translation tool offered by 

Google on its SERP. See Figure 4.11: Translating a webpage to another language).  

 

The website was translated to the English language as follows: 
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            Figure 4.11: Translating a webpage to another language (Source: Google 2010a). 

 

The results of the webpage translation are shown in Appendix L. 

 

Getlaptops1 was the most affected as its text was taken as it was, whilst in the other 

two websites no text was directed to the site, the domain names only. The scraping 

lasted for 39 days (See Figure 4.12) shows the durartion of the scraping per website. 

 

 
 

Figure 4.12: Duration of scraping per website. 

 

Google indexed Getlaptops2 first and a day after it indexed Getlaptops3; however, 

Getlaptops1 could not be indexed for unknown reasons. After Getlaptops 2 and 
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Getlaptops 3 were indexed, both sites’ content were removed from the Iranian 

website. The three websites could not be removed from the Iranian site. After 39 days 

of Getlaptops1 being scraped it was also dropped by the Iranian website. The 

researcher decided to proceed with the experiment for 12 more days to determine if 

Google was going to index the website. Unfortunately, the result stayed the same and 

the researcher terminated the experiment to pave way for the second phase. It was 

further concluded that Getlaptops1 may not have been indexed due to the damage it 

acquired through the scraping. The indexing result was contrary to what was 

predicted by the interviewees, as well as what literature states in terms of favourable 

keyword density. 

 

4.8 PHASE 2 RESULTS AND ANALYSIS 

 

Phase 2 of the experiment was carried out under the same conditions as the Phase 1 

experiment; nevertheless, the notable difference was on an extra page that was 

included to attract the crawler visitation. The main difference was the keyword density 

(see Table 3.2 and Table 3.3 for the keyword density values). After 67 days, the 

experiment was officially closed and results were recorded as shown by Appendix J.  

 

Table 4.3 shows the homepage indexing time in days recorded over a period of 67 

days. 

 

 GLPS1 GLPS 2 GLPS 3 GLPS 4 GLPS 5 
GOOGLE NI 11 NI NI NI 
YAHOO! 24 23 23 20 19 
BING 24 23 23 29 19 

  

Table 4.3: Phase 2 website homepage indexing time 

 Key 

 

 GLPS - Getlaptops 

 NI - Not indexed 

 

4.9 INDEXING STATISTICAL ANALYSIS 

 

After the collection of the data from Phase 1 and Phase 2 the researcher found that 

the best way of statistically analysing the data was by using survival analysis. Survival 

analysis is based on the time an event takes to occur. There are occasionally 

instances when the event does not take place at all for the duration of the study and 

these cases are labelled “Censored” cases.  Applying the concept to this study, the 
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researcher took a case where a webpage did not get indexed during the period of the 

study, disregarding the event that it might be indexed after the study. The researcher 

implemented the Kaplan-Meier procedure, which is a method of estimating time-to-

time-event in the presence of censored cases. 

 

The SPSS Manual (2007) describes the Kaplan-Meier model as being founded on 

estimating conditional probabilities at each time point when an event occurs and 

using the product limit of those probabilities to estimate the survival rate at each point 

in time. The Kaplan-Meier Survival Analysis assumes that the probabilities for the 

event depend only on time after the initial event. The researcher used this model to 

determine if the time for a webpage to be indexed (e.g. Time to event) was 

significantly different between the three search engines. 

  

The data had to be transformed into survival format data so that for each situation the 

number of days it took for the event to happen (SE = Google, Keyword Count = 13, 

Phase 1) could be calculated.  However, 30 records of data from Phase 1 and Phase 

2 were produced (see Appendix M). The survival analysis was done on three different 

situations, namely: 

 

• comparing indexing time between the three search engines, 

• comparing the indexing time between the two groups of keyword 

situations and 

• a Cox regression, which is a survival analysis, where one can include 

another co-variant (literally another independent variable that may 

have an effect on the outcome). 

 

4.9.1 Analysis 1: comparing indexing time between Google, Yahoo! and Bing 
 

Case Processing Summary 

SE Total N 

N of Events 

(Indexed) 

Censored 

N % 

Google 10 5 5 50.0% 

Bing 10 10 0 .0% 

Yahoo! 10 10 0 .0% 

Overall 30 25 5 16.7% 

 

Table 4.4: Case processing summary. 
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Appendix N shows the survival table with the cumulative proportional survival per 

time. The data for each of the search engines is ordered by the number of days a 

webpage took to be indexed (time-to-event or survival time). For the search engine 

Google, there were five records that show censored values (e.g. webpages were not 

indexed for the duration of the study). This did not happen for the other two search 

engines. The fifth column (“Cumulative Proportion Surviving at the Time: Estimate”) 

shows that after 10 days the cumulative survival value is 0.9. Thus, the estimated 

probability of not being indexed beyond 10 days is 90.0%. The estimated probability 

of not being indexed beyond 32 days is 50%. 

 

4.9.1.1 Analysis of Google indexing time 

 

The mean values in Table 4.5 are not the arithmetic average, but an estimated value

from the survival curve. The results showed webpages taking longer to be indexed

with Google than with Yahoo! and Bing.  

 

Means and Medians for Survival Time 

SE 

Meana Median 

Mean 

Std. 

Error 

95% Confidence 

Interval 

Median 

Std. 

Error 

95% Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

Lower 

Bound 

Upper 

Bound 

Google 46.400 6.765 33.141 59.659 32.000 . . . 

Bing 14.000 2.226 9.637 18.363 9.000 2.767 3.577 14.423 

Yahoo! 15.100 2.718 9.773 20.427 9.000 2.767 3.577 14.423 

Overall 25.167 3.720 17.875 32.458 22.000 3.757 14.637 29.363 
 

a. Estimation is limited to the largest survival time if it is censored. 
 

      Table 4.5: Means and medians for survival time on webpage indexing 
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Overall Comparisons 

 Chi-Square Df Sig. 

Log Rank (Mantel-Cox) 19.072 2 .000 

Breslow (Generalised 

Wilcoxon) 

14.735 2 .001 

Tarone-Ware 16.911 2 .000 

 

Test of equality of survival distributions for the different levels of SE. 
 

Table 4.6: Overall comparison using Chi-square. 

 

The distribution of indexing time is significantly different for the three SE populations. 

 

4.9.1.2 Survival functions for Google, Yahoo! and Bing 

 

The plot below shows the cumulative survival function over time. There is a more 

rapid drop-off in the cumulative survival function for Bing and Yahoo! than for Google; 

there are no censored values for either Bing or Yahoo!. The cumulative hazard plot 

reflects the same as the survival plot. It indicates that the “risk” of being indexed 

increases more rapidly over time for Bing and Yahoo! than for Google. 

 

 

Figure 4.13: Webpage indexing survival function. 
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Figure 4.14: Webpage indexing hazard function. 

 

4.9.2 Analysis 2: comparing indexing time between two keyword groups 

 

The researcher created a new variable, with two new keyword groups that would 

assist in explaining keyword count indexing period. This variable splits the data into 

the websites where 40 or fewer keywords were used versus the situation where more 

than 40 keywords were used. The variable was named “KeywordGroup1”. Table 4.7 

shows the keyword case processing summary as discussed above. 

 

 

Keyword Case Processing Summary 

KeywordGroup1 

Total 

N 

N of Events 

(Indexed) 

Censored 

N % 

40 or fewer keywords 12 11 1 8.3% 

More than 40 keywords 18 14 4 22.2% 

Overall 30 25 5 16.7% 
 

Table 4.7: Keyword case processing summary. 

 

The data (See Appendix O) for each of the two groups is ordered by indexing time 

(time-to-event, or survival time). For the first group, there is only one censored record, 

and for the second group (having more than 40 keywords) there were four censored 

values (e.g. webpages were not indexed at all for the duration of the study).    
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The fifth column of Appendix O (“Cumulative Proportion Surviving at the Time: 

Estimate”) shows that after 8 days the cumulative survival value is 0.833. If the 

website had 40 or fewer keywords, the estimated probability of not being indexed 

beyond 8 days is 83.3%. For this situation the estimated probability of not being 

indexed beyond 32 days is 8.33%. However, if the website had more than 40 

keywords then the estimated probability of not being indexed beyond 10 days is 

83.3% and the estimated probability of not being indexed beyond 32 days is 22.2%. 

 

4.9.2.1 Mean and medians for survival time 
 

KeywordGro
up1 

Meana Median 

Estimate 
Std. 

Error 

95% 
Confidence 

Interval 

Estimate 
Std. 

Error 

95% 
Confidence 

Interval 

Lower 
Bound 

Upper 
Bound 

Lower 
Bound 

Upper 
Bound 

40 or fewer 
keywords 

18.667 4.901 9.061 28.272 9.000 .272 8.467 9.533 

More than 40 
keywords 

27.278 4.106 19.229 35.326 22.000 1.581 18.901 25.099 

Overall 25.167 3.720 17.875 32.458 22.000 3.757 14.637 29.363 

 

a. Estimation is limited to the largest survival time if it is censored. 
 

Table 4.8: Means and medians for survival time on KeywordGroup1. 

 

The mean above is not the arithmetic average, but an estimated value from the 

survival curve. The results indicate that a webpage with at least 40 keyword count 

takes longer to index than one with less than 40. It is not clear whether or not this 

difference between the means is significant. 

 

4.9.2.2 Overall comparisons 

 

 Chi-Square df  Sig. 

Log Rank (Mantel-Cox)  

Breslow (Generalised Wilcoxon) 

Tarone-Ware       

1.883 

2.869 

2.394 

1 

1 

1 

.173 

.090 

.122 

 

Table 4.9: Overall comparison of survival distributions for the different levels of 

KeywordGroup1. 

Test of equality of survival distributions for the different levels of KeywordGroup1. 
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The distribution of indexing time is not significantly different for the two situations.  For 

example, there is no significant difference in the indexing time between the websites 

that had 40 or fewer keywords, or the websites that had more than 40 keywords.  

  

 

                             Figure 4.15: KeywordGroup1 survival function. 

 

The plot above shows the cumulative survival function over time. There is a more 

rapid drop-off in the cumulative survival function for 40 or fewer keywords, than for 

the group of websites having more than 40 keywords. Note that both situations have 

censored values towards the end. The cumulative hazard plot shows the same as the 

survival plot. It indicates that the “risk” of not being indexed increases more rapidly 

over time for more than 40 keywords than for the websites having fewer than 40 

keywords. 
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Figure 4.16: KeywordGroup1 hazard function. 

 

4.9.2.3 Cox regression 

 

In the following analysis the researcher did a regression using the indexed time as 

the dependent variable (also having censored values) and used the search engine 

and the variable, created for the previous analysis, as the independent variables.  

 

According to the SPSS Manual (2007), “Cox Regression builds a predictive model for 

time-to-event data. The model produces a survival function that predicts the 

probability that the event of interest has occurred at a given time t for given values of 

the predictor variables. The shape of the survival function and the regression 

coefficients for the predictors are estimated from observed subjects; the model can 

then be applied to new cases that have measurements for the predictor variables. 

Note that information from censored subjects, that is, those that do not experience 

the event of interest during the time of observation, contributes usefully to the 

estimation of the model.” 

 

Cox Regression is also a survival model that represents hazard (hazard = the 

probability that the event occurred at time t) as a function of time and predictor 

variables that can be continuous or categorical. Because it allows for multiple 

predictors, it is more general than the Kaplan-Meier method. It is considered a 

nonparametric, or perhaps more accurately, semi-parametric model, as it does not 

require a particular functional form to the hazard or survival curves. The model does 

assume that the ration of the hazard rate between two individuals or groups remains 

constant over time.  If this assumption is not met, the Cox model has been extended 
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to incorporate time-varying predictors, which are interactions terms between the 

predictors and time.  

 

The researcher decided to group Yahoo! and Bing under one category since other 

analyses indicated that they have a similar analytical behaviour. Therefore, the 

researcher had a new variable called “NewSE” having 0 = Not Google, and 1 = 

Google. 

 

4.9.2.4 Case processing summary 

 

 N % 

Cases available in 

analysis 

Eventa 25 83.3% 

Censored 5 16.7% 

Total 30 100.0% 

Cases dropped Cases with missing values 0 .0% 

Cases with negative time 0 .0% 

Censored cases before the 

earliest event in a stratum 

0 .0% 

Total 0 .0% 

Total 30 100.0% 

a. Dependent Variable: Time to result 
 

   Table 4.10: The case processing summary for the indexing time. 

 

Categorical Variable Codingsc,d 

 Frequency (1)b 

NewSEa 0=Not Google 20 1 

1=Google 10 0 

KeywordGroup1a 1=40 or fewer keywords 12 1 

2=More than 40 keywords 18 0 
 

Table 4.11: The categorical variable coding. 

 

a. Indicator Parameter Coding 

b. The (0,1) variable has been recoded, so its coefficients will not be the 

same as for indicator (0,1) coding. 
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c. Category variable: NewSE 

d. Category variable: KeywordGroup1 

 

Note that the categories have been changed by SPSS: for KeywordGroup1, a “1” now 

indicates 40 or fewer keywords, and a “0” indicates more than 40 keywords and for 

NewSE a “1” indicates “Not Google” and a “0” indicates Google. 

 

4.9.2.5 Omnibus tests of model coefficientsa 

 

-2 Log 

Likeliho

od 

Overall (score) 

Change From Previous 

Step 

Change From 

Previous Block 

Chi-

Square df Sig. 

Chi-

Square df Sig. 

Chi-

Square df Sig. 

115.393 21.657 2 0.000 27.136 2 0.000 27.136 2 0.000 
 

a. Beginning Block Number 1. Method = Enter 

 

Table 4.12: Omnibus tests of model coefficients. 

 

All the variables were entered at once (e.g. this is not a stepwise regression), so the 

values for “Change from previous step”, and “Change from previous block” are 

identical. The researcher’s objective was to test whether the effect of one or more of 

the predictor variables were considerably different from zero in the population. The 

results in the table above are analogous to the overall F-test used in regression 

analysis. The results indicate that at least one predictor is significantly related to the 

hazard.   

 

Variables in the Equation 

 B SE Wald df Sig. Exp(B) 

NewSE 3.165 .791 15.997 1 .000 23.681 

Keyword

Group1 

1.573 .587 7.169 1 .007 4.819 

 

Table 4.13: KeywordGroup1 equation variables. 

 

In Table 4.14, the B-coefficient estimates relate the change in natural log of the 

hazard per unit change in the predictor. For this reason, the “Exp(B)” column is used 

when interpreting results. The significance of each predictor is tested using the Wald 
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statistic and the associated probability values that are recorded in the “Sig” column.  

In this case, both SE and KeywordGroup1 are significant (p-values < 0.05). 

 

The “Exp(B)” column presents the estimated change in risk (hazard) associated with 

a one unit change in a predictor, controlling for the other predictors. In this case, 

where categorical predictors are used, Exp(B) represents change in hazard when 

changing from the reference category to another category. The Exp(B) for 

KeywordGroup1 is 4.819; this means that other things being equal, the hazard in 

KeywordGroup1 = 0 is 4.819 times greater than the hazard in KeywordGroup1 = 1.  

That indicates that the indexing time is shorter for KeywordGroup1 = 0 (more than 40 

keywords). 

 

The Exp(B) for SE is 23.681. This means that the hazard in SE = 0 is 23.681 times 

greater than the hazard for SE = 1 (“Google” to “Not Google”). This means that the 

indexing time for the “Not Google” sites was shorter. 

 

 

Figure 4.17: The survival function for patterns 1-2. 

 

The plot above shows the cumulative survival function over time. There was a more 

rapid drop-off in the cumulative survival function for 40 or fewer keywords, than for 

the group of websites that had more than 40 keywords. Note that both situations have 

censored values toward the end. The cumulative hazard plot shows the same as the 

survival plot. It indicates that the “risk” of being indexed increases more rapidly over 

time for 40 or fewer keywords than for the websites that had more than 40 keywords. 
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Figure 4.18: The hazard function for patterns 1-2. 

 

4.10 SUMMARY 

 

The results from academic literature demonstrated that the optimum keyword density 

is 12% and approximately 80% of the practitioners affirm a lower keyword density 

below 7%. However, this result differed from SEO practitioners whose acceptable 

keyword density was centred at 3% - 5%, with 20% marking 12% as the maximum 

keyword density acceptable by both the end-user and the search engine crawlers. 

Both the scholars and the SEO practitioners agreed that if a website keyword density 

exceeds the desired optimum keyword density acceptable by the search engine, the 

website risks penalisation (thus being removed from the search engine index). SEO 

practitioners and various scholars mentioned that if a website is blacklisted, 

notification is provided by the respective search engine reflecting the action taken and 

the reason therefore. 

 

Efforts to acquire information from search engine experts working directly with the 

search engines were fruitless as none of the e-mails sent were responded to. 

However, this was not a major setback, as an experiment was conducted to test the 

validity of the facts and opinions gathered. Likewise, the information gathered from 

the search engine guidelines did not clearly outline the extent to which keyword 

density is regarded as spamdexing. A few sentences were noted just mentioning site 

penalisation in response to keyword stuffing. This was exactly the same result 

gathered from academic scholars and SEO practitioners regarding how secret the 

algorithm is. 
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The results gathered from academic literature, the interviews and the search engine 

guidelines were triangulated against results gathered from the experiment conducted. 

Both Phase 1 and Phase 2’s experiments took 67 days. The Phase 1 experiment 

showed Bing and Yahoo! indexing all the five websites, whilst Google indexed four. 

Google did not register Getlaptops1, which was expected by all the interviewees to be 

indexed instead of Getlaptops4 and Getlaptops5. Getlaptos1 was scraped by an 

Iranian website from the 17th day of submission up to the 60th day of the experiment.   

 

A Phase 2 experiment was conducted with the fifth website having a keyword density 

of more than 97% is an extreme excess. Likewise, Bing and Yahoo! indexed all five 

websites; however, Google exceptionally indexed Getlaptops2 leaving the other four 

websites. There were no notifications from search engines to inform the researcher 

about the indexing status of the four websites that were not indexed by Google. 

However, the researcher is of the opinion that Getlaptops1 was not indexed due to 

the damage caused by the scraping site, but no evidence was found to support this 

claim. 

 

Apart from this, no empirical evidence based on this research was found in the form 

of notifications for blacklisted sites or banned sites as indicated by the interviewees 

and the literature. Getlaptops1 was not indexed by Google even though it had the 

lowest and most favourable keyword density of 3.94%, supported by the interviewees 

and the scholars. However, the Google algorithm was able to handle a webpage 

keyword density of 40% as shown by Table 3.4. Figure 4.19 and Figure 4.20 depicts 

the Phase 1 and Phase 2 indexing time recorded during the experiment. 
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Figure 4.19: Phase 1 website indexing time recorded over a period of 35 days. 

 

  

Figure 4.20: Phase 2 website indexing time recorded over a period of 35 days. 

 

Both experimental phases recorded a maximum indexing time of 33 days for the 67 

days of the experimental period; that is to say the maximum indexing time according 

to this study was 33 days and the minimum indexing period was five days. However, 

many scholars differ in terms of indexing time since the time is relative to crawlers’ 

visitation. Thus a site can even be indexed in one day. It is ideal to use the long tail 

string search, Webmaster Tools and the site search methods in order to determine if 

the homepage or any of the subpages have been indexed. Using at least two of the 

search methods will provide a clear picture of the status of the website indexing, but 
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above all Webmaster Tools form the standard check as it provided analytical data 

regarding the indexing of the website pages. 
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CHAPTER 5 

 

CONCLUSION AND RECOMMENDATIONS 

 

5.1 INTRODUCTION 

 

This chapter is intended to provide a summary of the research and provide necessary 

recommendations as well as a conclusion. The conclusion is based on the facts 

gathered from the experiment, the literature reviewed and the researcher’s own 

interpretation of various parts of the research exercises. The chapter further explores 

the understanding of relativity of keyword density in terms of penalisation of 

webpages, competitiveness and making informed decisions during the process of 

addressing the customers’ particular needs.  

 

5.2 WEBPAGE INDEXING 

 

The researcher, as well as the interviewees and several other scholars, including 

Weideman and Zhang and Dimitroff, found empirical evidence indicating that the 

indexing period for webpages is not fixed but varies according to the crawlers’ 

visitation. Borglum (2009:30) stated that after the submission of a website, one has to 

wait for a period of up to one month to evaluate indexing results. The author further 

cited that a search engine often only updates websites on a monthly basis. They all 

acknowledged a period of a day to three months if appropriate procedures are 

engaged during the design and submission of the webpages. However, according to 

this study a period of approximately 15 days is a reasonable average waiting time. 

 

Phase 1’s shortest indexing waiting time was five days and the longest was 33 days. 

Phase 2’s shortest waiting time was 19 days and the longest waiting time was 29 

days. During Phase 1, Bing and Yahoo! indexed all websites whilst Google indexed 

four sites, with the exception of Getlaptops1. Getlaptops1 had a low keyword density 

of 3.94%, compared to Getlaptops5 which had a keyword density of 27.3%. During 

the Phase 2 experiment, Bing and Yahoo! indexed all five sites, including the one with 

highest keyword density of 97.3%. Google only indexed one of the five sites, with a 

keyword density of 40%. In conclusion, the indexing percentage of the 15 homepages 

during Phase 1’s experiment was 93%, whilst Phase 2 was 73%. Therefore, the 

average homepages’ indexing for both phases is 83%. 
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5.2.1 Scraping 

 

Even though scraping and the resultant duplication had been denounced by the 

search engines, following the evidence shown by this study this practice still exists 

and the search engines, such as Google, continue to display webpages of such 

nature on their results page. The researcher has evidence that search engine 

algorithms are still failing to fully address these practices and some developers are 

implementing them unnoticed. This research established that the waiting time for 

indexing can be prolonged by such practises; this may result in some websites not 

being indexed at all. 

 

In this research, three websites were scraped on Google SERP, namely Getlaptops1, 

Getlaptops2 and Getlaptops3. Getlaptops1 was unable to get indexed by Google for 

both phases of the experiments. This is despite the fact that it had a good keyword 

density, as supported by scholars and the respective interviewees. The researcher 

concluded that the scraping that was executed by the Iranian site (see Appendix L) 

might have negatively affected the website on Google’s index. Also, the Iranian 

webmasters might have opted to scrape the site, expecting a possibility of a higher 

number of visitors to the site looking for laptops rather than the information that was 

included on their site. The researcher also believes that Getlaptops1’s homepage 

was the most preferred webpage for indexing, as compared to the other four 

webpages. This could be the reason why the site was scraped by the Iranian site. 

 

The scraping result had a negative impact on the predicted results as the outcome 

deviated from the expectation. However, the researcher used the opportunity to 

address a second black hat technique that was also regarded illegal by search 

engines. The researcher further concluded that as a result of the differences in the 

way that the three websites were scraped, Getlaptop1 was not indexed whatsoever 

after the Iranian site discontinued the scraping of the sites. 

 

Google did not provide any clear information or messages concerning the indexing of 

the websites, but generated an error message, as shown by Figure 5.1, if an attempt 

to check the cached result was made. 

 

Note: The three scraped websites displayed the same results as the ones not 

indexed. 
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Figure 5.1: A snapshot of cached result error for Getlaptops1 (Source: Google 

2010a). 

  

However, the scraping effect would not have been noticed if the three indexing 

searching methods were not used.  

  

5.2.2 Search engine algorithm 

 

This research proved that the SE algorithms can never be predicted and change on a 

regular basis. This was verified through the recording of a very high webpage 

keyword density of 97%.  

 

5.2.3 Keyword stuffing 

 

Phase 2’s websites contained extreme examples of keyword stuffing; however, in this 

research the webpages with the highest keyword densities, for both phases, were the 

first to be indexed by Yahoo! and Bing (see Figure 5.2). 
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Figure 5.2: Website indexing time. 

 

Keyword stuffing should not be practised and a great deal of consideration should be 

given to the webpage content. A clear strategy in respect of the content and keyword 

density should be applied and must be in line with business requirements and 

policies. Instead of simply repeatedly placing keywords in the body text of the 

webpage, proper attention should be paid to the value of the content and if it makes 

sense to human readers, who are potential customers. 

 

The research has proven that a webpage can have a high keyword density and be 

indexed; however, the adverse effects can be the increase of bounce rate due to lack 

of content relevance. This could further destroy the brand image, as well as provide a 

negative impact on the online marketing strategy.  

 

Although crawlers might overlook stuffing, as proved by this study, stuffed content 

does not retain human readers. Time wasted on black hat techniques could instead 

be spent on creating decent content, moving away from vulnerabilities to the safe 

side, considered relevant by both the crawler and human readers. Furthermore, the 

time can be spent in designing websites that can be effective in adding importance to 

the user experience by its ability to present new, valuable, relevant, and 

comprehensive information. 

 

The researcher noted that for all reported experimental results, website developers 

and content providers should fear “blacklisting” their own site to end-users rather than 

search engines blacklisting the site. The search engines in this study did not reject 
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indexing the site considered worst from a human point of view. Proper consideration 

should also be given to users not wanting to visit irrelevant webpages in order to 

locate the accurate information they are looking for. 

 

5.2.4 Keyword density 

 

The research has shown that keyword stuffing is not identified by Yahoo! and Bing. 

However, proper attention should be given to identifying the client’s needs and a well 

informed decision must be taken in adherence of the objective. High keyword density 

in webpages lacks relativity and chases away potential customers as it lacks integrity 

and focus.  

 

Each webpage ought to contain an acceptable keyword density in order to maintain 

the content quality required by users and furthermore regarded as helpful by search 

engines (Kassotis 2009). Based on the interviews and the experiments carried out in 

this study, the research recommends a keyword density of 3% to 6% to be 

acceptable by human readers. 

 

5.3 SIGNIFICANCE OF THE STUDY 

 

The data collected from the interviews, literature analysed as well as the experimental 

study on keyword density, have shown a significant difference between the 

perceptions of SEO practitioners’ and the SE algorithm reaction reality. The 

triangulation method used enabled the researcher to clearly identify areas of 

divergences and uncertainties displayed by SEO practitioners and website designers 

in understanding keyword density, keyword stuffing and the way in which a penalty is 

implemented by search engines. 

 

It is, however, understood that if the scholars, SEO practitioners, website designers 

and SE algorithm programmers incorporate this study the following may be expected: 

 

• higher user satisfaction due to adherence to end user specifications, 

• minimum bounce rate as webpages will be more content centred than 

search engine centred, 

• scholars adopting the new keyword evolution displayed by search 

engines, 

• increased conversion rate due to strategies and methodology changes 

and 
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• Google, Yahoo! and Bing SE algorithm programmers taking a closer look 

at their algorithm and effect changes so that their search page displays 

relevant information which the end user intends to view. 

 

5.4 FINAL CONCLUSION 

 

Beel and Gipp (2010a:1-31) proved that spamdexing exists on Google Scholar. In 

their study, Google Scholar indexed what they termed nonsensical articles and 

manipulated links that contained Viagra advertisements. 

 
In this study, the researcher did not find evidence to prove that Google, Yahoo! and 

Bing are sensitive to high keyword density and keyword stuffing. This was proven by 

Yahoo! and Bing indexing all test webpages. Even though Google did not index the 

other four webpages (Phase 2), it was established that there were other websites, 

similar to Getlaptops5 (e.g. Mega Business Solutions website, as depicted in Figure 

5.4) that were practicing keyword stuffing and were indexed with a high keyword 

density of approximately 90%. Figure 5.3 and Figure 5.4 depicts Google SERPs for 

two different keyword stuffed websites.  

 

 
 

Figure 5.3: Google SERP showing keyword stuffing results (1) (Source: Google 

2010a). 
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Figure 5.4: Google SERP showing keyword stuffing results (2) (Source: Google   

2010a). 

 

However, two weeks after concluding the experiment, the Mega Business Solutions 

company website was still appearing on the results page (shown by Figure 5.5), but 

the site was offline.  

 

 

Figure 5.5: The Mega Business Solutions off-line page (Source: MegaBusiness   

                                                          2011). 

 

This error implied that the site was disconnected by the ISP rather than the search 

engine and this may be due to one of the following reasons: 
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• the ISP might have identified that the site was applying unethical keyword 

stuffing and therefore disabled it, 

• the site owner could have taken it down or  

• the owner might have deleted the files from the FTP server to update them 

and later upload new files. 

Therefore, the researcher concluded that keyword stuffing is not a big concern that 

requires significant attention, which is why designers should not spend valuable time 

fine-tuning keyword densities.  

 

However, this finding may lose relevance as search engine algorithms constantly 

change. Nevertheless, keywords are the foundation of SEO, as all strategies 

emanate from using the right keywords for deriving correct conversions.  Keyword 

density should be evaluated as a business strategy or considered as a marketing 

perspective.  

 

Penalisation may exist, but there is no crossover point of keyword rich website text to 

spamdexing that could result in penalisation of a website. This researcher, however, 

did not find any empirical results to confirm the banning of websites. The researcher 

is of the opinion that since search engines has a reporting facility on their Webmaster 

tool, appropriate action is taken if a site is reported for abusing or using black hat 

techniques (Yahoo! 2010c). 

 

The researcher further concluded that SEO practitioners need to spend time doing 

experiments to check the validity of some of the information they gather from different 

sources. Bloggers may assist in alerting and providing valuable information but, on 

the other hand, the information should be verified.  

 

The research confirms that there is a speedy evolution of technology and that SEO 

practitioners need to quickly adjust and understand that this significant evolution is 

not about indexing and ranking anymore. However, it is also about the volume of 

conversion being made, the degree at which customer’s particular needs are being 

addressed and reducing bounce rate. The design and optimisation of each webpage 

should meet usability and search standards so that attention is not only given to SE 

operability and reaction toward the site. 

 

This research has found empirical evidence that scraping is actively implemented and 

some website designers continue exploiting this technique. The researcher also 
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established that a scraped site can be negatively affected in terms of its indexing time 

frame and in some situations the website may completely fail to be indexed. 

 

5.5 RECOMMENDATIONS 

 

SEO practitioners should consider how to alter their perspective of keyword stuffing. 

 

In an attempt to earn high rankings and indexing, SEO practitioners must avoid 

frustrating users visiting a site by including irrelevant information and not answering 

their question. 

 

It would be more effective to spend resources on making webpage content 

interesting, relevant and engaging, rather than compromising webpage relevance by 

keyword stuffing. The cost of retaining a client is lower than winning a new one and 

clients’ intent should be well understood. 

 

Webmaster Tools are fundamental strategic tools that ought to be used for analytical 

judgement and powerful decision making, as well as trying to push for relevant traffic 

to a webpage. These tools assist one to make factual recommendations and 

decisions. Therefore, the SEO practitioners should utilise them and supplement with 

other open source and commercial software to verify their facts for strategic 

decisions. 

 

The companies’ methodology or strategy must be reviewed constantly in accordance 

with the algorithm changes, as each algorithm change could possibly have a counter 

positive or negative impact on the company’s strategy being applied. A relevant 

example is the Google Panda “Farmer” algorithm update that was released at the 

time of writing. 

 

In order to avoid penalisation or a webpage not being indexed, attention should be 

paid to consumer perspective rather than searching engine requirements.  

 

SEO tools should be utilised regularly as they provide a basic structural architecture 

of how the website is built and how it can be accessed on the Web. They further offer 

a range of recommendations that assists in amendments and other strategic 

decisions that have to be made. 
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Keyword density not be used as a deceptive technique for website ranking; instead, it 

must be used legitimately in ways that increase a site’s visibility, usability, conversion 

and accessibility. 

 

As Murphy, Christian and Kielgast (2008:90-97) stated, more than 85% of all Internet 

purchases started with a search. Hence, enough descriptive website content should 

be identified and strategically positioned on a webpage in order to capture the interest 

of both the user and the search engine. By doing so, the website would be fully 

interpreted by search engines, as its content will have better ranking odds. The use of 

generic content in websites enhances the build-up of trust and credibility of websites 

by search engines in relation to the purpose of a particular website. The aforesaid 

would result in website objectives being achieved. 

 

5.6 FUTURE RESEARCH AREAS 

 

This study paved the way for future studies to be executed in areas that include 

scraping, as well as the relevancy of information displayed on the SERP. In addition, 

research needs to be done on other spamdexing techniques in order to test the 

validity of existing claims. The results may possibly enhance the quality of information 

a search query can retrieve form SE indices. 

 

5.7 RESEARCH SUMMARY 

 

Although it is important to adhere to SEO guidelines, there is a need for experiments 

to be carried out in order to determine the level at which search engines penalise 

websites. Whilst a high keyword density has a negative impact on a site with respect 

to usability and relevance, this author found no crossover point from keyword rich 

website text to spamdexing. The author has proved that search engines’ 

interpretation of spamdexing on varying keyword densities is not based on a scale; a 

site can be indexed regardless of how low or high the keyword density is. This author 

has also proven that Yahoo! and Bing favour sites with high keyword density when 

indexing, compared to the ones with a low keyword density. The research has further 

proved that, other than keyword stuffing and cloaking, there are other unethical 

techniques that are still being used on the Internet such as content scraping. 
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APPENDICES  
 

APPENDIX A 
 

LETTER TO INTERVIEWEES 
 
 
 
 
 

 
RE:  Letter of Authorization to Conduct Interview for Research  
 
Dear Sir/Madam 
 

As a follow-up to a telephone conversation I had with you, earlier this week, I’d just like to repeat 
myself and outline a few things I introduced you to. 

I am a Masters candidate at the Cape Peninsula University of Technology under the supervision of 
Prof Melius Weideman. I am hereby requesting your assistance in allowing me to conduct an 
interview on the area of my study. My research topic is THE CROSSOVER POINT BETWEEN 
KEYWORD RICH WEBSITE TEXT AND SPAMDEXING. 
 
The purpose of my study is to determine how the SEO practitioners and Website developer view 
spamdexing, specifically keyword stuffing. 
 
I am requesting that you provide me with information regarding the current situation of SEO, SE, your 
understanding of spamdexing and your experience in dealing with it at your work places. Your 
answers will provide the data to develop an aggregate planning model and may also identify potential 
areas for further model development and study.  
 
All information gathered through the interviews will be completely confidential. For your privacy your 
name and organization name will not appear in the thesis or reports based on this study. Any specific 
quotes made will be assigned a numerical ID (e.g. Interviewee 1), and when necessary, your role (e.g. 
Manager of XYZ). 
 
In appreciation of your time and effort I will provide you with an anonymous summary of all interviews I 
conducted. If you feel you may help in this regards, please kindly respond affirmatively to this email. I 
will be staging the interviews between the 13th and 18th of September 2010. Also kindly indicate the 
date and time in this period that will suite you. 
 
Thank you in advance for your assistance in this study. 
 
Sincerely, 

Herbert Zuze (Student Number 210262508) 
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APPENDIX B 
 

SEO QUESTIONNAIRE 
 

SEO PRACTITIONERS SPAMDEXING KNOWLEDGE ASSESSMENT QUESTIONNAIRE  
 
Project Name:  

THE CROSSOVER POINT BETWEEN KEYWORD RICH WEBSITE 
TEXT AND SPAMDEXING 

Prepared by: HERBERT ZUZE 

Date   

 
QUESTIONS 

1. How many years have you been in the SEO industry and why did you consider being 
in this field?  

2. What SEO tools do you regularly use and how do they work? 

3. What areas do you think are currently the most important in organically ranking a 
site? 

4. If a submitted site is not showing up on SERP, does this mean it has been banned 
and how long does it take for a site to be indexed and show up on the SERP? 

5. Should one optimise for the singular or long tail form of keywords and why? 

6. What do you understand by the phrase keyword stuffing? 

7. How often do you carry out experiments on search engines to check whether their 
search and indexing algorithms have changed? 
 

8. Do you follow what forums and bloggers say regarding the SEO industry? 

9. Have you ever seen a blacklisted or banned website and what does it look like? 

10. How do you measure the richness or poorness of a keyword in the body of a 
webpage? 

11. How do Google, Yahoo! and Bing interpret keyword stuffing and do their algorithms 
stick with their respective document guidelines and procedures? 

12. Do you think SEO practitioners and website developers understand spamdexing? 

13. Do you think there is a crossover point from keyword rich text to spamdexing and how 
do you interpret it? 

14. Are sitemaps helpful for webpage indexing? 

15. Where do you think the SEO industry is headed? 
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APPENDIX C 
 

E-MAILS TO GOOGLE, YAHOO! AND BING PROFESSIONAL EMPLOYEES 
 
 

First email to Google professional employee  
 
 

 
 
 
Second email to Google professional employee 
 
 

 
 
 
 
 
 
 
 
 
 
 
 



 131 

 
 
 
 
 
 
First e-mail to Yahoo! professional employee 
 

 
Second e-mail to Yahoo! professional employee 
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First e-mail to Bing professional employee 

 
 
Second e-mail to Bing professional employee 
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APPENDIX D 

 
PHASE1 WEBSITES SNAPSHOTS 

 
Getlaptops1 
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Getlaptops2 
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Getlaptops3 
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Getlaptops4 
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Getlaptops5 
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APPENDIX E 
 

PHASE 2 WEBSITES SNAPSHOTS 
Getlaptops1 Phase 2 
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Getlaptops2 Phase 2 
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Getlaptops3 Phase 2 
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Getlaptops4 Phase 2 
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Getlaptops5 Phase 2 
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APPENDIX F 
 

IRANIAN SCRAPING SITE SNAPSHOTS 
 
Iranian Website 
�
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Translated pages 
 

 
If you click close (shown by the arrow) on the red banner, you get to  
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APPENDIX G 
 

WEBSITES PHASE 1 SAMPLE CODE 
 

Websites Phase 1 Sample Code 
 
Index Page for Getlaptops5 
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Products Page for Getlaptops5 
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Contact Us Page for Getlaptops5 
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APPENDIX H 
 

WEBSITES PHASE 2 SAMPLE CODE 
 

Websites Phase 2 Sample Code 
Index Page for Gelaptops5 
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Products Page for Getlaptops5 
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Season’s Specials Page for Getlaptops5 
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Contact Us Page for Getlaptops5  
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APPENDIX I 

 
PHASE 1 INDEXING RESULTS RECORDINGS 

 



 173 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 174 

APPENDIX J 
PHASE 2 INDEXING RESULTS RECORDINGS 
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APPENDIX K 
WEBMASTER TOOLS SNAPSHOTS 
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APPENDIX L 
 

TRANSFORMED SURVIVAL DATA 
 

 Phase SE KWC Group 
Time to 
being 

indexed 
MaxTime Status 

1 Phase 1 Google 13 keywords 1 67 67 Censored 

2 Phase 1 Google 20 keywords 1 27 67 Event 

3 Phase 1 Google 28 keywords 1 28 67 Event 

4 Phase 1 Google 40 keywords 1 32 67 Event 

5 Phase 1 Google 90 keywords 2 32 67 Event 

6 Phase 1 Bing 13 keywords 1 9 67 Event 

7 Phase 1 Bing 20 keywords 1 8 67 Event 

8 Phase 1 Bing 28 keywords 1 9 67 Event 

9 Phase 1 Bing 40 keywords 1 9 67 Event 

10 Phase 1 Bing 90 keywords 2 4 67 Event 

11 Phase 1 Yahoo 13 keywords 1 9 67 Event 

12 Phase 1 Yahoo 20 keywords 1 8 67 Event 

13 Phase 1 Yahoo 28 keywords 1 9 67 Event 

14 Phase 1 Yahoo 40 keywords 1 9 67 Event 

15 Phase 1 Yahoo 90 keywords 2 4 67 Event 

16 Phase 2 Google 100 keywords 2 67 67 Censored 

17 Phase 2 Google 132 keywords 2 10 67 Event 

18 Phase 2 Google 170 keywords 2 67 67 Censored 

19 Phase 2 Google 232 keywords 2 67 67 Censored 

20 Phase 2 Google 321 keywords 2 67 67 Censored 

21 Phase 2 Bing 100 keywords 2 23 67 Event 

22 Phase 2 Bing 132 keywords 2 22 67 Event 

23 Phase 2 Bing 170 keywords 2 22 67 Event 

24 Phase 2 Bing 232 keywords 2 19 67 Event 

25 Phase 2 Bing 321 keywords 2 15 67 Event 

26 Phase 2 Yahoo 100 keywords 2 23 67 Event 
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27 Phase 2 Yahoo 132 keywords 2 22 67 Event 

28 Phase 2 Yahoo 170 keywords 2 22 67 Event 

29 Phase 2 Yahoo 232 keywords 2 30 67 Event 

30 Phase 2 Yahoo 321 keywords 2 15 67 Event 
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APPENDIX M 
 

SURVIVAL TABLE 

SE ID Time Status 

Cumulative Proportion 
Surviving at the Time N of 

Cumulative 
Events 

N of 
Remaining 

Cases Estimate Std. Error 

Google 1 132 
keywords 

10.000 Event .900 .095 1 9 

2 20 
keywords 

27.000 Event .800 .126 2 8 

3 28 
keywords 

28.000 Event .700 .145 3 7 

4 40 
keywords 

32.000 Event . . 4 6 

5 90 
keywords 

32.000 Event .500 .158 5 5 

6 100 
keywords 

67.000 Censored . . 5 4 

7 170 
keywords 

67.000 Censored . . 5 3 

8 232 
keywords 

67.000 Censored . . 5 2 

9 321 
keywords 

67.000 Censored . . 5 1 

10 13 
keywords 

67.000 Censored . . 5 0 

Bing 1 90 
keywords 

4.000 Event .900 .095 1 9 

2 20 
keywords 

8.000 Event .800 .126 2 8 

3 13 
keywords 

9.000 Event . . 3 7 

4 28 
keywords 

9.000 Event . . 4 6 

5 40 
keywords 

9.000 Event .500 .158 5 5 
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6 321 
keywords 

15.000 Event .400 .155 6 4 

7 232 
keywords 

19.000 Event .300 .145 7 3 

8 132 
keywords 

22.000 Event . . 8 2 

9 170 
keywords 

22.000 Event .100 .095 9 1 

10 100 
keywords 

23.000 Event .000 .000 10 0 

Yahoo 1 90 
keywords 

4.000 Event .900 .095 1 9 

2 20 
keywords 

8.000 Event .800 .126 2 8 

3 13 
keywords 

9.000 Event . . 3 7 

4 28 
keywords 

9.000 Event . . 4 6 

5 40 
keywords 

9.000 Event .500 .158 5 5 

6 321 
keywords 

15.000 Event .400 .155 6 4 

7 132 
keywords 

22.000 Event . . 7 3 

8 170 
keywords 

22.000 Event .200 .126 8 2 

9 100 
keywords 

23.000 Event .100 .095 9 1 

10 232 
keywords 

30.000 Event .000 .000 10 0 
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APPENDIX N 

 
KEYWORD SURVIVAL TABLE 

 

KeywordGroup1 Time Status 

Cumulative Proportion 
Surviving at the Time N of 

Cumulative 
Events 

N of 
Remaining 

Cases Estimate Std. Error 

40 or fewer 
keywords 

1 8.000 Event . . 1 11 

2 8.000 Event .833 .108 2 10 

3 9.000 Event . . 3 9 

4 9.000 Event . . 4 8 

5 9.000 Event . . 5 7 

6 9.000 Event . . 6 6 

7 9.000 Event . . 7 5 

8 9.000 Event .333 .136 8 4 

9 27.000 Event .250 .125 9 3 

10 28.000 Event .167 .108 10 2 

11 32.000 Event .083 .080 11 1 

12 67.000 Censored . . 11 0 

More than 40 
keywords 

1 4.000 Event . . 1 17 

2 4.000 Event .889 .074 2 16 

3 10.000 Event .833 .088 3 15 

4 15.000 Event . . 4 14 

5 15.000 Event .722 .106 5 13 

6 19.000 Event .667 .111 6 12 

7 22.000 Event . . 7 11 

8 22.000 Event . . 8 10 

9 22.000 Event . . 9 9 

10 22.000 Event .444 .117 10 8 

11 23.000 Event . . 11 7 



 182 

12 23.000 Event .333 .111 12 6 

13 30.000 Event .278 .106 13 5 

14 32.000 Event .222 .098 14 4 

15 67.000 Censored . . 14 3 

16 67.000 Censored . . 14 2 

17 67.000 Censored . . 14 1 

18 67.000 Censored . . 14 0 
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GLOSSARY 

 
Terms/Acronyms/Abbreviations 

 
Algorithm – In relation to this study, it is a well-defined step-by-step problem solving 

procedure used by search engines to determine the ranking of results in relation to the end-

user search query. 

 

Blacklisted – This refers to a website identified as generating spamdexing and is 

subsequently removed from the search engine index. 

 

Body Text – Is the textual content of the website or webpage that is displayed to a user 

through the user’s browser. 

 

Cloaking – This is a spamdexing technique where content or URLs presented to search 

robots are different to the one presented to human visitors. 

 

Crawlers – A complex computer program used by a search engine to systematically scan 

and analyse the text content of webpages in order to determine their importance, and to 

store the information in an index that can be used for ranking in the results of Internet 

searches for certain keywords. 

 

Domain – An Internet site, unique descriptor or address. 

 

Epistemology – The theory of knowledge concerning sources and scope of knowledge and 

how notions relate to each other and further deals with ambiguity in knowledge claims. 

 

Index – A database or directory of links and webpages used by a search engine to locate 

information and match user search queries. 

 

Internet – The interconnection of computers on the globe that can provide instant and infinite 

simultaneous connection. 

 

Keywords – Focal, descriptive, natural language words that are utilised by Internet users 

when searching for information on search results. 

 

Keyword Density – The frequency of a keyword or phrase as used in a webpage. 
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Keyword stuffing – Is an unethical search engine optimisation technique of overusing a 

keyword or phrase in a webpage to enhance ranking on search results. 

 

Link farm – An array of webpages with a large number of hyperlinks exchanged to each 

other or other pages with the main motive of promoting one another, boosting link popularity 

and ultimately enhancing search engine rankings. 

 

Metatag – Is a coding instruction in HTML (HyperText Markup Language) that describes 

some feature of the contents of a webpage to search engine and instructs it what to do with 

the content.  

 

Ontology – Is a formal, explicit specification of knowledge as a set of concepts within a 

category, and the relationships between those concepts, the objects, and other entities that 

are assumed to be in some area of interest and the relationships that can exist. 

 

PPC – Pay-Per-Click is an Internet advertising technique used on search engines by bidding 

for keywords, in order to obtain a higher ranking on the search results of a search engine. 

 

Ranking – The position in terms of popularity given to a webpage by a search engine on its 

search result page. On the results page the webpage displayed first on the listing is 

considered better than the second one. 

 

Search engine – A service that allows an Internet user to enter a keyword or phrase to 

search for information. The search engine displays results on its SERP. 

SEM – Short for “Search Engine Marketing” or in short “Search Marketing”. It is the overall 

process of increasing website exposure and traffic through search engine optimisation (SEO) 

efforts or paid search advertising (PPC). 

SEO – Search engine optimisation is the use of various techniques when designing 

webpages, in order to attain high website rankings and visibility in the search results of a 

search engine.  

 

SERP – Short for “Search Engine Results Page”, the webpage displayed by a search engine 

in response to a user search query for a specific keyword or key phrase. The results page 

contains listings of items such as webpages, video, maps, books, images, etc. The page will 

have three components, namely the sponsored links, search result area (natural listing) and 

the assistive information area. The result returned from the search query comprises of the 

title, description information of the subject title and the Uniform Resource Locator (URL) link. 
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Sitemap – A site map is a comprehensive visual or textual structure of a website's content 

that informs search engines about pages on their sites that are available for crawling. It can 

be a plain text file but it is usually designed in XML and can include each URL’s changes, as 

well as the last time it was updated.  

 

Spam – Also referred to as unsolicited e-mail; this is the dissemination of unwanted e-mail 

for the sake of commercial reasons. 

 

Spamdexing – Also known as search spam or search engine spam, it is a technique of 

fooling a search engine’s indexing algorithm with the intention of increasing the webpage 

ranking in the search results of a search engine. 

 

Traffic – The amount of distinctive human visitors conducting a search on a webpage; the 

higher the number of visitors the higher the conversion probability.  

 

Triangulation – The application of various research methods in order to have exceptionally 

high factual analysis, conclusion and recommendation and further achieve a high level of 

reliable and valid outcome. 

 

Usability – In the context of this study, usability pertains to the ability of an end-user to 

perform various applicable exercises on a webpage without experiencing forms of 

sophistications and frustrations but enhancement of fun, logic and enjoyable navigations. 

 

Website visibility – The practice of using different techniques to optimise the content of a 

website in order to earn a high search engine ranking on its results page. 

 

User – Generally refers to a human (regardless of the level of Internet knowledge) who uses 

the Internet for different reasons (e.g. research, buying and selling, games, chats and other 

commercial and non-commercial services). 

 

Webpage – A HTML document that forms part of an entire website, mostly with content that 

describes the page. A webpage may contain a mixture of text, links, graphics, videos and 

chat rooms. 

 

Website – Is a collection of related webpages or files and documents hosted on a Web 

server and accessed on the World Wide Web of the Internet. 

 

 


