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ABSTRACT 

This research investigates the effects of sub-10 MeV protons on coatings obtained from the 

pulsed laser ablation of W2B5/B4C. This is in an attempt to extend the bullet proof 

applications of W2B5/B4C to space radiation shielding applications, offering low cost and low 

mass protection against radiation including X-rays, neutrons, gamma rays and protons in low 

Earth orbit. The focus in this research, however, is on low energy protons.  

The associated problems addressed in this work are solar cell degradation and Single Event 

Upsets in high density semiconductor devices caused by low energy protons. The relevant 

constraints considered are the necessity for low cost, low mass and high efficiency solutions. 

The work starts with a literature review of the space environment, the interaction of radiation 

with matter, and on pulsed laser deposition as a technique of choice for the coating 

synthesis. This paves the way for the pulsed laser ablation of W2B5/B4C. The resulting 

coating is a solid solution of the form WC1-xBx which contains crystalline and amorphous 

forms. Two proton irradiation experiments are carried out on this coating, and the resulting 

effects are analysed. The effects of 900 keV proton irradiation were the melting and 

subsequent growing of nanorods on the surface of the coating, the lateral transfer of the 

proton energy across the coating surface, and the lateral displacement of matter along the 

coating surface. These effects show that the coating is a promising cost effective and low 

mass radiation shield against low energy protons. The effects of 1 MeV protons on this 

coating are the three-stage melting of rods formed on the coating surface, and further 

evidence of lateral transfer of energy across the coating surface. Optical measurements of 

this coating show that it is about 73% transparent in the Ultraviolet, Visible and near Infrared 

range. This allows it to be used as radiation shielding for solar cells, in addition to high 

density semiconductor devices, against low energy protons in low Earth orbit. Simulations 

show that based on coulombic interactions alone, the same level of protection coverglass 

offers to solar cells can be achieved with about half the thickness of  WC1-xBx or less. 

Additional contributions of this research include the report of a naturally occurring reversed 

Stranski-Krastanov film growth mode for this coating, and the proposition of a rod structure 

made up of a material enclosure containing nanospheres. 

This work contributes to fields across various disciplines, including Electrical Engineering, 

Structural Engineering, Satellite Systems Engineering, Radiation Physics, Experimental 

Physics, and Material Science.  

Based on this research, it is recommended that pulsed laser deposition be considered more 

as an application technique rather than simply a laboratory technique. It is also 

recommended that the coating synthesised be considered for testing on active space 
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missions. Two missions under development that have already shown interest are ZACUBE-2 

(3U CubeSat) from CPUT/F‟SATI in South Africa, and AOBA-VELOX (2U CubeSat) from the 

Kyushu Institute of Technology in Japan. 
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GLOSSARY 

 

Term Meaning 

Pulsed Laser Deposition (PLD) A physical vapour deposition technique 

which involves the ablation of a material 

target with a laser beam to produce a plasma 

plume which expands to grow a film onto a 

substrate. 

Bragg peak The maximum point on a Bragg curve, which 

is the plot of the energy loss of an ionising 

particle as it travels through matter. 

CubeSat A low cost, containerised nano-satellite with 

a mass between 1 and 4 kg for smaller form 

factors of 1, 2 and 3 units.  

X-ray Diffraction (XRD)  A materials characterisation technique 

involving the scattering of X-rays by the 

atoms of a material under study, producing a 

diffraction pattern that gives information on 

the crystal structure and/or the identity of the 

material. 

Scanning Electron Microscopy (SEM) An imaging technique whereby the sample to 

be imaged is scanned with a focussed beam 

of electrons, causing it to emit secondary 

electrons which in turn form a pattern used to 

generate a 3D image of the sample.  

Energy-Dispersive X-ray Spectroscopy 

(EDS) 

An analytical characterisation technique 

used to determine the elemental and/or 

chemical characteristics of a sample. 

X-ray Photoelectron Spectroscopy (XPS) A surface sensitive quantitative technique 

used to determine the empirical formula, 

chemical and electronic states of the 

constituent elements of a sample. 
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Chapter 1 Introduction 

 
Since the definition of CubeSat design specifications (California Polytechnic State University, 

s.a), many CubeSat missions have been successfully developed and launched. They provide a 

fast and cost effective solution to human capacity development in the space industry and to the 

usage of space for research and technology development. Commercial-off-the-shelf (COTS) 

components, which are not designed for use in space and therefore are not radiation hardened, 

are used extensively to reduce the cost of development (Clyde space, 2012). Exposure to the 

space environment (protons, electrons, gamma radiation, solar energetic particles) causes 

Single Event Effects (SEEs) which affect the performance of satellites, more so those employing 

COTS components (Barnard and Nwosa, 2011). In current CubeSat design, there are more 

efforts to accommodate the effects of high energy particle radiation than attempting to mitigate 

these effects or to prevent them. This is because strategies to provide effective radiation 

shielding usually increase the satellite mass, software and hardware, and financial budget. 

Barnard and Steyn (2007) published a cost-effective way of performing Total Ionising Dose 

(TID) tests for COTS components. Their work, in addition to the design of radiation shielding for 

nano-satellites in Low Earth Orbit (Mayanbari and Kasesaz, 2011), shows that it is possible to 

have both acceptable radiation shielding and low cost satellite component testing. There is, 

however, a problem when it comes to the relationship between the evolution of technology used 

in space and the testing standards being applied. 

SEE testing has been synonymous with high energy testing because in the past (before 

Integrated Circuits with technology nodes less than 130 nm commonly used), SEEs were mainly 

caused by high energy heavy ions, and protons exceeding 50 MeV. This is because high energy 

protons, through Linear Energy Transfer (LET), ionise the bulk material they travel through 

along their paths and generate secondary heavy ions through collisions, spallation and nuclear 

reactions (Cannon et al., 2010). These heavy ions in turn have enough energy to cause damage 

in the sensitive areas of electronic components, resulting in Single Event Upsets (SEUs).  

These effects affect semiconductor devices, including devices based on Complementary Metal-

Oxide-Semiconductor (CMOS) technology. One of the most sensitive implementations of this 

technology most affected by SEUs is memory, particularly Static Random Access Memory 

(SRAM) (Maurer et al., 2008).  

Figure 1.1 shows the time evolution of CMOS-based SRAM technology nodes (Gaillard, 2011), 

while Figure 1.2 reports the variation of the Single Event Rate (SER) of SEUs and Multiple Bit 
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Upsets (MBU) with technology nodes, and the influence of direct ionisation by low energy 

protons (Hubert et al., 2009).  From Figure 1.1, commercial semiconductor devices considered 

and/or used in space post-2006, are sub-130 nm CMOS-based devices. Figure 1.2 shows that 

for sub-130 nm technology, the effect of direct ionisation by low energy protons becomes 

significant. The simulation results shown in Figure 1.2 are consistent with experimental data 

reported by Heidel et al. (2008) on a 65 nm device and by Lawrence et al. (2009) on a 90 nm 

device, where the SEU cross-sections for protons of energies less than 1 MeV are orders of 

magnitude larger than those of protons of energies greater than 100 MeV. From Figure 1.1 and 

Figure 1.2, one can notice that in addition to heavy ions and high energy protons, low energy 

protons are becoming a major concern. 

Figure 1.1: SRAM cell area and contact gate pitch variation with technology nodes and their 
respective dates of development. 
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Figure 1.2: Simulated variation of SER with technology nodes showing the contribution of 
direct ionisation by low energy protons. 

 

1.1 Background on transistors and SEUs 

Julius Lilienfeld‟s patent (1933) led to the development of the first field effect transistor. Further 

developments in the following two decades brought about the successful implementation of a 

bipolar junction transistor with a feature size of 100 µm (Bardeen and Brattain, 1948; Shockley, 

1951). In the early 1960s, Willmark and Marcus (1962) in their paper on trends in 

microelectronics predicted the minimum feature size to be about 10 µm (which turned out to be 

wrong) and that direct ionisation by cosmic rays would cause errors in circuits with small enough 

feature size (which was correct and very much ahead of its time). Two years later, Jack Kilby 

was awarded two patents, one of which was for the invention of the Integrated Circuit (IC) 

(Kilby, 1964; Kilby, 1964). The following year, Gordon Moore made a prediction on the density 
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of ICs, projecting the number of transistors per chip to double every second year for the 

following 10 years (Moore‟s law) (Moore, 1965). Two years after that, CMOS logic was invented 

(Wanlass, 1967). In the 1970s, the effects predicted by Willmark and Marcus were observed 

and studied. These effects were called anomalies in 1975, bit errors in 1978, soft errors and 

single event upsets in 1979 (Binder et al., 1975; Pickel and Blandford, 1978; May and Woods, 

1979; Guenzer et al., 1979). The term soft error refers to errors that are not permanent and can 

be corrected (as opposed to hard errors which are permanent errors due to permanent 

damage). 

In space, the main causes of SEUs are protons and heavier ions (Barak, 2006). High energy 

protons cause nuclear reactions as they traverse bulk material. The products of these nuclear 

reactions are heavier ions which travel in the material and cause SEUs when they reach a 

sensitive region of a digital semiconductor device (such as an SRAM). The following 

expressions 1 to 5 show the different types of proton-induced nuclear reactions likely to occur 

with Oxygen (Ulmer and Matsinos, 2010). These are of concern, especially for CMOS 

technology. 

 

1. 
16 16

8 9 1/2( ) ( , 22sec )p O n neutron F decay T         

2. 
16 15

8 8 1/2( , 124sec )p O p n O decay T           

3. 
16 15

8 7 1/2( , 10min )p O p p N decay T           

4. 
16 13

8 7 1/2( , 124sec )p O N decay T           

5. 
16 15

8 8 1/2( ) ( , 124sec )p O d deuterons O decay T          

 

Reaction 1 is most probable for proton energies < 50 MeV. This probability decreases rapidly at 

energies between 50 MeV and 60 MeV, and vanishes above 60 MeV. Reaction 2 produces a 

neutron and the incident proton is not absorbed. This requires at least 50 MeV to occur. 

Reaction 3 requires at least 60 MeV to occur, and its probability increases with energy. Reaction 

4 produces an  - particle from clusters in the nucleus. This requires about 100 MeV and its 

probability increases up to about 190 MeV, after which it decreases rapidly. In reaction 5, higher 

energy protons destroy clusters in the nucleus and release deuterons (the nucleus of deuterium 

also known as heavy hydrogen). It is energetically possible above 60 MeV but is only significant 

above 200 MeV. From the energies at which these reactions occur, it will be evident from the 
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space environment description in Chapter 2 that in Low Earth Orbit (LEO), reactions of type 1 

are of biggest concern. 

Low energy protons lose energy as they penetrate deeper into the material, and they eventually 

stop as they reach their Bragg peak.  Equation 1.1 defines the Linear Energy Transfer LET 

through distances x  in a material. Equation 1.2, which is known as the Bethe formula, is the 

classical expression of the specific energy lost by a particle with energy E , velocity v  and 

charge ez , through atoms of number density N , atomic number Z , electron rest mass 0m  and 

electronic charge e  (Glenn, 2000:31),  

      /LET dE dx       Equation 1.1 

 

4 4

2

0

4
/ ez e

dE dx NB
m v


           Equation 1.2 

where                                   

2 2 2

0

2 2

2
ln ln 1

m v v v
B Z

I c c

  
     

  
 . 

 

I  is the average excitation and ionisation of each element and c  is the speed of light. For non-

relativistic charged particles, v c , and only the first term of B  is significant.  

The LET is measured in charge per unit length, and if this charge at the Bragg peak is greater 

than or equal to the minimum charge necessary to cause an upset (critical charge), then this 

proton can cause an SEU. It should be noted, however, that for a low energy proton to cause an 

SEU, its Bragg peak charge should be at least equal to the critical charge, and this Bragg peak 

should occur in a sensitive region (Hubert et al., 2009). Heidel et al. have shown the 

dependence of the upset cross-section on the incident angle of low energy protons (2008), as 

the incidence angle affects the probability that the Bragg Peak will occur in a sensitive region.  

Figure 1.3 illustrates the conditions necessary for low energy proton SEUs by direct ionisation. 

Figure 1.4 illustrates some of the events that occur during most ground tests at normal 

incidence. In Figure 1.4 (a) and (c) the Bragg peak occurs before and after the sensitive region 

respectively, whereas in Figure 1.4 (b), it occurs in the sensitive region. In space, however, the 

angles of incidence are not always normal and occur from different sides in a stochastic 
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manner. Figure 1.5 shows experimentally obtained effects of incidence angle on SEU cross-

section1  (Heidel et al., 2008). 
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Figure 1.3: Illustration of the conditions to induce SEUs. 

 

a

b

c  

Figure 1.4: Bragg peak (a) before the active region (b) in the active region (c) after the active 
region. 

                                                 
1
 Ratio of number of upsets to particle fluence 
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Figure 1.5: Low energy proton SEU cross-section variation with incident angle. 

 
Currently, ways to mitigate SEUs include shielding (with Aluminium for instance), Radiation 

Hardening By Design (RHBD) where components are designed with extra circuitry to make 

them more SEE immune, Error Detection and Correction (EDAC) where codes like the 

Hamming code are used to correct single and double-bit errors, and Triple Modular 

Redundancy (TMR) where a voting technique is used to choose data between redundant 

systems (Mauer et al., 2008). Shielding of 2 mm Al has been shown to be a viable option for 

CubeSats (Mayanbari and Kasesaz, 2011), although depending on specific missions, there is 

generally little provision for extra mass, code and/or circuitry. 

 

1.2 Background on solar cell degradation due to low energy protons 

The first practical Silicon solar cell was announced by the Bell Laboratories in 1954 (Chapin 

et al., 1954). In 1957, G.L. Pearson, D.M. Chapin and C.S. Fuller received the US2780765 

patent for their “Solar Energy Converting Apparatus”. The following year, T. Mandelkorn from 

U.S Signal Corps Laboratories, fabricated a more radiation-resistant n-on-p Silicon 

photovoltaic cell2. Hoffman electronics achieved 9% efficiency with these cells and that same 

year, the Vanguard 1 was the first solar powered satellite in space, having on board a < 1 W 

                                                 
2
 The history of solar: https://www1.eere.energy.gov/solar/pdfs/solar_timeline.pdf 
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array to power its radios1. By the end of 1958 (until today), solar cells had become the 

accepted energy source for space applications. They were, however, only commercialised 

the following year when Hoffman electronics introduced 10% efficient photovoltaic cells to the 

market (they were also the first to use grid contacts to reduce series resistance).  

As will be described in Chapter 2, protons of energies less than 10 MeV are the most 

probable in LEO. Solar panels are in direct contact with the space environment and, 

therefore, are most likely to encounter low energy protons. The degradation of Silicon solar 

cells due to protons is still mainly caused by protons of energies less than 5 MeV3. Cost, 

efficiency and functionality per unit mass are main drivers in space technology. This has 

driven the shift from Silicon solar cells to GaAs/Ge and InGaP/GaAs/Ge cells (among 

others), which have proven to be lighter and/or more efficient. Unfortunately, Bekhti‟s 

comparative study (Bekhti, 2013) shows that protons of energies between 0.5 MeV and 

3 MeV still induce the most loss in maximum power output.  

The solar panel degradation can be linked to the number of vacancies produced by protons 

in the active volume (Messenger et. al., 2005). In the case of multiple-junction cells, such as 

InGaP/GaAs/Ge, protons affect the electrical properties of each junction differently. Quantum 

efficiency measurements show that in this particular example, degradation in the overall cell 

is largely due to degradation in the GaAs junction (Messenger et. al., 2005).   

There are two main methods for predicting the End of Life (EOL) photovoltaic parameters 

(maximum power, short circuit current and open circuit voltage) for a solar array considered 

for use in space. The first was developed by the US Jet Propulsion Laboratory (JPL) in the 

1980s (Tada et. al., 1982; Anspaugh et. al., 1984; Anspaugh, 1989; Anspaugh, 1996). It is 

widely used and incorporated in many space radiation suites including SPENVIS2 and 

OMERE4 among others. This method aims at determining the normal incidence 1 MeV 

electron fluence which produces the same level of damage to the cell as a specific radiation 

environment. It is generally known as the JPL Equivalent Fluence method. 

 The second was developed by the US Naval Research Laboratory (NRL) (Summers et. al., 

1994; Summers et. al., 1995; Summers et. al., 1997; Messenger et. al., 1997; Messenger et. 

al., 1999; Morton et. al., 1999). The aim of this method is to determine the displacement 

damage dose for a given mission by using the Non-Ionising Energy Loss (NIEL) for protons 

and electrons traversing a bare solar cell. It is generally known as the NRL method. 

                                                 
3
 https://www.spenvis.oma.be/help/background/soldam/soldam.html#effpro 

4
 http://www.trad.fr/OMERE-Software.html 
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The NRL method is much less complex and much less expensive than the JPL method as it 

requires much less experimentation (Messenger et. al., 2001). Furthermore, this method can 

be used in conjunction with Monte Carlo based software, such as SRIM (Ziegler et al., 2010) 

to estimate the relative damage coefficients for solar cells in various radiation environments 

(Messenger et. al., 2005).  

Figure 1.6 presents the prediction of degradation in the maximum power of a GaAs/Ge solar 

panel after one year in orbit as a function of coverglass thickness (Messenger et. al., 2001). 

The simulated orbit is dominated by sub-10 MeV protons, which are the main contributors to 

solar cell degradation in space.  

 

Figure 1.6: Degradation prediction of maximum power output for a GaAs/Ge solar cell in a 

proton dominated orbit. 

 

1.3 Background on a B4C/W2B5 ceramic composite target 

Boron Carbide based ceramics are used for bulletproof vest applications for their high 

hardness (about 30 GPa), high melting point (2427 oC) and low density (2520 g.mm-3) 

(Wang, 2008; Yin et. al., 2013). They are also used as neutron radiation absorbents for their 

high neutron absorption cross-section (about 600 barn) (Yin et. al., 2013). Monolithic B4C, 

however, has a low strength (<300MPa) and low fracture toughness (about 2.2 MPa.m1/2) 

(Wen et.al., 2000). 
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The thermal and electric properties of B4C can be enhanced by doping it with a second 

phase with different thermoelectric properties, such as W2B5, as was done by Cai and Nan 

(2000). Figure 1.7 and Figure 1.8 show the temperature dependence of the electrical 

conductivity and the thermal conductivity, respectively, of B4C with and without W2B5, where 

the B4C/W2B5 composite was prepared by sintering of WC-based cement balls milled in B4C 

powder (Cai and Nan, 2000). These figures show how much the addition of W2B5 increases 

the electrical and thermal conductivities of the composite. 

The addition of W2B5 was also reported to increase the flexure strength and the fracture 

toughness of the resulting Boron Carbide based composite ceramic (Wen et al., 2000; Yin et 

al., 2013). Table 1.1 and Table 1.2 show the mechanical properties of the B-W-C 

composites, prepared by Wen et.al. and Yin et.al., respectively (also prepared by sintering of 

B4C and WC). These tables show how much the addition of W2B5 ameliorates the mechanical 

properties of B4C mentioned earlier. 

 

Figure 1.7: Temperature dependence of electrical conductivity of B4C with and without 
W2B5 
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. 

Figure 1.8: Temperature dependence of thermal conductivity of B4C with and without W2B5.  

 

Table 1.1: Composition of materials, sintering parameters and properties of resulting 
ceramic composite. 

 Material 

Composition 

(Vol%) 
Sintering Condition   

WC B4C 
Temp 

(oC) 

Press 

(MPa) 

Time 

(min) 

Porosity 

(%) 

Flexure 

Strength 

(MPa) 

Fracture 

Toughness 

(MPa.m1/2) 

B4C-20WC 20 80 
1800 35 30 9 298.9 ± 22.6 5.12 ± 0.61 

1900 35 30 4 345.6 ± 37.2 6.98 ± 0.26 

B4C-40WC 40 60 
1800 35 30 5 400.1 ± 11.3 8.11 ± 0.74 

1900 35 30 2 453.6 ± 26.7 8.70 ± 0.41 

 

 

Table 1.2: Mechanical properties of B(W)C ceramic composites sintered at 2150 
o
C for 2 

hours. 

 

Flexural 

Strength  

(MPa) 

Elastic 

Modulus  

(GPa) 

Vickers 

Hardness 

(GPa) 

Fracture 

Toughness 

(MPa.m1/2) 

B-6C 150 ± 19 215 ± 14 29.2 ± 0.4 - 

BW-1.5C 260 ± 5 293 ± 10 28.1 ± 0.7 3.78 ± 0.14 

BW-6C 354 ± 16 348 ± 10 25.2 ± 0.4 5.80 ± 0.12 
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For the purposes of this research, a pellet of B4C/W2B5 was acquired. Its mechanical 

properties, the presence of W which is characterised by a large atomic number (and hence 

large X-ray absorption), and its large neutron absorption cross-section (due to its Boron 

content), are all of interest. If it can stop bullets, then it likely has lateral energy diffusion 

properties. W, being heavy, is likely to stop X-rays. If coatings of this material can be 

synthesised, then they are likely to provide a level of radiation hardening for space 

applications in LEO.  

Figure 1.9 (Tadadjeu Sokeng et al., 2015a) shows the X-ray Diffraction (XRD) spectrum of 

the pellet. The B4C and W2B5 phases are consistent with those in the composites prepared in 

literature (Cai and Nan, 2000; Wen et.al., 2000; Radev et.al., 2002; Yin et.al., 2013). The B4C 

peaks were identified using the Powder Diffraction File (PDF-file) JCPDS 00-035-0798 and 

the W2B5 peaks were identified using the PDF-file JCPDS 00-038-1365. Micro-Particle 

Induced X-ray Emission (Micro-PIXE) analyses revealed some impurities including Fe, Ca, 

Co, Si, K and Ti in very little amounts. 

 

 

Figure 1.9: Measured XRD spectrum of the B4C/W2B5 pellet. 
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This composite can absorb neutrons and X-rays simply because it contains Boron and W, 

respectively. Figure 1.10 shows how the cross-section for true absorption of neutrons and X-

rays for elements with atomic numbers ranging from 1 to 92 (Bacon, 1965). Evident is the 

high neutron absorption cross-section of Boron, and the high X-ray absorption cross-section 

of W. Although elements such as Li6 and Gd have higher neutron absorption cross-sections 

than Boron, Boron still offers a very good neutron absorption cross-section for its cost and 

weight. Despite its weight, W is relatively affordable and offers a very good X-ray absorption 

cross-section.  

 

 

 

 

 

Figure 1.10: Cross-section for true absorption of neutrons and X-rays as a function of 
atomic number. 
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1.4 Research problem and relevance 

Low energy protons have always been a major contributor to solar cell degradation in space, 

despite the advances in solar cell technology. They are now becoming a main source of 

SEUs in high density semiconductor electronics. There is, therefore, a need to investigate 

the effects of low energy protons on materials for space applications. A switch from 

bullet-proof applications to possible space radiation shielding applications of B4C/W2B5 is of 

particular interest in this work (in addition to neutron and X-ray absorption due to B and W, 

respectively). This investigation contribute to achieving better shielding and mitigation, 

especially in small satellites where cost, efficiency and mass are critical design constraints.  

This project is part of the French South African Institute of Technology (F‟SATI) space 

program. It is the first project in this program that focuses on space radiation effects as part 

of nano-satellite related design and research. It expands the knowledge base within the 

program, which is already relatively extensive in the field of CubeSat space mission and 

spacecraft design. 

Within the collaboration between F‟SATI and the NRF iThemba Laboratory for Accelerator 

Based Sciences (iThemba LABS), this pioneering project between the groups developes the 

knowledge and expertise network in the field of nano-satellite radiation studies and testing, 

both at a fundamental level and at an engineering level. In fact, within this framework, this 

project significantly contributes to closing the gap between fundamental sciences and 

engineering in the field of radiation effects on space applicable materials and devices. 

Specific outcomes of this research should contribute to the philosophy of small satellite 

design in terms of the mitigation of space radiation, and contribute to the knowledge base on 

space radiation effects on space-applicable materials and devices. The outcomes also 

contribute to the knowledge base on the synthesis and applications of B4C/W2B5  as coatings 

by PLD. 

 

1.5 Research questions 

 How can coatings be synthesised from a B4C/W2B5 pellet? 

 How can such coatings offer any level of protection against various types of radiation, 

specifically low energy protons? 

 What are the physical mechanisms providing protection against radiation of this 

coating? 

 How can these coatings be effectively used for space applications? 

 What improvement in longevity do these coatings provide for critical components of a 

spacecraft, such as solar panels? 
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1.6 Research objective 

The main objective of this research is to investigate the space applicability of B4C/W2B5 as a 

shield against low energy protons. Of specific interest is whether the bullet proof 

characterisitcs of B4C/W2B5 can be exploited for applications in space. This can be broken 

down into three sub-goals: 

 Synthesise and characterise coatings obtained from B4C/W2B5; 

 Subject the synthesised coatings to low energy proton irradiation; 

 Determine whether the coating can be applied as a shield for protection against low 

energy protons. 

 

1.7 Research methodology 

 An extensive literature review is done on the space radiation environment, with a 

focus on low energy radiation and the interactions of the space environment with 

materials relevant to satellite design.  

 Coatings are synthesised from B4C/W2B5 and characterised.  

 These coatings are irradiated with low energy protons to investigate the resulting 

radiation effects. 

 The space applicability of the coatings is determined based on the analysis of the low 

energy proton irradiation experiments. 

 The in-orbit shielding capability of the coating is simulated for solar cell applications. 

 The results of the research are published in appropriate journal articles, and 

explained in a full doctorate thesis. 

 
1.8 Delineation 

 Pulsed Laser Deposition (PLD) is used for the coating deposition because with this 

method a wide range of materials including oxides, nitrides, polymers and even 

metals can be prepared at temperatures as low as room temperature (Ngom, 2010).  

 Only the B4C/W2B5 pellet acquired for this research is investigated for coating. 

 All the hardware, software, testing and experimentation related to this project are 

restricted to the capabilities and facilities of CPUT and iThemba LABS. 

 For the purposes of the targeted applications, any energy between 0.8 MeV and 1.5 

MeV is, on average, equally relevant. The proton energy for each experiment will be 
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restricted to the most stable energy available within this range on the day of the 

irradiation. 

 

1.9 Synopsis 

The problem addressed in this research, the methodology used to address this problem, as 

well as the relevance and significance of the research is given in this chapter. In Chapter 2, 

the space radiation environment is described. Chapter 3 focuses on PLD as a physical 

vapour deposition technique. In Chapter 4, the experiments carried out in this research are 

described. This chapter also reports on the results and analysis. Chapter 5 outlines the 

conclusions and recommendations for future work. 
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Chapter 2 Space radiation environment  

 

2.1 Introduction 

Space is a hostile environment for both humans and electronics because of the high level of 

radiation of different types and the presence of both man-made debris and natural micro-

meteoroids (Pippin, 2003). This chapter describes the different types of radiation species that 

constitute the space radiation environment. The sources of these radiation species and some 

of their properties are discussed, as well as how they interact with matter.  

 

2.2 General overview 

This section gives an overview of the space environment, specifically in the low Earth orbits 

(LEOs). 

 

2.2.1 Low Earth orbit 

Although Maini and Agrawal (2011) define LEOs as those orbits at altitudes between 150 km 

and 500 km above the surface of the earth, orbits of altitudes up to 1000 km are generally 

considered as LEO (Pippin, 2003; Haduverdi and Baylakoglu, 2011). The Advanced Land 

Observing Satellite (ALOS) has collected data on the LEO space radiation environment for 

solar-activity minima between September 2006 and February 2011 (Koshiishi and 

Matsumoto, 2012). Energies of around 10 MeV for protons and around 1 MeV for electrons 

were chosen to characterize the space radiation environment because they are the most 

prevelant among the particles capable of penetrating spacecraft walls.  

Table 2.1 shows the simulated probability distribution per energy range of protons at 650 km 

altitude (Mayanbari and Kasesaz, 2011). This is a good estimate of the population of different 

energetic protons in LEO. It shows that sub-10 MeV protons are much more probable to find 

in LEO than protons of higher energies. Figure 2.1 shows the proton flux as a function of the 

energy spectra in LEO (Mayanbari and Kasesaz, 2011). It compares simulation results to the 

data plotted with the CRÈME5 software, which uses models based on a database containing 

data from the 1970s to 2007 (Mayanbari and Kasesaz, 2011). It shows that there is a much 

higher flux of low energy protons in LEO. 

 

 

 

                                                 
5
 https://creme.isde.vanderbilt.edu/CREME-MC 
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Table 2.1: Simulated probability of protons based on their energy spectra at 650 km 
altitude. 

  
Energy spectrum (MeV) Probability 

1-10 0.882994 

10-20 0.012832 

20-30 0.008637 

30-40 0.009249 

40-50 0.008353 

50-150 0.051168 

150-250 0.01698 

250-350 0.006103 

350-400 0.003684 

  

 

Figure 2.1: Variation of proton flux with energy in LEO 

 

Reitz characterised the space radiation environment both in low Earth orbit and in deep 

space (Reitz, 2008). He describes the main sources of space radiation which are Galactic 

Cosmic Radiation (GCR), Solar Cosmic Radiation (SCR) and trapped radiation, as well as 
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their interactions with materials and magnetic fields. He also describes their doses and flux 

for LEO and interplanetary missions.  

 

2.2.2 Galactic Cosmic Radiation 

While there is no conclusive experimental proof of their origins outside the solar system, 

GCR is known to be made up of particles of all charges from protons to Uranium nuclei, with 

about 83.3% protons, 13.72% alpha particles, 2% electrons and 0.98% heavier nuclei. The 

energy of particles can vary from a few MeV/nucleon to about 1015 MeV/nucleon (Reitz, 

2008; Badhwar, 1997). Their fluence rate is inversely proportional to the intensity of solar 

activity, and varies by a factor of about 3 or 4 (Reitz et al., 2005). The GCR flux is 

omni-directional and its fluence rate increases from low to high latitude orbits, with only the 

very high energy relativistic particles (about 1 GeV per atomic mass unit) being able to 

penetrate the Earth‟s magnetic field to low altitudes (Reitz et al., 2005; Cucinotta et al., 

2003).  

 

2.2.3 Solar Cosmic Radiation 

SCR consists of solar winds and Solar Particle Events (SPEs). Solar winds are continuously 

emitted particle radiation from the sun, mainly consisting of protons and electrons. These 

particles have an intensity that varies between about 1010 and 1012 particles/cm/s/sr. Their 

velocities vary between about 300 km/s and 800 km/s. Their energies are very low, roughly 

between 100 eV and 3.5 keV for protons (Reitz, 2008). SPEs are large local outbursts of 

coronal radiation from the surface of the sun. These consist mainly of gamma rays, hard and 

soft X-rays, and radio waves in a wide frequency band. They can have energies up to 

several GeV (Reitz, 2008). 

 

2.2.4 Trapped radiation  

The interaction of GCR and SCR with the Earth‟s magnetic field results in belts of trapped 

particles, called the van Allen belts (Reitz, 2008). They consist of electrons (up to 7 MeV), 

protons (up to 600 MeV) and heavier ions (less than 50 MeV/nucleon) and extend over a 

region from about 200 km to about 75 000 km in altitude around the geomagnetic equator. 

The inner belt is mainly formed by decaying neutrons from cosmic particle interactions 

producing protons and electrons. The outer belt is mostly populated by electrons and 

consists mainly of trapped solar particles (Reitz, 2008).    

At altitudes between 200 km and 600 km above the surface of the Earth, the energy of 

charged particles is such that the main absorbed dose inside spacecraft is due to protons, 

especially at the South Atlantic Magnetic Anomaly (SAMA), which is an area over the coast 

of Brazil where the radiation belts come closest to the Earth‟s surface at and altitude of about 



20 
 

 

200 km (Reitz et al., 2005). The SAMA occurs because the geomagnetic axis of the Earth is 

110 inclined from the Earth‟s axis of rotation towards Northern America, and its dipole centre 

is displaced by 500 km towards the Western Pacific. This results in a significantly reduced 

magnetic field above the coast of Brazil (Reitz, 2008). The contribution of individual GCR 

elements in terms of fluence, dose and equivalent dose can be found in literature (Cucinotta 

et al., 2003).   

 

2.3 Radiation species and their interaction with matter 

This section details how the different radiation types in space interact with matter. These 

radiation types include protons, heavy charged particles, electrons, neutrons and 

electromagnetic radiation. 

 

2.3.1 Protons and heavy charged particles  

Protons are positively charged Hydrogen ions and heavy charged particles are particles 

which have a mass very large compared to the mass of an electron (Green and Hamman, 

1971). They lose energy as they traverse matter primarily by Coulomb force interactions with 

atomic electrons, leaving the atoms along their path ionised or in an excited state. They also 

lose energy during possible elastic collisions with atoms, which can result in atomic 

displacement.  

Protons with energies in the tens of MeV can knock out sub-atomic particles from a target 

nucleus during inelastic collisions with nuclei. This phenomenon is more likely to occur at 

higher energies (Strauch, 1962). In this interaction, incident protons produce a multiplication 

of particles by knocking out several particles by direct interaction with individual nucleons in 

target nuclei. This is called the cascade effect and the resulting particles are called cascade 

particles, having a forward direction relative to that of the incident protons (Green and 

Hamman, 1971). 

After the passage of incident protons and the emission of cascade particles, the target 

nucleus loses its excitation energy by isotropically emitting neutrons, protons and lighter 

nuclei. The latter emissions and the cascade particles have a much higher potential for 

damage as they are greater in number and slower than the incident protons. The average 

number of neutrons and protons emitted due to these two processes, per incident proton, per 

inelastic collision, is a function of the incident proton energy and the atomic mass of the 

target nucleus (Wallace and Sandhaus, 1962). 

The nuclear inelastic scattering cross-section  is given by Equation 2.1 (Green and 

Hamman, 1971), 
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13 1/3 2 2(1.3 10 )A cm    ,     Equation 2.1 

where A  is the atomic number of the target nucleus. The mean inelastic scattering free path 

in of a particle is given in Equation 2.2 (Green and Hamman, 1971), 
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,     Equation 2.2  

where 0N  is Avogadro‟s number. The average fraction inF of incident protons that will 

undergo this type of interaction is given in Equation 2.3 (Green and Hamman, 1971), 

/
1 inx

inF e


        Equation 2.3 

 

2.3.2 Electrons  

Electrons‟ primary mechanism of energy loss is the ionisation of the atoms in the material 

they traverse. In addition, high energy electrons lose energy through the Bremsstrahlung 

generation of X-rays. The ratio of the energy lost per unit path length from Bremsstrahlung 

generation to that lost from ionisation is given in Equation 2.4 (Green and Hamman, 1971), 
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,     Equation 2.4 

where E  is the energy of the electron in MeV, and Z  is the atomic number of the absorbing 

material (the material interacting with the electron). The Bremsstrahlung radiation created by  

a high energy electron is much more penetrating than the electron itself and is an additional 

source of radiation damage. 

 

2.3.3 Neutrons 

Neutrons can be produced from the fission of 
253U and

239Pu . Neutrons produced this way 

are called fission neutrons. They have energies from 0.75 to 17 MeV and fit the distribution 

 N E  shown in Equation 2.5 (Glasstone and Sesonske, 1963),   

  1/20.484sinh(2 ) EN EE e ,       Equation 2.5 

 

where  N E  is the number of neutrons of energy E  per unit energy interval for each 

emitted neutron.  
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Neutrons can also be produced by the interaction of alpha particles with Beryllium, Boron 

and Lithium in reactions such as shown in Equation 2.6 (Green and Hamman, 1971), 

9 12

4 6Be C n    .      Equation 2.6 

Neutrons can also be produced by the interaction of Bremsstrahlung gamma rays when the 

latter have energies greater than the binding energy of the last neutron in the target nucleus. 

Neutrons produced this way are nearly mono-energetic and are called photo-neutrons. This 

type of reaction can occur due to Bremsstrahlung radiation generated when high energy 

electrons are slowed down in a high density target (Green and Hamman, 1971). 

Neutrons can be grouped into thermal neutrons (kinetic energy approximately 0.025 eV), 

epithermal neutrons (kinetic energy approximately between 0.025 eV and 10 keV) and fast 

neutrons (kinetic energy greater than 10 keV). Of these three groups, only fast neutrons are 

likely to cause atomic displacement and indirect ionisation. Mechanisms of ionisation by fast 

neutrons are listed below (Green and Hamman, 1971): 

 Elastic scattering in which recoil neutrons have enough energy to produce ionisation; 

 Inelastic scattering in which gamma photons are emitted which can produce indirect 

ionisation; 

 Nuclear reactions induced by neutrons in which ionising particles are emitted. 

Boron and Lithium have high absorption cross-sections for thermal neutrons and can emit 

alpha particles as a result of thermal neutron absorption. 

 

2.3.4 High energy electromagnetic radiation 

Electromagnetic radiation can be viewed as discrete energetic photons travelling at the 

speed of light, which also have a wave-like nature expressed by the photon frequency given 

by E h  where E  is the photon energy, h  is Plank‟s constant and   is the frequency 

associated with the photon (Green and Hamman, 1971). In the space environment, the 

electromagnetic radiations of interest are gamma rays, X-rays and ultraviolet light. 

Gamma rays have the highest energy (greater than 0.1 MeV) and originate within atomic 

nuclei. X-rays have less energy than gamma rays. They originate either from interactions 

involving orbital electrons, blackbody radiation of heated mass or by Bremsstrahlung 

radiation resulting from inelastic scattering of charged particles by a nucleus. Ultraviolet light 

has less energy than X-rays, mainly originate from the sun, and is only weakly ionising. 

When discussing the attenuation of electromagnetic radiation in matter, a useful term is the 

linear attenuation coefficient µ given in Equation 2.7 (Glenn, 2010), 
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 ,      Equation 2.7 

where  is the material density, 0N is Avogadro‟s number, atom is the photon cross-section 

per atom (expressed in terms of the photon cross-section per electron e  in an atom with 

atomic number Z  as atom eZ  ), and A is the atomic mass of the absorbing material. The 

intensity of a beam traversing a material of thickness x  is given in Equation 2.8 (Green and 

Hamman, 1971; Glenn, 2010), 

0

xI I e  ,       Equation 2.8 

where 0I is the initial beam intensity.  

Introducing the mass attenuation coefficient /  , Equation 2.8 can be expressed as 

Equation 2.9 (Green and Hamman, 1971; Glenn, 2010), 
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.     Equation 2.9 

 

Electromagnetic radiation primarily interacts with matter through the photoelectric effect, the 

Compton Effect and pair production (Evans, 1955). 

For low energies (< 0.2 MeV), the predominant mechanism is the photoelectric effect. In this 

mechanism, a tightly bound orbital electron absorbs the entire energy of a photon and is 

ejected from its atom with an energy 0 BE E E  where 0E is the initial energy of the photon 

and BE is the binding energy of the electron. This process imparts energy on the atom which 

it releases by emitting X-rays or Auger electrons. Equation 2.10 is an approximation of how 

the photoelectric absorption cross-section   varies with Z  and 0E (Evans, 1955), 
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   .     Equation 2.10 

For energies between about 0.2 MeV and 2 MeV, the predominant mechanism is the 

Compton effect. In this mechanism, the photon loses part of its energy to an orbital electron. 

The energised electron and the lower energy photon are both scattered, with the photon 

travelling at an angle   with respect to its previous direction. The energy of the scattered 

photon is given by Equation 2.11 (Green and Hamman, 1971), 
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where 0m is the rest mass of an electron, c is the speed of light, and 0E is the energy of the 

incident photon. The kinetic energy of the electron is given by 0 1eE E E  . The maximum 

energy that can be transferred to the Compton electron is given by  Equation 2.12 

(Billington and Crawford, 1961), 

2
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0 0
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 .    Equation 2.12 

 

For energies of a few MeV, the predominant mechanism is pair production. In this 

mechanism the photon is completely absorbed from an electron-positron pair. This can only 

take place in the field of a charged particle (usually a nucleus). Equation 2.13 describes the 

energetics of this reaction (Green and Hamman, 1971), 

2 2

0 0 0( ) ( ) 1.02
e e e e

E E m c E m c E E MeV          ,   Equation 2.13 

 

where 
e

E   and 
e

E  are the kinetic energies of the electrons and positrons, and 

2

0 0.511m c MeV  for an electron. 

 

2.4 Basic mechanisms of space radiation damage 

Space radiation can cause damage in materials through two basic mechanisms: ionisation 

and atomic displacement. These can be caused directly or indirectly by the different radiation 

types discussed in the previous section.  

 

2.4.1 Ionisation  

Ionisation can be defined as the removal of one or more orbital electron from a neutral atom 

or molecule. It can occur when charged particles lose energy as they traverse matter. This 

energy is lost by any of four main interactions (Green and Hamman, 1971): 

 Ionisation by inelastic collision with a nucleus 

The incident particle is deflected by the nucleus and part of its energy either goes into 

emitting a Bremsstrahlung photon or into exciting the nucleus. 

 Ionisation by elastic collision with a nucleus  

The incident particle is deflected and part of its kinetic energy is imparted to the 

struck molecule according to the law of conservation of momentum. 

 Ionisation by elastic collision with an atom  

The incident particle is deflected elastically by the atom as a whole, imparting an 

amount of energy usually too low to remove an atomic electron. 
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 Ionisation by inelastic collisions with atomic electrons 

The incident particle imparts enough energy to one or more atomic electrons to either 

excite them or completely remove them. 

The primary mechanism for ionisation is by inelastic collision with atomic electrons where 

particles (directly) and electromagnetic radiation (indirectly) damage matter. The minimum 

energy required to remove an electron from an atomic orbital to a position where it is free 

from the nucleus is called the Ionisation Potential. The average energy pE  required to 

remove an electron, however, is two to four times greater than the ionisation potential 

because of energy lost in non-ionising processes, such as excitation and the kinetic energy 

of the ejected electron. The ejected electron and the resulting positively charged atom 

constitute an ion pair. In semiconductors, when a charged particle loses its energy by moving 

an electron from the valence band to the conduction band, the vacancy left behind has many 

of the properties of a positively charged particle. In this case, the energy balance is as given 

by Equation 2.14 (Shockley, 1961), 

 

2p g r FE E rE E  
 
,      Equation 2.14 

 

where gE  is the semiconductor energy band gap, r  is the number of phonons generated per 

ionisation , rE  is the phonon energy and FE  is the residual electron or hole energy after an 

ion pair is formed.  

 

2.4.2 Atomic displacement 

Atomic displacement occurs when an atom is displaced from its usual position within a 

crystal lattice. The damage caused by atomic displacement mostly affects materials with 

highly ordered lattice structures and whose macroscopic properties are affected by the latter. 

A vacant lattice position and an interstitial atom within a lattice are the simplest forms of this 

type of damage (Frenkel defect). The following is a description of the process of atomic 

displacement damage as proposed by Green and Hamman (1971). 

When an incident particle (an energetic particle or a high energy secondary particle) collides 

with a lattice atom, it imparts to it recoil energy 2E . This target atom is displaced from its 

lattice position and creates a vacancy. It loses its energy through ionisation and/or thermal 

excitation and sometimes it has enough energy to displace other atoms. After a certain time 

the recoil atoms reach thermal equilibrium in interstitial positions, except for the atoms that fill 

vacancies. The simple defects and clusters thus caused, tend to anneal and move through 
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the crystal via thermal energy. The recombination of some vacancy-interstitial pairs and the 

formation of stable defect complexes eventually annihilate mobile defects. 

Heavy charged particles, electrons and neutrons each cause atomic displacement in different 

ways.  

 

2.4.2.1  Atomic displacement by protons and/or heavy charged particles 

Rutherford scattering is the primary mechanism through which charged particles cause 

atomic displacement damage. In this mechanism, the incident charged particle is deflected in 

the electrostatic field of another charged particle. The incident particle loses energy to the 

target particle and both move away from the interaction point in directions that are 

determined by the law of conservation of momentum. Since this is an elastic collision, the 

total kinetic energy is conserved. Consider the interaction between an incident energetic 

particle (a proton for instance) and a target particle (a lattice atom for instance), with the 

following variables: 

0v  = velocity of incident particle before interaction 

0E = energy of incident particle before interaction 

1m = mass of incident particle 

2m = mass of target particle  

1Z  = charge number of incident particle 

2Z  = charge number of target particle 

e  = unit electron charge 

1E  and 1v  are the kinetic energy and velocity, respectively of the recoiling incident 

particle 

2E  and 2v  are the kinetic energy and velocity, respectively of the recoiling target 

particle 

  = recoil angle in the centre of mass coordinate system 

 = ratio of particle velocity to velocity of light 

 = 2 /137Z (1/137  is the fine structure constant) 

The non-relativistic differential scattering cross-section d  for transferring energy between 

2E  and 2 2E dE  to a particle is given by Equation 2.15 (Green and Hamman, 1971), 

 

2 2

1 2 2

2 2
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2 ( )Z Z e dE
d

m v E


    .    Equation 2.15 
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For relativistic interactions, this becomes (Green and Hamman, 1971) 
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 , Equation 2.16 

 

where 1 2
2 02

1 2

4

( )
m

m m
E E

m m



 is the maximum energy that can be transferred to a recoiling 

particle. Most recoiling atoms, however, will have energies much less than 2mE  because the 

spectrum of recoil energies 2E  produced by mono-energetic incident particles, varies as 

2

2(1/ )E  (van Lint and Wikner, 1963). 

According to Billington and Crawford (1961), for energies between 0.1 MeV and 50 MeV, this 

expression of 2mE  holds for non-relativistic particles and is valid for neutrons, protons and 

other heavy particles. 

The number of recoil atoms with energies greater than some energy E is given by Equation 

2.17 (Bilinski et al., 1962), 
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 ,        Equation 2.17 

where 

2 2

1 2
2 2

2

2 ( )Z Z e
P

m c


 , and if 2mE E , then 2

2 2
( )

P
E E

E



   . 

Since 
2 2 2

0 1 0 1(1/ 2) (1/ 2)E m v m c   ,   varies with 01/ E (Green and Hamman, 1971). 

 

2.4.2.2  Atomic displacement by electrons 

Since electrons have a very small mass, they need to travel at relativistic velocities to cause 

atomic displacement. In the vicinity of the displacement threshold, the cross-sections for 

electrons rise steeply with increasing energy and then level off and become nearly constant. 

For 
2

0 0E m c , the maximum energy that can be transferred to a target particle of mass 

2 1m m  by an electron of mass 1m  is given by Equation 2.18 (Green and Hamman, 1971), 

2
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2 02
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2( 2 )
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E m c
E E

m c


   .    Equation 2.18  
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An approximation of the mean energy transferred to the displaced particle is given by 

(Aukerman, 1962). 

 

2 2
2

2

lnd m m

m d d

E E E
E

E E E



      Equation 2.19 

where dE  is the minimum amount of energy that can be imparted to an atom and still 

displace it (displacement threshold). 

The displacement cross-section for relativistic electrons is given by (Seitz and Koehler, 

1952), 
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becomes constant (as 2m dE E ) it approaches the value 
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In practice, the net result of electron radiation is a pattern of isolated single displacements 

since the energy transferred is only slightly higher than the threshold energy and the recoiling 

atoms usually have insufficient energy to cause secondary displacements (Chadderton, 

1965). 

 

2.4.2.3  Atomic displacement by neutrons 

Neutrons with energies less than about 1 MeV (for low Z materials) interact with atoms 

primarily by elastic scattering in which the incident neutron has a kinetic energy which is 

approximately equal to the total kinetic energy of the recoiling atom and neutron. Neutrons of 

low energy have elastic scattering cross-sections that range from 2 to 10 barns 

(1 barn = 10 24 cm-2) for most elements, with the notable exception of hydrogen for which it is 

20 barns in its chemically bound state (Glasstone and Sesonske, 1963). 

Consider an interaction between a neutron and a lattice atom, with the following variables:  

1m = mass of the neutron in atomic mass units (a.m.u) = 1 

2m = mass of the atom in a.m.u = atomic mass 
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0E = initial energy of the neutron 

1E = recoil energy of the neutron 

1minE = minimum energy of recoil neutron 

2E = kinetic energy imparted to target atom 

 

Assuming isotropic scattering, the maximum fractional energy the neutron can transfer to the 

target atom given by Equation 2.21 (Green and Hamman, 1971), 
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          

    
  .   Equation 2.21 

 

If isotropy is not assumed, this equation should be multiplied by an anisotropy correction 

factor of between 1/2 and 2/3 for fission spectrum neutrons.  At higher energies the 

anisotropy becomes greater (Green and Hamman, 1971). 

 

Equation 2.22 gives the average decrease in the neutron‟s energy (Glasstone and Sesonske, 

1963), 
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  .    Equation 2.22 

The approximation 
2

2

(2 / 3)m
 


 can be made for values of 2m  greater than 10 (Green 

and Hamman, 1971). When a neutron is being slowed down from an energy 0E  to an energy 

fE , it undergoes an average number of collisions = 
0ln( / )fE E


, and the average energy of 

the neutron after a collision is given by Equation 2.23 (Green and Hamman, 1971), 
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  .    Equation 2.23 

 

The energy spectrum of recoiling nuclei is nearly uniform between 2minE  and 2maxE , and the 

minimum energy that can be imparted to a recoiling nucleus is zero. Therefore, the average 

energy of a recoiling nucleus is half the maximum value as shown in Equation 2.24 (Green 

and Hamman, 1971), 
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2

2 0(1/ 2) (1 )E E r   .     Equation 2.24 

 
For neutrons of energies above 1 MeV, the cross-sections for elastic scattering and 

absorption plus inelastic scattering both approach the nucleus‟ geometrical cross-section. 

Therefore, for a nucleus of radius R , the total cross-section tends to 
22 R  (Green and 

Hamman, 1971). 

Equation 2.25 gives the relationship between the displacement cross-section and the 

scattering cross-section (Green and Hamman, 1971), 
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m E
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 ,      Equation 2.25 

where dE  is the displacement threshold energy. For 0 dE E , d s  . 

 

2.5 Simulation packages for radiation interaction with matter 

Scientists and engineers have done a significant amount of work to develop software and 

simulation codes to implement the interactions and mechanisms discussed in sections 2.3 

and 2.4. In fact, more elaborate models are implemented in software to cater for various 

boundary conditions, corpuscular and electromagnetic interactions, high and low energy 

interactions. Platforms such as GEANT4 (GEANT-4 Collaboration, 2003; Allison et al., 2006), 

SRIM (Ziegler et al., 2010), and FLUKA (Ferrari et al., 2005; Böhlen et al., 2014) offer very 

accurate and reliable solutions to the understanding of the interaction of radiation with 

matter.  

Specific to space radiation and how it relates to spacecraft design and mission assurance, 

platforms such as SPENVIS6, OMERE7 and MC-Oracle (Wrobel and Saigne, 2011) offer very 

reliable simulation results (soft error rates, solar panel degradation, single event upset 

cross-sections, etc.). GEANT4 tools such as GEMAT8 and MULASSIS9 interface with 

SPENVIS and allow users to define shielding materials and to simulate specific material 

geometries (including semiconductor devices). Another GEANT-4 tool, GRAS, deals with 

common radiation analyses, such as TID, NIEL and equivalent dose (Santin et al., 2005).  

 

2.6 Conclusion  

This chapter covered the different aspects of the space environment and described the 

different types of radiation that can be encountered in space, their sources and how they 

                                                 
6
 https://www.spenvis.oma.be/ 

7
 http://www.trad.fr/OMERE-Software.html 

8
 http://reat.space.qinetiq.com/gemat/ 

9
 http://reat.space.qinetiq.com/mulassis/ 
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interact with matter. Because this work is primarily for space applications, this chapter is very 

important in the understanding of the relevance of the results obtained in this work. It 

describes the environment in which the coating prepared in this work is to operate. It also 

describes the radiation it is to interact with for the mitigation of their effects. The next chapter 

describes the method of preparation of this coating. 
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Chapter 3  Pulsed Laser Deposition 

 

3.1 Introduction 

In this work, coatings are grown on integrated circuits using pulsed laser deposition (PLD). It 

is therefore important to describe this coating deposition technique. This chapter describes 

the main aspects of PLD, including laser-target interaction, plasma plume expansion 

dynamics, film nucleation and growth at the substrate. It also briefly describes a typical PLD 

experimental set-up. 

 

3.2 Background 

The historical development of PLD begins with Albert Einstein‟s postulate on the stimulated 

emission process when he published the paper (English translation) “On the Quantum 

Theory of Radiation” (Einstein, 1917). The next significant step was the invention of the first 

laser (a Ruby laser) in 1960 (Maiman, 1960). Although laser evaporation was first used as a 

thin film deposition technique in 1965 using Maiman‟s Ruby laser (Smith and Turner, 1965), 

it was only in the 1980s that it was rapidly developed (Dijkkamp et al., 1987; Venkatesan et 

al., 1988; Inam et al., 1988). Since then, this physical vapour deposition technique has been 

used to grow epitaxial thin films of oxide materials, among others.   

PLD is based on the evaporation of material by a pulsed and highly energetic laser which is 

focused by a lens onto a solid target. If the laser energy density is high enough to evaporate 

the material, the latter evaporates into gas plasma having a characteristic plume shape. This 

plume expands in a direction normal to the target onto a substrate placed in front of the 

target. The part of the plume that reaches the substrate forms a thin film on the latter. 

Following this description, one can break down the PLD process into 4 regimes: 

 The laser-target interaction during which the surface of the target is evaporated. This 

is the evaporation regime. 

 The laser-plasma interaction which results in isothermal expanding plasma. This is 

the isothermal regime. 

 The expansion of the plasma, which is an isotropic, three-dimensional adiabatic 

expansion and it occurs with a rapid transfer of thermal energy of the plasma species 

into kinetic energy. 

 The growth of the thin film on the substrate.  
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Instead of a single comprehensive theoretical model explaining the whole of PLD, there are 

several models, each analysing a specific aspect of PLD in detail, such as vaporisation 

(Gibert et al., 1993), plasma formation (Phipps et al., 1988; Boardman et al., 1996), and 

expansion in vacuum (Singh and Narayan, 1990; Anisimov et al., 1996) or in an ambient gas 

(Predtechensky and Mayorov, 1990; Arnold et al., 1993). This is because the complex nature 

of the correlation between the physical phenomena involved in PLD allows for only an 

approximated description of the latter. In the presence of an ambient gas, for instance, 

plasma expansion dynamics becomes complex to study due to additional physical 

phenomena, such as shock-wave formation, plume deceleration and splitting, and 

thermalisation (Wood et al., 1997; Itina et al., 1998; Harilal et al., 2003).  

Figure 3.1 shows a typical PLD experimental set-up. The deposition takes place in an ultra 

high vacuum chamber. A laser beam of desired energy and fluence is focussed on a target of 

interest in order to ablate the target into a plasma plume that will in turn expand onto a 

substrate to form a film on its surface. 

 

Substrate holder 

Lens 

Laser beam 

Target holder platform 

Ultra High vacuum chamber 

Target 

Plasma plume 

Substrate 

 

Figure 3.1: A typical PLD experimental set-up 

 

The target to be ablated is mounted onto a target holder platform such that it is struck at an 

angle of 450. This platform is made to rotate and translate appropriately along the plane of 

the ablated surface to ensure uniform ablation of the target surface while maintaining the 450 

ablation angle. Substrates are mounted on substrate holders such that they are parallel to, 

and typically 2-10 cm away from the surface of the target. The substrate holders are 

mounted with a heating element to allow for experimental conditions that require the 

substrate to be heated up. In general, substrates up to about 2 cm x 2 cm in dimension are 

used. This is because larger substrates are too larget for the technique as the resulting films 

would not be uniform and the substrates may not be coated at all towards their boundaries. 

However, some set-ups have substrate holders that can rotate and translate to coat larger 

surfaces.  
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In this work, the PLD was done using a Q-switched 3rd harmonic Nd  YAG (Spectra Physics) 

laser with a wavelength of 355 nm and a frequency of 10 Hz (pulse width = 2-3 ns). The 

target used was a B4C/W2B5 pellet in the shape of a regular hexagon. Its diameter was 25 

mm, its height was 6 mm, and it weighed 6.23 g. The substrates used were cut from soda 

lime glass (about 1 cm x 1 cm). The substrate holder was not equipped with rotation and 

translation capabilities, so only small samples could be synthesised.  

 

3.3 PLD mechanisms 

PLD can be described simply as a thin film deposition technique in which a pulsed laser is 

focused on a solid target with enough energy to ablate the latter into a plasma plume which 

expands and forms a film onto a substrate. Generally, the stoichiometry of the target is 

conserved and the resulting film has the same stoichiometry. The mechanisms involved in 

this process include the laser-target interaction, the laser-plasma interaction, the plasma 

plume expansion, plume-substrate interaction and the film growth (Ngom, 2010).  

 

3.3.1 Laser-target interaction 

When the laser beam fluence is enough to raise the local temperature of the target material 

to a temperature higher than its vaporisation temperature, laser ablation occurs. The factors 

that affect this interaction include the target absorption coefficient and reflectivity, the pulse 

duration , the laser wavelength   and fluence F . Each material has a corresponding 

threshold laser fluence thF
 
such that for laser fluences greater than thF  the laser-target 

interaction regime is called ablation and for fluences less than thF  the laser-target interaction 

is called desorbsion (Ngom, 2010). 

The exact analytical description of this interaction is extremely complex. This is because of 

the fact that the laser-target interface is moving, and that the melting and evaporation of the 

target material are target-specific due to a dependence on the optical and thermal properties 

of the material. As a result, this interaction is described using a macroscopic approach. The 

ablation volume on the target can be defined by the product of the laser beam cross-section 

and the depth of the ablation volume into the target. This depth thL is determined as (Allen, 

1987; Corkum et al., 1988; Bauerle, 2000) 

2th LL D  ,    Equation 3.1 

where D  is the thermal diffusivity of the target and L is the pulse duration. 

It can be assumed that the temperature gradient in the direction transverse to the target is 

insignificant compared to the temperature gradient in the direction normal to the target. The 
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temperature distribution, which is a function of both space and time, can therefore be 

approximated such that it is represented by the one-dimensional heat equation (Ready, 

1971; Allen, 1987; Peterlongo et al., 1994). This approximation, however, may not be 

appropriate if the target material is known to exhibit lateral diffusion of energy incidenced on 

it.   

The energy in the laser photons is absorbed by electrons in the atomic lattice of the target 

and transferred through electron-phonon coupling. The interaction of electrons and the 

atomic lattice in space and time can be described with the two-temperature diffusion model 

(Anisimov et al., 1974; Qui and Tien, 1993) with the use of two different temperatures: the 

electron temperature eT  and the lattice temperature lT  (Kaganov et al., 1957; Peterlongo et 

al., 1994; Chichkov et al, 1996; Nolte et al., 1997; Anisimov and Luk‟yanchuk, 2002). For 

nanosecond pulsed lasers, however, the electron-phonon coupling takes place on the 

picosecond time scale, and it can therefore be assumed that e lT T T  . The 

one-dimensional heat equation approximation describing the ablation process for 

nanosecond laser pulses can be expressed as given by Equation 3.2 (Ngom, 2010) 
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 ,   Equation 3.2 

where iC is the heat capacitance of the lattice, ( )I t  is the laser intensity, 0k is the thermal 

conductivity and  the absorption coefficient.  

 

3.3.2 Laser-plasma interaction 

The laser-plasma interaction depends on the pulse duration. The forming plasma interacts 

with the „tail‟ of a nanosecond laser pulse, but does not interact at all with a femtosecond 

laser pulse (Ngom, 2010). When the laser interacts with the forming plasma, the efficiency of 

the energy deposition in the target material is reduced as some energy is lost in the plasma. 

This lost energy increases the ionisation in the plasma, rendering the plume expansion even 

more complex. The plasma temperature rises rapidly, accelerating the electrons further. 

These electrons in turn emit photons that cause the characteristic brightness of the PLD 

plasma plume. The plasma mainly absorbs energy through inverse Bremsstrahlung and 

photo-ionisation (Zel‟dovic and Raizer, 1966; Ready, 1971; Dreyfus, 1993).    

 

3.3.3 Plume expansion 

The characteristic elliptical shape of the plasma (plume) is due to the fact that the plasma 

expands in the direction of maximum pressure gradient, which is the axial direction. The 

plume, however, is more hemispherical in the presence of an ambient gas because the 

plume front compresses the background gas as it expands. 
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Because PLD can be done in vacuum or in the presence of an ambient gas, the plume 

expansion is described both in vacuum and in the presence of an ambient gas. 

In vacuum, the plume expands with a free linear behaviour and a weak fluorescence near the 

target, which is where collisions occur immediately after the termination of the laser pulse 

(Ngom, 2010). Singh and Narayan (1990) and Anasimov et al. (1996) are key references for 

describing the plume expansion in vacuum. Both models propose an adiabatic plume 

expansion in which the initial, purely thermal plume energy is progressively converted to 

kinetic energy as the expansion progresses. The plume front dynamics becomes linear after 

a short transient time and reaches a maximum asymptotic expansion velocity when all the 

thermal energy is converted to kinetic energy. 

The models describing the plume expansion in an ambient gas include those proposed by 

Predtechensky and Mayorov (1993), Itina et al. (1998), and Arnold et al. (1999).  

At the initial stages of the plume expansion, the plume velocity was experimentally shown to 

be very close to that of the plume expansion in vacuum (about 106 cm s-1) (Dyer et al., 1990; 

Anisimov et al., 1996; Amoruso et al., 2006). This confirms the hypothesis which predicts this 

similarity in velocity by proposing that the mass of the plume at the initial stages of the 

expansion is very large compared to the mass of the ambient gas at the plume front, making 

the latter insignificant (similar to the case of expansion in vacuum). As the plume expands, 

the mass of the plume front increases as it includes the mass of the background gas being 

swept away.  

Predtechensky and Mayorov (1993) developed a model describing the dynamics of a 

hemispherical expansion of the plume front into the ambient gas. Here, as the plume 

expands, the mass of the ambient gas at the plume periphery expands gradually. This 

reduces the plume front expansion velocity until a stopping stage is reached.  

Arnold et al. (1999) developed a more complete model which also considers the effects of 

the plume-ambient gas interaction on the internal structure of the plume itself. In this model, 

the plume has two thin layers in contact. One layer is at the contact front with the ambient 

gas (external) and another is along the plume edge (internal).  As the plume expands, the 

total mass of the ambient gas particles and the ablated material at the contact front (external 

layer) increases. When this mass is equal or greater than that of the ablated particles on the 

internal layer, the expansion velocity reduces. The collisions at the plume front between the 

plasma particles and the ambient gas molecules result in an increase in temperature. This, in 

addition to the counter-pressure caused by the slowing down of the plume front, results in the 

reflection of plasma particles as they collide with gas molecules at the external layer. An 
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internal shock wave thus propagates towards the centre of the plume. Most of the plume 

energy becomes thermal as the shock wave reaches the centre of the plume. This model 

does not consider further reflections of the shock wave and considers the plume to be 

homogenous when the wave reaches its centre. This model also does not account for what 

happens when the plume stops expanding. Indeed, it has been reported that plume species 

could reach a substrate at a distance greater than the stopping distance of the plume, and 

that this was attributed to diffusion (Amoruso et al., 2004). 

Plume expansion in an ambient gas was also described in terms of experimental pressure 

ranges of the ambient gas, the energy of the plasma particles and the time evolution of the 

expansion (Kumuduni et al., 1993; Okhoshi et al., 1994; Dang et al., 1999).  

The drag-force model (Geohegan, 1994) is appropriate to describe the early stages of plume 

expansion in an ambient gas at low pressure. In this model, the ablated particles experience 

a viscous force proportional to their velocity as they travel through the ambient gas, such that 

the plume front position is as given by Equation 3.3 (Geohegan, 1994; Ngom, 2010), 

 0 1 tR R e       Equation 3.3 

where   is a slowing coefficient, R  is the position of the plume front edge and 0R is the 

distance at which plume expansion stops. 0R  and   are parameters which are intimately 

linked with the expansion phenomenon and as such, must necessarily be determined 

through curve fitting of experimental data. Some referenced sources estimate the stopping 

distance to be more than one order of magnitude larger than the calculated inelastic mean 

free path (Geohegan, 1994; Gonzalo et al., 1997). It is presumed that this is due to the 

complex dependence of 0R  on experimental parameters, such as the nature of the ambient 

gas, its pressure, plasma mass and energy, and target atomic mass ratio. At higher ambient 

gas pressures, the drag-force model predicts distances which are shorter than those 

observed experimentally, which makes this model inappropriate for higher ambient gas 

pressures (Ngom, 2010). 

The blast wave model, which was developed to describe the propagation of a shock wave 

through a background gas after an explosion, is appropriate to describe the plume expansion 

at higher ambient gas pressures (Zel‟dovic and Raizer, 1966; Dyer et al., 1990). In this 

model, the plasma expands and pushes the ambient gas molecules at a supersonic velocity, 

creating a shock wave ahead of the plume front. This shock wave is followed by an 

expansion wave which gradually reduces the shock strength. The position of the plume front 

edge is given by Equation 3.4 (Ngom, 2010), 
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where 0  ~ 1 is a factor related to thermodynamic and geometric quantities, E  is the plasma 
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, where 0M  is the mass of the 

expanding plasma and 0P  is the pressure ahead of the shock wave front (Kumuduni et al., 

1993; Geohegan, 1994). The temperature, pressure and diffusion processes within the shock 

region can be treated using the work of Landau and Lifshitz (1987). 

The plasma generated in PLD experiments exhibits behaviours consistent with a mixture of 

the drag-force model and the blast wave model. The early stages of the expansion agree 

well with the drag-force model. After the viscous slowing of the plasma front edge forms the 

shock wave front, the expansion agrees well with the blast wave model (Ngom, 2010). Arnold 

et al. (1999), however, proposed an analytical approach describing the complete dynamics of 

the plasma plume in an ambient gas in space and time for any pressure. 

 

3.3.4 Plume-substrate interaction 

The interaction between the plasma plume and the substrate occurs instantaneously at every 

laser pulse. The deposition of the plasma species on the substrate can therefore be viewed 

as separate and random. The parameters which determine this deposition are the laser 

energy density at the target, the distance between the target and the substrate and ambient 

gas mass and pressure (Ngom, 2010). The deposition rate in PLD is of the order of 

1020 atoms cm-2s-1 (Rijnders, 2001; Huijben, 2009). This high deposition rate leads to a high 

super-saturation rate defined by Equation 3.5 (Ngom, 2010), 

0

ln rate
B

R
k T

R


 
   

 
     Equation 3.5 

where Bk  is the Boltzmann‟s constant, rateR is the deposition rate, and 0R  is the equilibrium 

value at temperature T . This high super-saturation rate is extremely important because if the 

gas (vaporised target plasma) is not super-saturated, its state will not transit from gaseous to 

solid on the substrate (Ngom, 2010). This transition is due to local fluctuations (due to kinetic 

processes) from equilibrium. A resulting high nucleation rate starts the film growth process. 

When the nuclei reach a critical density, islands start forming and the plume-substrate 

interaction ends when the islands coalesce. 
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3.3.5 Film growth 

It is worth mentioning that the various growth modes used to explain film growth in PLD are 

not specific to PLD but apply to physical vapour depositions in general. In fact, they were 

developed before PLD was invented.  

These growth modes differ in the thermodynamic balance between the free energy of the film 

( F ), the substrate ( S ) and the interface between them ( I ) (Ngom, 2010).  

Also of interest are homoepitaxy and heteroepitaxy . In homoepitaxy, the substrate 

compounds are the same as those of the film deposited on it. The substrate crystallography 

extends into the film as it grows. In heteroepitaxy, the substrate and film are made up of 

different materials leading to a lattice mismatch during film growth. This mismatch causes 

tensile and/or compressive strain in the growing film (Ngom, 2010).  

When F I S    , significant wetting is expected, leading to a layer to layer film growth. 

This growth mode was proposed by Frank and Van der Merwe (1949). This is generally the 

case in homoepitaxy. 

When F I S    , wetting is unfavourable, leading to island growth rather than layers. This 

is the Volmer-Weber film growth mode (Volmer and Weber, 1926). This is generally the case 

in heteroepitaxy with little to moderate interface energies between the substrate and the film. 

When there is sufficient mismatch between the film and the substrate, and enough strain on 

the film being grown, an intermediate film growth mode is observed. In the early stages, a 

layer by layer growth occurs (Frank-Van der Merwe growth). The elastic energy due to the 

strain in the film increases with its thickness. This strain energy is relaxed by the formation of 

islands. The film continues growing following a Volmer-Weber growth. This is the Stranski-

Krastanov growth mode (Stranski and Krastanov, 1938). This is generally the case in 

heteroepitaxy with large interface energies between the substrate and the film.         

 

3.4 Conclusion 

This chapter covered the main aspects of PLD. This deposition technique is used for the thin 

film deposition in this work because a wide range of materials, including oxides, nitrides, 

polymers and even metals, can be prepared at temperatures as low as room temperature 

(Ngom, 2010). This is particularly useful as we ablate a composite ceramic target for the first 

time, and it is not desirable to heat the electronic component(s) we coat with the resulting 

film. The following chapter describes the synthesis of the coating using PLD and its 

subsequent characterisation and irradiation. 
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Chapter 4 Low energy proton irradiation of coatings deposited by the laser 

ablation of W2B5/B4C  

 
4.1 Introduction 

This chapter covers the synthesis, characterisation and effects of irradiation of the films 

proposed as mitigating coating in this work. It details the structural effects of low energy 

protons on the synthesised films. The effects detailed are those covered within the time and 

infrastructure framework made available to the author. For the targeted applications, proton 

energies between 0.8 MeV and 1.5 MeV are relevant. The stable energies on the experiment 

days were 0.9 MeV and 1 MeV respectively. These energies, on average, have similar 

effects in terms of SEUs and solar cell degradation. SRIM simulations indicate that a 1 MeV 

proton will travel about 2 µm deeper than a 0.9 MeV proton in Si, SiO2, GaAs, InGaP and Ge. 

In a 90 nm CMOS SRAM device, this means a 1 MeV proton would stop in a momory cell 

adjacent to the cell in which a 0.9 MeV proton would stop. In a solar cell, this means both 0.9 

MeV and 1 MeV protons would stop in the same junction. Both energies can therefore be 

considered as equivalent for the purposes of this work. 

 

4.2 Coatings synthesis and characterisation10  

The coatings were synthesised by the Pulsed Laser Ablation of B4C/W2B5. They were 

characterised by X-ray Diffraction (XRD), Atomic Force Microscopy (AFM), X-ray 

Photoelectron Spectroscopy (XPS) and Heavy Ion Elastic Recoil Detection Analysis (ERDA). 

The characterisation and data analysis lead to a stoichiometry and composition of the 

coatings.  

 

4.2.1 Preparation conditions for synthesis and characterisation  

The target was a B4C/W2B5 pellet in the shape of a regular hexagon. Its diameter was 

25 mm, its height was 6 mm, and weight 6.23 g. Its crystal structure, composition properties 

are described in Chapter 1. 

The substrates were cut from soda lime glass (approximately 1 cm by 1 cm in dimension) 

and cleaned using a BRANSONIC ultrasonic cleaner (70 W, 42 kHz ± 6%). They were 

immersed in methanol, acetone, trichloroethylene, distilled water and methanol again for 5 

minutes each in an ultrasound water bath. Glass was used as substrate for film 

characterisation purposes.  

                                                 
10

 This section is based on an article that was published by the author, referenced within the document 
as (Tadadjeu Sokeng et al., 2015b) 
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The pulsed laser deposition was done using a set-up similar to that described in section 3.4 

of Chapter 3, using a Q-switched 3rd harmonic Nd-YAG (Spectra Physics) laser with a 

wavelength of 355 nm and a frequency of 10 Hz. The beam diameter and energy were set to 

2.45 mm and 150 mJ, respectively, corresponding to a laser fluence of 3.183 J/cm2. The 

vacuum chamber was kept at a pressure of 5x10-5 mbar and at a temperature of 25oC. The 

target was 3.72 cm away from the substrate. Six samples were deposited for 0.5, 1.5, 3, 4.5, 

6 and 7.5 minutes, respectively. Each substrate was attached to a substrate holder in the 

deposition vacuum chamber using silver paste. 

The crystallography of the samples (and target) was investigated by XRD using BRUKER 

AXS equipment having a D8 Advance diffractometer, a Cu-Kα radiation tube 

(λKα1=1.5406Å) and a PSD Vantec-1 detector.  

The morphology of the samples was investigated by AFM using a Nano-Man V Atomic Force 

Microscope equipped with a VT-103-3K-2 acoustic enclosure. The tapping operation mode 

was used. 

The depth profiles of the target and samples were obtained by Heavy Ion ERDA using a 

non-commercial set up and equipment internally developed at iThemba LABS Gauteng, 

South Africa (Msimanga et al., 2013:54-60). These were used to investigate the elemental 

composition of the target and the thickness of the samples. 

The binding energies within the samples were determined by XPS using a PHI 5000 

Versaprobe - Scanning ESCA Microprobe. The surveys and high resolution spectra were 

done with 100 µm, 25 W, 15 kV, Al monochromatic X-ray beam. Sputtering was done 2 kV, 

2 µA, 1×1 mm raser using an Ar ion gun with a sputter rate of about 170 Å/min. The 

peaks were analysed using XPSPEAK41 software with a Shirley background, and a software 

defined and optimised %Lorenzian-Gaussian fit (combined Lorenzian and Gaussian fits in 

different optimised percentages). 

 
4.2.2 Characterisation analysis and discussion  

Figure 4.1 (Tadadjeu Sokeng et al., 2015b) shows the XRD spectra of each sample 

produced from the same target. Peaks occurred at 2  angles of 31.0530, 35.2170 and 

47.8780. There was no perfect match, and the closest match was WC. Its peaks were 

consistently about 0.40 to the right of those of the samples. Experiment-related errors were 

eliminated by completely recalibrating the apparatus and repeating the measurements. In 

order to determine the lattice parameters of the samples, the hexagonal lattice of WC and its 

Miller indices were assumed for the sample even though the diffraction angles differed 

consistently by 0.40. These Miller indices are (001) at 31.4750, (100) at 35.6270 and (101) at 
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48.2670. From the JCPDS 00-025-1047 file, the WC lattice parameters are   2.906a Å  and 

  2.838c Å . Using the miller indices from this same PDF file, the lattice parameters of all 

the samples were averaged to   2.942a Å  and   2.879c Å . The obtained lattice 

parameters for the deposited samples were greater than the WC parameters by 0.035Å  for 

a  and 0.041Å  for c . Figure 4.2 (Tadadjeu Sokeng et al., 2015b) shows how the lattice 

parameters change with deposition time. These lattice parameters were computed based on 

the analysis of the measured XRD peaks. It is apparent that despite the absence of a trend 

with respect to deposition time, both parameters a  and c  increase and decrease 

consistently (although not by the same value), except for the sample deposited for 6 minutes. 

This suggests that changes in lattice dimensions are not across a specific plane on the 

lattice, but rather across the entire lattice. The difference between the lattice parameters of 

the samples and those of WC suggests an alteration of the WC crystal lattice; possibly the 

substitution of some of the C atoms with B atoms. 

 

Figure 4.1: XRD spectrum of samples with increasing deposition time. The WC peaks are 
shown 0.4 degrees to the right of the sample peaks 
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Figure 4.2: Variation of lattice parameters with deposition time. The parameters are 
computed based on the analysis of the measured XRD peaks 

Figure 4.3 (a-f) (Tadadjeu Sokeng et al., 2015b) shows the AFM images of samples 

deposited for 0.5 minutes through to 7.5 minutes. One can notice an increasing number of 

droplet-like features from 0.5 minutes to 4.5 minutes (a-d), after which fewer droplet-like 

features can be observed but many more rod-like features appear, and they increase in 

number from 4.5 minutes to 7.5 minutes (d-f). As shown in Figure 4.4 (Tadadjeu Sokeng et 

al., 2015b), the mean peak-to-valley roughness (from the vertical axis in Figure 4.3) seems to 

be insignificant until a deposition time of 4.5 minutes is reached, after which it increases very 

rapidly. This is evidence that nucleation, island formation and coalescence (as described in 

Chapter 3) occur before 4.5 minutes. After this threshold, the roughness of the film becomes 

significant and increases as the film grows vertically.  
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Figure 4.3: AFM images for samples at different deposition times. (a) 0.5 minutes; (b) 1.5 
minutes; (c) 3 minutes; (d) 4.5 minutes; (e) 6 minutes; (f ) 7.5 minutes 
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Figure 4.4: Variation of roughness with deposition time 

 

X-ray Photoelectron Spectroscopy (XPS) revealed the presence of B, W and C as well as O, 

as illustrated in Figure 4.5 and detailed in Table 4.1. The B1s peak with binding energy (Eb) 

190.5 eV indicates the presence of B2+ ions (Krastev et al., 1996:186-192). This is evidence 

of B atoms available for bonding with both C and W, as well as free B atoms. The peak at Eb 

= 192.7 eV is attributed to B2O3. The C1s peaks include one at Eb = 284.6 eV which is 

attributed to free C, one at Eb = 285.7 eV which is attributed to C bonded with W and one at 

Eb = 286.9 eV which is attributed to C bonded with O (Crist, 2007:1-52). The O1s peaks 

include one at Eb = 533.8 eV attributed to B2O3, and peaks at binding energies of 534.6 eV 

and 535.6 eV that may be attributed to O bonded with C and O bonded with W respectively. 

The W4f peaks include a W4f7 peak at Eb = 33.7 eV attributed to WC (Beadle et al., 2008: 

3847-3854; Bhattarai et al., 1998:19-42) and a W4f5 peak at Eb = 35.9 eV attributed to W 

bonded with O (Bera et al., 2012:103-105; Ngom et al., 2011:6226-6232; Palmquist et al., 

2003:29-37). 
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Figure 4.5: XPS measurements showing the deconvolution of various peaks (a) B1s peak; 
(b) C1s peak; (c) O1s peak; (d) W4f peaks 

 
Table 4.1: Analysis of the coating composition based on XPS measurements 

Sub 

peaks 

Atomic 

percentage 

(%) 

Binding 

energy 

(eV) 

Percentage 

per binding 

energy (%) 

Possible 

chemical 

state 

Reference 

B1s 39 190.5 31.7226 B2+ (Krastev et al., 1996:186-192) 

192.7 7.2774 B2O3  

C1s 26 284.6 15.4622 C  

285.7 8.6528 WC  

286.9 1.885 C with O (Crist, 2007:1-52) 

W4f 3 33.7 (4f7) 1.7964 WC (Beadle et al., 2008; Bhattarai et 

al., 1998:19-42) 

35.9 (4f5) 1.2036 Oxide (Bera et al., 2012:103-105; Ngom 

et al., 2011:6226-6232; Palmquist 

et al., 2003:29-37). 

O1s 24 533.8 15.8904 B2O3  

534.6 6.3792 O with C  

535.6 1.7304 O with W  
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The XPS results suggest that the films contain W-C bonds consistent with WC, and O 

bonded with C, B and W. While this O is most probably from the oxygen impurity in the 

target, oxidation needs to be investigated. The results also suggest that it is possible that 

some B atoms may have replaced some C atoms in the WC lattice to form a solid solution of 

the form WC1-xBx. Evidence of this solid solution lie in the XRD spectrum, and can be 

supported by the fact that beta-WC1-x can exist at temperatures greater than 26000C 

(Demetriou et al., 2002:1421-1432). These temperatures are possible in PLA and B may 

have been inserted into the beta-WC1-x phase within the plasma plume to form a hexagonal 

WC1-xBx solid solution. The B would therefore have caused a stretch that explains the shift in 

the XRD peaks. The alpha-WC lattice suggests that each W is bonded to 5 C atoms (Krawitz 

et al., 1989:515-517). Within the lattice, this means a C/W atomic ratio of 5. The C/W ratio in 

this work, for the C and W atoms attributing to WC is about 4.817, which is further evidence 

of a doped WC lattice. In terms of stoichiometry, this suggests a WC1-xBx where 1-x = [(at% C 

attributed to WC)/5] / (at% W attributed to WC). Using the entries in Table 4.1, this results in 

x = 0.037, and the proposed solid solution having stoichiometry WC0.963B0.037. This 

stoichiometry is consistent with a WC lattice doped with B.  

Heavy Ion ERDA was used to investigate the elemental composition and the thickness of the 

samples. It reveals the presence of C, B, W and about 10% O contamination. The XPS 

results, and the absence of O or oxide peaks in the XRD spectra, suggest that both the 

target and the films are composed of a mixture of crystal forms containing at least C, B and 

W, and amorphous forms containing at least O. The roughness of the samples may have had 

a detrimental effect on the resolution and, hence, accuracy in film thickness measurements 

illustrated in Figure 4.6 (Tadadjeu Sokeng et al., 2015b). Nonetheless, the results 

demonstrate a trend in film thickness dependence on deposition time. The thickness 

increases rapidly until a deposition time of 4.5 minutes, after which the increase slows down 

significantly. Since nucleation, island formation and coalescence can be viewed as a lateral 

film growth, it is normal that thickness in atoms/cm2 increases rapidly during this growth 

which happens in the first 4.5 minutes of deposition. After 4.5 minutes the film growth is 

vertical and, therefore, the number of atoms per unit area does not increase much. A rough 

estimate of the thickness in nanometers was obtained using SRIM (see section 2.5 of 

Chapter 2) to calculate the density in atoms/cm3. These calculations show that the coatings 

vary from about 13 nm after 0.5 minutes to about 120 nm after 7.5 minutes. It should be 

noted, however, that SRIM warns its users that its calculated densities are not always 

accurate. 
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Figure 4.6: Variation of thickness with deposition time 

 

4.3 900 keV proton-induced lateral dispersion of matter and nanorod melting in 

a WC1-xBx coating11 

As part of the investigation of the effects of low energy protons on the synthesised coatings, 

they were irradiated with 900 keV protons at fluences ranging from about 1x1015 protons/cm2 

to about 4x1015 protons/cm2. Scanning Electron Microscopy (SEM) and Energy Dispersive 

Spectroscopy (EDS) were used to study the resulting structural effects. 

 

4.3.1 Coating synthesis and irradiation conditions 

The substrates used were the same as in section 4.2.1 and they were prepared the same 

way. 

The pulsed laser deposition was done using the same equipment as in section 4.2.1. The 

laser fluence was 18.05 J/cm2. The target was 3.7 cm away from the substrate in a vacuum 

chamber at 4x10−5 mbar. The deposition was carried out at room temperature and the 

deposition time was 15 minutes per sample, for 5 different identical samples. 

The samples were irradiated with a focused proton beam emanating from a standard Van 

De Graaf accelerator. The proton energy was set to 900 keV, the beam diameter was 6 mm 

and the beam current was maintained at 14 nA. The proton flux was 3x1011 protons/cm2/s 

                                                 
11

 This section is based on an article that was published by the author, referenced within the document 
as (Tadadjeu Sokeng et al., 2015a) 
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and 4 samples were irradiated at fluences ranging from 1x1015 protons/cm2 to 

4x1015 protons/cm2 at room temperature in a vacuum chamber at 5x10−6 mbar. The 5th 

sample was not irradiated and was used as control sample.  

Scanning Electron Microscopy (SEM) was done with a Zeiss Auriga field emission gun SEM 

(FEG-SEM) operated at 5 kV for secondary electron imaging, using an inlens detector; and 

20 kV for Energy Dispersive Spectroscopy (EDS) analysis. The EDS spectra were collected 

using an Oxford Instruments X-Max solid-state silicon drift detector 

 

4.3.2 Result analysis and discussion  

Figure 4.7(a-e) (Tadadjeu Sokeng et al., 2015a) shows the SEM images of the coating as 

deposited and irradiated at 1x1015 protons/cm2, 2x1015 protons/cm2, 3x1015 protons/cm2 and 

4x1015 protons/cm2. The as-deposited coating shows clustered nanostructures of no 

particular shape, as shown in Figure 4.7 (a). These structures are referred to as rods in this 

work because they look like many irregularly shaped rods ”glued” together. These clusters 

appear to have formed in the later stages of the film growth, as they are on top of the surface 

of the film floor, from which they are quite distinct.  
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Figure 4.7: SEM images of non-irradiated and irradiated coatings. (a) As deposited, (b) at 
1x10

15
 protons/cm

2
, (c) at 2x10

15
 protons/cm

2
, (d) at 3x10

15
 protons/cm

2
, (e) at 

4x10
15

 protons/cm
2
. 
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Tadadjeu Sokeng et al. (2015a) points out that the growth mechanism of the coating has 

characteristics of a Volmer-Weber growth as described in section 3.3.5 of Chapter 3 

(favoured by the high laser fluence during deposition). It also has characteristics of a 

Stranski-Krastanov growth as described in the same section of Chapter 3 (favoured by the 

thermal expansion coefficient mismatch between the substrate and the coating). A close 

observation of Figure 4.7 (b-d), in particular on the 200 nm scale, shows an increasing 

number of features merged with the film floor. These features are absent in Figure 4.7 (a) 

and Figure 4.7 (e). One can also observe that the rod shapes are not regular, except for 

those in Figure 4.7 (e), which are uniformly shaped rods about 405 nm long and 90 nm wide. 

These rods are longer than those in Figure 4.7 (d) (about 320 nm long for the more regular 

looking rods). This means that the clusters melt as the proton fluence increases from 1 × 1015 

protons/cm2 to 3x1015 protons/cm2 (Tadadjeu Sokeng et al., 2015a). At 4x1015 protons/cm2, 

no further melting occurs, but instead, the rods which are not molten seem to grow.  

Figure 4.8 (Tadadjeu Sokeng et al., 2015a) shows the average cluster area as a function of 

irradiation fluence. This figure shows a decrease in cluster area from the non-irradiated 

sample to the sample irradiated at 3x1015 protons/cm2. This decrease is consistent with 

melting. The figure also shows a slight increase from 0.29 µm2 at 3x1015 protons/cm2 to 

0.38 µm2 at 4x1015 protons/cm2. The average cluster size at fluences of 3x1015 protons/cm2 

and 4x1015 protons/cm2 corresponds to the average area of individual rods, since at those 

fluences there are little or no agglomerations. The mentioned increase in area therefore 

suggests rod growth. 

 

Figure 4.8: Average cluster area as a function of irradiation fluence. 
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Figure 4.9: Average rod dimensions as a function of irradiation fluence. 

In terms of the number of clusters per unit area, averaging over several spots shows a 

distribution of about 0.07 clusters/µm2, 1.48 clusters/µm2, 6.72 clusters/µm2, 0.23 

clusters/µm2, and 0.60 clusters/µm2, respectively, for the sample as deposited and for each 

irradiation fluence. This is normal as the fewer large clusters melt down to many smaller 

clusters as their constituent nanorods melt (Tadadjeu Sokeng et al., 2015a). These clusters 

in turn reduce in number per unit area as the rods melt further. Figure 4.9 (Tadadjeu Sokeng 

et al., 2015a) shows the average rod dimensions as a function of irradiation fluence. Of 

interest is the observation that at 4x1015 protons/cm2, there is a considerable increase in 

average rod length. The corresponding average rod width, however, does not increase as 

much, but does not decrease either. This is consistent with the slight increase in cluster 

average area from 0.29 µm2 at 3x1015 protons/cm2 to 0.38 µm2 at 4x1015 protons/cm2. These 

observations support the proposition that after 3x1015 protons/cm2, the melting stops and the 

growth of regularly shaped rods starts, and this growth can be observed at 4x1015 

protons/cm2. EDS measurements were made on a glass substrate and on the samples. This 

was to eliminate uncertainties related to the composition of the coatings.  
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Figure 4.10: Atomic percentage distribution per element as a function of proton fluence. (a) 
B atomic percentage distribution, (b) C atomic percentage  distribution, (c) 
Oxygen atomic percentage distribution, (d) W atomic percentage distribution. 

The atomic percentages of B, C, W and O were computed based on experimental 

measurements (Tadadjeu Sokeng et al., 2015a) and the results are illustrated in Figure 4.10 

(a-d) (Tadadjeu Sokeng et al., 2015a). It shows the atomic percentages of each element in 

the coating as a function of proton fluence, both in the rods and in the film floor. These 

graphs show an inverse relationship between the atomic percentage of each element in the 

rods and in the floor. In Figure 4.10 (a), B is seen to steadily reduce from the rods while at 

the same time increasing in the floor as the proton fluence increases. In Figure 4.10 (b), C 

increases steadily in the rods as it decreases from the floor at the same time with increase in 

proton fluence. In Figure 4.10 (c), Oxygen Increases in the rods and then drops after 2x1015 

protons/cm2 while following the inverse trend in the floor. In Figure 4.10 (d), W decreases 

steadily from the rods and then increases at 4x1015 protons/cm2, while following the inverse 

trend in the floor.  



54 
 

 

In his analysis, Tadadjeu Sokeng et al. (2015a) explained how the above observations lead 

to the conclusion that energy lost by the protons to the coating melts the nanorods on the 

latter up to a certain point. This then contributes to the growth of uniformly shaped rods 

(Tadadjeu Sokeng et al., 2015a). Indeed, the interactions described and discussed so far, 

confirm that the coating transfers the energy from incident protons laterally across its surface 

rather than normally through itself. This lateral transfer of energy translates into lateral 

displacement of matter as illustrated in Figure 4.11 (Tadadjeu Sokeng et al., 2015a). This 

figure shows a light microscope image of the sample irradiated at 4x1015 protons/cm2 and its 

surface 3D representation. Clearly visible are the displaced matter wave front and the 

depression at the irradiated spot from where matter is displaced across the coating.  

It is very important to mention that the melting of its surface nanorod clusters, the resulting 

cluster dispersion and the subsequent growth of uniformly shaped nanorods are key effects 

making this coating suitable for space applications (Tadadjeu Sokeng et al., 2015a).  

 

 

Figure 4.11: Light Microscopy image and surface 3D representation of an irradiated sample 
showing the wave front of laterally displaced matter. 
 

Indeed, this coating provides an interesting solution to the mitigation of solar panel 

degradation due to low energy protons in low earth orbit. It also offers a mitigation solution to 

SEUs due to low energy protons. While the demonstration of these applications would 

require extensive simulations and testing (which is beyond the scope of this work), it is safe 

to say that the applicability of this coating is not limited to space.  

 

4.4 1 MeV proton-induced three-stage nanorod melting in a WC1-xBx coating 

In this experiment, the synthesised coatings were irradiated with 1 MeV protons at fluences 

ranging from about 1x1015 protons/cm2 to about 5x1015 protons/cm2. Scanning Electron 

Microscopy (SEM) and Energy Dispersive Spectroscopy (EDS) were used to study the 

resulting structural effects. 
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4.4.1 Coating synthesis and irradiation conditions 

The synthesis and irradiation conditions were very similar to the experiment described in 

section 4.3.  For the current experiment, the laser fluence was 3.265 J/cm2, the deposition 

time 5 minutes for four identical samples, the vacuum chamber pressure 2x10-5 mbar, the 

beam current 10 nA and the proton flux 2x1011 protons/cm2/s. Three samples were irradiated 

at fluences of 1x1015 protons/cm2, 3x1015 protons/cm2, and 5x1015 protons/cm2, respectively. 

The fourth sample was not irradiated and was used as control sample. 

 

4.4.2 Result analysis and discussion  

Figure 4.12 (a-d) shows the SEM images of the control sample and the samples irradiated at 

1x1015 protons/cm2, 3x1015 protons/cm2 and 5x1015 protons/cm2. One can notice the absence 

of the droplets that characterise PLD in all the samples. This means that during deposition, 

the laser beam energy was low enough that there was no sub-surface melting when the laser 

interacted with the target (see section 3.3.1). 

Also noticeable is the cracks on the surface of the coatings. These cracks appear on all the 

samples, meaning they are not caused by irradiation. The atomic percentages of, 

respectively,  B, C, W and O, on top and beneath the cracked surface are approximately the 

same. This observation strongly suggests a layer-by-layer growth as proposed by Frank and 

Van der Merwe (1949). There is, however, an inconsistency in that Frank-Van der Merwe 

growth generally occurs in homoepitaxy, which is not the case of this coating since the 

subsrate and the coating are made up of different materials. Furthermore, sections 4.2.2 and 

4.3.1 have already shown strong evidence of Volmer-Weber growth (Volmer and Weber, 

1926) in this coating (consistent with heteroepitaxy, and described in section 3.3.5 of Chapter 

3), with coalescence occurring after 4.5 minutes of deposition. The latter observations and 

remarks are a very strong indication of a different growth mechanism which is consistent with 

every experiment carried out with this coating so far. This mechanism is the “reversed 

Stranski-Krastanov growth mode” in which, unlike in the Stranski-Krastanov growth mode 

(Stranski and Krastanov, 1938), the early stages of the growth starts with nucleation, island 

formation and coalescence (consistent with heteroepitaxy). After coalescence, the film 

surface becomes an apparent homoepitactic substrate, favouring a Frank-Van der Merwe 

growth (as described in section 3.3.5 of Chapter 3). Chen et al. (2004) reported this mode to 

grow GaN films on Si(111), but he had to induce it through temperature ramping to 1050 oC. 

In this work, this growth mode occurs “naturally” at room temperature under the specified 

deposition conditions.  
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Figure 4.12 (a) shows a sample of the rods that are formed on the coating during deposition. 

These rods are, on average, about 10 µm long and about 1µm wide, except for a few, like 

the rod in Figure 4.12 (b). On average, there are only about 2 rods in every 100 µm2. 

The formation mechanism of these rods is a mystery, mainly because of their three-stage 

melting under proton irradiation. Indeed, at 1x1015 protons/cm2, as seen in Figure 4.12 (b), 

the surfaces of the rods appear to “weaken”, revealing a rough pattern from underneath it. 

Figure 4.12: SEM images of non-irradiated and irradiated coatings. (a) As deposited, (b) at 
1x10

15
 protons/cm

2
 , (c) at 3x10

15
 protons/cm

2
 , (d) at 5x10

15
 protons/cm

2
. 
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This is the first stage of the melting. Figure 4.12 (c) shows stage two, which is a rather 

puzzling phenomenon at 3x1015 protons/cm2. The rod ”skins” break open, exposing a very 

large amount of clustered nanospheres (about 60 nm in diameter). This observation 

suggests that the rods were in fact sealed enclosures containing nanospheres, analogous to 

sugar sachets12. It is a rather daunting task to suggest how such rods may have formed. The 

third stage is the melting of the exposed nanospheres into the floor of the coating, as shown 

in Figure 4.12 (d). These nanospheres also appear to merge as they melt. 

As with 900 keV proton radiation, these observations also show strong evidence of lateral 

diffusion of the energy lost to the coating by the incident protons (Tadadjeu Sokeng et al., 

2015a). It is, however, difficult to predict what would happen at higher proton fluences. 

Intuitively one may suggest that the nanospheres would completely melt into the coating, but 

it is not impossible that unexpected phenomena occur, similar to the rod growth described in 

section 4.3.2. 

Figure 4.13: Atomic percentage distribution per element as a function of proton fluence. (a) 
B atomic percentage distribution, (b) C atomic percentage  distribution, (c) O 
atomic percentage distribution, (d) W atomic percentage distribution.  

                                                 
12

 Sugar sachets are sometimes made of a tube-shaped paper enclosures filled with sugar and cealed 
at both extremeties. 
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Figure 4.13 (a-d) shows the atomic percentages of B, C, O and W in the coatings as a 

function of proton fluence. It is difficult to explain the trends in atomic percentages before the 

rods break open. This is because the phenomenon in itself is not yet explained. Of particular 

interest, however, is what happens after the rods break open (at 3x1015 protons/cm2). In 

Figure 4.10 (a), B is seen to steadily reduce in the rod surface and in the nanospheres, while 

at the same time increasing in the floor as the proton fluence increases. Oxygen follows the 

same trend as seen in Figure 4.10 (c). This trend is to be expected from melting 

nanostructures, and was already observed in section 4.3 (Tadadjeu Sokeng et al., 2015a). In 

Figure 4.10 (b), C increases steadily in the rod surface and in the nanospheres as it 

decreases in the floor at the same time with an increase in proton fluence. W follows the 

same trend as seen in Figure 4.10 (d). These trends suggest that it is possible that 

nanostructures start forming at higher fluences, just like they did when the atomic percentage 

of W increased in the nanorods in section 4.3.2. They also show more evidence that the 

energy lost by the protons to the coating is dissipated in its surface rather than being 

transferred across itself.  

 

4.5 Optical transmittance of WC1-xBx coatings 

Figure 4.14 shows the percentage transmittance of the control sample relative to the glass 

substrate used, at room temperature. While the substrate was about 90% transmitting across 

the near ultraviolet through the visible to the near infrared spectrum, the coating was about 

73% transmitting in the same range. This is promising for solar panel applications in space, 

as it shows that this coating can be used to mitigate the contribution of low energy protons to 

solar panel degradation, if its transmittance is deemed acceptable. This application, however, 

would require extensive testing and optimisation. 

 

Figure 4.14: Percentage transmittance of the control sample relative to the glass substrate 
in the UV-Visible range. 
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4.6 Simulation of the in-orbit shielding capability of WC1-xBx coatings 

In order to quantify the in-orbit shielding capability of WC1-xBx, it is important to start with a 

sample proton environment for a specified orbit and duration in space. While this work 

proposes a possible shielding solution to the effects of low energy protons on both solar cells 

and high density semiconductor devices, this quantification focuses only on solar cells. 

It should be noted that this quantification is an approximation. This is because the proposed 

coating needs further characterisation and application-specific optimisation. Furthermore, the 

simulation packages used are SRIM and SPENVIS. SRIM does not account for the most 

interesting aspect of the synthesised coating, which is its preferred lateral transfer of energy 

from incident protons. The modelling and simulation of this aspect will require extensive 

further experimentation. 

Figure 4.15 is an AP813 model of the proton environment in a circular orbit at 5093 km 

altitude and 60o inclination (generated using SPENVIS), as used by Messenger et. al. in the 

example that was used to compare the JPL and NRL methods (Messenger et. al., 2001). The 

solar cell used is a single junction GaAs/Ge cell, and the predicted degradation is shown in 

Figure 1.6. This figure shows very high total fluences for sub-10 MeV protons over a 1-year 

space mission. 

 

Figure 4.15: SPENVIS generated proton environment for a 1 year mission at 5093 km 

altitude. 

                                                 
13

 http://ccmc.gsfc.nasa.gov/modelweb/models/trap.php 
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Figure 4.16 shows the range of protons in SiO2 and WC0.9B0.1 as a function of proton energy 

as simulated in SRIM. It should be noted that the densities computed by SRIM are not 

accurate, and this adds further uncertainty to the simulations. SRIM only takes Coulombic 

interactions into account, and based on that, it is evident from Figure 4.16 that WC0.9B0.1 is a 

better shield against protons than SiO2 coverglass. To stop a 1 MeV proton, for instance, 

requires about 14 µm of SiO2 but only about 8 µm of WC0.9B0.1. One can argue that there is 

an added protection due to the lateral diffusion of energy (and dispersion of matter) of 

WC0.9B0.1 which is not accounted for, since it is not included in SRIM calculations. This added 

protection should further reduce the range14 of protons in WC0.9B0.1. This simulation was 

done for proton energies between 0.01 MeV to 10 MeV (sub-10 MeV) as this is the interval of 

interest in this work, and, in fact, the relevant interval for the current discussion. 

Figure 4.17 shows the proton range ratio between WC0.9B0.1 and SiO2. This is plot as a 

function of proton energy because the range is energy-dependent. It quantifies the equivalent 

thickness of WC0.9B0.1 required to stop protons of a certain energy based on known 

thicknesses of SiO2. To stop 2 MeV protons, for instance, would require a thickness of 

WC0.9B0.1 equivalent to half the required SiO2 thickness.  

 

 

Figure 4.16: SRIM generated proton range in SiO2 and WC0.9B0.1 as function of proton energy 

 

                                                 
14

 Proton range: The distance required for a proton to lose all its energy in a material and stop. 
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Figure 4.17: WC0.9B0.1 / SiO2 range ratio as a function of proton energy 

 
A typical coverglass thickness is 100 µm. One can read from Figure 4.16 that it would stop 

protons of about 3.5 MeV, and that it would take only about 52 µm of WC0.9B0.1 to achieve the 

same level of shielding.  

The coatings investigated in this work were about 0.4 µm to 0.5 µm thick and were irradiated 

with 0.9 MeV and 1 MeV protons. From SRIM simulations, transmitted particles had lost 

about 0.1 MeV of their energy. This is consistent with the readings from Figure 4.16 as it 

shows that to stop a proton of energy 0.1 MeV requires approximately 0.5 µm of WC0.9B0.1, 

but nearly twice as much of SiO2.  

The significance of this equivalent thickness is that the reduction in degradation that a given 

thickness of WC0.9B0.1 is likely to provide, can be quantified. Figure 1.6 shows the effect of 

coverglass thickness on End of Life (EOL) normalised maximum power. One can select the 

equivalent thickness of WC0.9B0.1 that would yield the same result and design a required 

coating thickness. As an example, considering a GaAS/Ge single junction solar cell with a 

coverglass thickness of 150 µm, one can read from Figure 1.6 that it would correspond to a 

EOL normalised maximum power of about 0.43. If we assume that, for the purposes of the 

mission, it were important that the EOL normalised maximum power be at least 0.5 (for 

instance), then this would require about 200 µm of coverglass (an additional 50 µm). Assume 

also that this solar cell is commercially available off the shelf, such that it is not possible to 
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have a special thickness of coverglass made (which is generally the case). One can easily 

read from Figure 4.17 that the corresponding 10 MeV equivalent thickness of WC0.9B0.1 is 

0.42 times the extra 50 µm. It then suffices to coat the solar cell with about 21 µm of 

WC0.9B0.1 to achieve the desired shielding.  

The equivalent thickness can be further visualised by reading equivalent WC0.9B0.1 

thicknesses for various proton energies and plotting them on the same graph as in 

Figure 1.6. Figure 4.18 shows the predicted degradation in normalised power as a function of 

SiO2 and WC0.9B0.1 thicknesses for the solar cell measured by Messenger et al. (Messenger 

et. al., 2001). One can use it to estimate the thicknesses of WC0.9B0.1 (from Figure 4.17) that 

would achieve the same level of shielding as SiO2 (from Figure 1.6) for various proton 

energies. This estimate, however, does not include degradation due to electrons, which is 

included in the JPL and NRL methods for predicting the degradation of the nomralised 

maximum power as a function of SiO2 thickness alone. 

 

Figure 4.18: Degradation prediction for a GaAs/Ge solar cell as a function of protective SiO2 
and WC0.9B0.1 thicknesses. 

It is worth mentioning, however, that a WC0.9B0.1 coating of thickness about 0.5 µm has a 

transmittance of only about 73% in the UV-Visible spectrum, as shown in Figure 4.14. This 

means the coating needs to be optimised further for this application.    
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4.7 Conclusion 

This chapter described the pulsed laser ablation of W2B5/B4C to yield WC1-xBx coatings. It 

covered the characterisation and the effects of 900 keV and 1 MeV protons on the latter 

(synthesised at different laser fluences). The most important aspect of this chapter is the 

demonstration of the ability of this coating to laterally deflect energy transferred to it by 

incident protons, and to laterally diffuse matter as a result. The coating deposited at a high 

laser fluence does this through nanorod melting and regrowth. The coating deposited at a 

low laser fluence does this through a three-stage nanorod melting. This makes the coating 

particularly suitable for space application in protection against low energy protons. Of interest 

are the mitigation of solar panel degradation, and the mitigation of SEUs due to low energy 

protons in high density semiconductor devices, although the simulation results presented 

only quantified the shielding capabilities of WC0.9B0.1 for solar cell applications. 
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Chapter 5 General conclusions and recommendations 

 

This work describes a pioneering investigation into the shielding capabilities of a coating 

obtained from the pulsed laser ablation of W2B5/B4C ceramic composite to low energy 

protons. Chapters 2 and 3 offer a theoretical overview of the space radiation environment 

and pulsed laser deposition as a thin film synthesis technique. This background aids in the 

understanding of the synthesis and characterisation of WC1-xBx by pulsed laser ablation of 

W2B5/B4C, its irradiation with 900 keV and 1MeV protons, and the analysis of the effects of 

irradiation on the coating as described in Chapter 4. This forms the core of the work 

presented, including: 

 The synthesis of a WC1-xBx solid solution containing both crystalline and amorphous 

forms by PLD at room temperature (Tadadjeu Sokeng et al., 2015b); 

 The demonstration of lateral diffusion of energy and matter exhibited by the deposited 

coating (Tadadjeu Sokeng et al., 2015a); 

 The report of nanorod melting and subsequent growth induced by 900 keV protons 

(Tadadjeu Sokeng et al., 2015a); 

 The report of a “reversed Stranski-Krastanov film growth mode” occurring naturally 

and at room temperature; 

 The report of a three-stage rod melting mechanism induced by 1 MeV protons; 

 The report of a rod structure made up of a material enclosure containing 

nanospheres; 

 The proposition of the applicability of the coating to the mitigation of SEUs and solar 

cell degradation caused by low energy protons in low Earth orbit; 

 The key finding of the quantification of the shielding capability of the coating as 

compared to SiO2 (it takes up to 50% less WC1-xBx thickness to achieve the same 

level of shielding as SiO2).  

These contributions, to the best of the author‟s knowledge, are all original additions to 

literature, and therefore to the general body of knowledge. In fact, this document contributes 

to the fields of Electrical Engineering, Structural Engineering, Satellite Systems Engineering, 

Radiation Physics, Experimental Physics, and Material Science.  

 

5.1 Responses to research questions 

 How can coatings be synthesised from a B4C/W2B5 pellet? 

o Pulsed Laser Deposition can be used to synthesize coatings from such a 

pellet. The stoichiometry, however, is not transferred, and the resulting 

coating is a solid solution of the form WC1-xBx which contains both crystalline 

and amorphous forms. 
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 How can such coatings offer any level of protection against various types of radiation, 

specifically low energy protons? 

o This coating renders a low energy proton „harmless‟ rather than stopping it. It 

does so by laterally transferring the proton energy across the surface of the 

coating. A consequence of this is the resulting lateral displacement of matter 

as demonstrated in this work (Tadadjeu Sokeng et al., 2015a). It is worth 

noting that this is not only due to Linear Energy Transfer, as can be expected 

from any material, but also due to the melting of surface nanostructures. 

o This coating contains B, which has a high Neutron Mass Absorption, as well 

as W which has a high atomic mass. This means that it can be used to stop 

neutrons as well as certain levels of X-rays.  

o Simulations show that the coating can provide the same level of shielding that 

coverglass provides to solar cells with only about half the thickness of 

coverglass.  

 What are the physical mechanisms providing protection against radiation of this 

coating? 

o The first mechanism identified in this work is the melting of surface nanorods 

and their subsequent regrowth as described in section 4.3. 

o The second mechanism is the three-stage nanorod melting as described in 

section 4.4. 

 How can these coatings be effectively used for space applications? 

o These coatings are deposited by PLD at room temperature. Commercial 

components susceptible to SEUs caused by low energy protons can therefore 

be coated immediately after being purchased. Because this coating is 73% 

transmitting (for a 0.5 m thick coating) in the UV, Visible and near IR ranges, 

it can be considered as protection against solar panel degradation caused by 

low energy protons in low Earth orbit. Solar panels of small enough 

dimensions can also be coated as-purchased. Furthermore, the B and W 

content of these coatings make them promising for protection against 

neutrons and X-rays due to their high neutron and X-ray absorption cross-

sections (Bacon, 1965). 

o These applications, however, require extensive simulation, testing and 

optimization prior to their implementation. This is because this coating was 

synthesized for the first time in this work. There is therefore no literature or 

previous tests or simulations to refer to, or rely on. 
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 What improvement in longevity do these coatings provide for critical components of a 

spacecraft, such as solar panels? 

o As described in section 4.6, simulations show that coating a commercial solar 

panel with this material can offer extra protection against low energy protons 

and, hence increase the longevity of the solar panel. The longevity that this 

coating can provide is equivalent to the longevity that commercial coverglass 

provides, except that this coating provides the same level of protection with 

only half the thickness (or even less). 

 

5.2 Future work 

Chapter 4 shows the radiation shielding capability of WC1-xBx from experimental studies of 

proton irradiation at a material level. These studies indicate that using this material to coat 

high density semiconductor devices could reduce the way they are affected by low energy 

protons in space. Furthermore, simulations in Section 4.6 show a promising quantification of 

this shielding for solar cell applications in space.  

There is, however, more work to do in order to measure and establish the shielding 

capabilities of the coating for specific applications. It is invisaged to measure the shielding 

capabilities of the coating on high density semiconductor devices and on solar panels, both 

for space applications. These measurements will take about 18 months to complete, and will 

typically involve one or two Master‟s theses. The duration of the measurements is estimated 

based on the bookings of the available radiation beams, the procurement processes, and the 

design considerations based on the vacuum chambers for live measurements.  

 

5.2.1 Towards high density semiconductor device applications 

First, memory cells will need to be designed and manufactured for the purposes of this test. 

This can be done in collaboration with the University of Pretoria. It will be abosutely 

necessary in order to quantify the amount of protection this coating provides. Because this 

coating has never been used for these purposes (and in fact has never been used before), 

very little is known about it and its properties. In fact, all that is known about it so far is 

presented in this work. It is advisable  to use memory cells that are well understood. These 

memory cells will be irradiated with and without the coating and the level of protection will 

then be quantified. SRAM memory cells with feature size ranging between 45 nm and 90 nm 

will be used because, as seen in Chapter 1, they are the most affected by low energy 

protons. It will be necessary to delid these components for proton irradiation tests to ensure 

that their protective packaging does not stop protons before they get to the Silicon dye 

housing the memory cells. Components will be delided and coated with different thicknesses. 

Note that these can be coated by PLD because they are about 1.5 cm x 1.5 cm (typically, 
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PLD can uniformly coat up to about 2 cm x 2 cm, except for few set-ups capable of coating 

up to 10cm x 10 cm). Live tests will be conducted on the uncoated components according to 

the guidelines proposed by Schwank et al. (Schwank et al., 2013) and those in the JEDEC15 

standards for proton energies ranging from 0.1 MeV to 5 MeV. The coated components will 

then be tested under the same conditions. The results will be compared to determine the 

shielding capabilities of different thicknesses of the coating. 

 

5.2.2 Towards solar panel applications 

It will be necessary to have a solar panel made specifically for the purposes of the 

experiments so that its size can be effectively coated (commercial off the shelf solar panels 

are too large to be fully coated in the available PLD set up, which can coat up to 2 cm x 2 cm 

uniformly). This can also be done in collaboration with the University of Pretoria. 

Alternatively, arrangements will have to be made to have access to one of the few PLD set-

ups capable of coating larger surface areas. 

Only 3 MeV Protons (Flux between 1x1010 and 1x1013 protons/cm2), 1 MeV and 5 MeV 

electrons (Flux between 1x1013 and 1x1016 electrons/cm2) are necessary to test solar panels 

using the NRL method mentioned in Chapter 1 (Summers et. al., 1994; Summers et. al., 

1995; Summers et. al., 1997; Messenger et. al., 1997; Messenger et. al., 1999; Morton et. 

al., 1999). Pannels will be tested, some of which will be coated with different thicknesses. 

The uncoated panels will be used for a typical NRL test. The same test will be performed for 

each set of coated panels and the result will be compared to evaluate the shielding capability 

of each thinckess.  

As seen in Figure 4.14 of Chapter 4, this coating is not 100% transparent in the Visible, 

Ultraviolet and Near Infrared spectra. In addition, it may become less transparent as its 

thickness increases. For the purposes of this test, a trade off between thickness and 

transparency will have to be used to determine a useful thickness threshold. Alternatively, an 

optimisation of the coating to enhance transparency will be investigated.  

 

5.3 Recommendations   

Pulsed laser deposition is regarded as a laboratory deposition technique, mainly because of 

the size of the samples. This work shows that it is possible to have direct application using 

PLD as long as the desired application substrate is of the right size. A large variety of metals, 

oxides, ceramics and composites can be deposited on Integrated Circuits, Printed Circuit 

Boards, Solar Panels, enclosures, etc. for various applications. There need not be an 

industrial applicability for it to be useful on an industrial scale. It is recommended that PLD be 

                                                 
15

 https://www.jedec.org/news/pressreleases/jedec-publishes-new-test-standard-measure-effects-
proton-radiation-electronic-dev 
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considered more as an application technique, rather than just a laboratory technique. This 

will require additions to certain PLD vacuum chamber set ups, such as mechanisms to move 

substrates during deposition (rotation and translation), and the ability to alter the temperature 

of the entire chamber as opposed to the temperature of only the substrate. 

The coating synthesised in this work is very promising for space applications in the mitigation 

of radiation effects by low energy protons. It is recommended that this coating be further 

tested not only by simulations and in laboratory set ups, but also in space within an active 

mission. Two CubeSat missions have shown interest in testing this coating on board. These 

are ZACUBE-3 (3U) designed by CPUT/F‟SATI in South Africa, and AOBA-VELOX (2U) 

designed by Kyushu Institute of Technology in Japan.  

The coating needs to be further investigated and characterised to experimentally determine 

its shielding capabilities. Spectroscopic methods are necessary to investigate lateral versus 

transverse diffusion of temperature across the coating during irradiation. Thorough electrical 

and optical characterization and optimisation is required. It is recommended to collaborate 

with a solar cell manufacturer and with a manufacturer of high density semiconductor devices 

(SRAM memory cells for instance). This will ensure that the devices to be tested are suitable 

for the intended irradiation chambers and deposition chambers. It will also ensure that the 

devices to be tested are known well enough to accurately determine how much of the post 

coating observations can be in fact attributed to the coating. 
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