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ABSTRACT 

 

This dissertation presents the development of a quadrature phase shift keying (QPSK) 

demodulator for nanosatellites that complies with both the limited resources associated with 

nanosatellites as well as the flexibility and configurability required for a software defined radio 

(SDR) platform. This research project is a component of a bigger project, which is to develop a 

high-speed receiver for nanosatellites, and aims to provide a practical solution to the need for 

communication technologies that support emerging nanosatellite applications, such as Earth 

observation and communications. 

The development of the QPSK demodulator follows an all-digital implementation approach. The 

main reason for selecting this approach is to have a system that is flexible and reconfigurable to 

comply with the SDR requirements. Another reason for selecting this approach is to comply with 

the low noise system, low power consumption as well as the small size and weight requirements 

associated with nanosatellites. The QPSK demodulator is implemented on an IGLOO2 Field 

Programmable Gate Array (FPGA), due to its robustness to radiation and high-speed capability.  

Initially, the techniques used to design each subsystem of the QPSK demodulator are selected. 

Then, algorithms to digitally implement the designed subsystems are produced. Thereafter, the 

code for the digital QPSK demodulator is written and verified in Matlab first. The simulation of 

the Matlab-based QPSK demodulator performs satisfactorily. Subsequently, the code to 

implement the QPSK demodulator on an FPGA (IGLOO2) has been written in Libero, using 

VHSIC Hardware Description Language (VHDL). The resulting FPGA-based QPSK demodulator 

has been emulated in Libero (an integration and development environment (IDE) for Microsemi 

FPGAs) using a test-bench as well as other analysis tools. The test-bench results are visualized 

using Modelsim.  

The results show that the demodulator can support data rates up to 13.25 Mbps if 16 samples-

per-symbols are used, and up to 26.5 Mbps if 8 samples-per-symbols are used. It also has a 

very good bit-error-rate performance, which is simulated to be within a factor of 5 of the 

theoretical limit of QPSK modulation. Finally, the demodulator consumes less than 15 mW at the 

maximum operating speed. and has been coded to mitigate the effects of space radiation and 

noise contriution by the demodulator itself. 
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CHAPTER 1: 

INTRODUCTION 

1.1. Introduction  

The research project reported in this thesis is the design and implementation of a high data rate 

QPSK demodulator for nanosatellites. This project forms part of a broader project, which is the 

development of a high-speed transceiver for nanosatellites (CubeSats), capable of supporting 

fast down- and uplink communication, while complying with the limitation of resources 

associated with nanosatellites. Figure 1.1 below illustrates the communication up- and downlinks 

between the satellite and the ground station (Maral & Bousquet, 1998:3).  

ZACUBE-1

Rx / Tx

Ground Station at 

CPUT Bellville

F’SATI CubeSat in 

Orbit

Downlink 

data transfer

Uplink     

data transfer

Tx / R
x

 

Figure 1.1: An illustration of the up- and downlink between a satellite and a ground station 
 (adapted from Ippolito, 2008:9-27; Maral & Bousquet, 2009:163) 

The focus of this research will be on the uplink and, more specifically, on the digital modulator 

and demodulator highlighted in Figure 1.2 below, which gives a more technical representation of 

an Earth-to-space communication link. 
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Figure 1.2: Illustration of a communication link employing digital modulation  

This chapter gives the background to the research and states the research problem. Thereafter, 

it presents the research objectives, specifications, questions, delineation and significance.  
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1.2. Background 

1.2.1. Classification of satellites 

The journey of the satellite industry started in 1957 when the Soviets put the first man-made 

satellite into space. The satellite, named Spuknik-1, weighed 84 kg and its applications were 

limited to measuring the density and temperature of the upper atmosphere (Pratt et al., 2003:3). 

Since then, the rapid growth of the satellite industry has led to critical technology advancement 

in the space sector.  Satellites have since been used for various applications, including 

telecommunication, remote sensing, in-situ monitoring and science experiments (Maini & 

Agrawal, 2007:4; Mitra, 2008:7). For a long time, the high cost of satellite development 

prevented many entities from getting involved in the space industry, due to constrained budgets. 

In order to palliate the problem, extremely small satellites with limited capabilities started to be 

developed at significantly lower cost; they are classified as nanosatellites. Table 1.1 below lists 

existing categories of satellites. 

Table 1.1: Classification of satellites according to their mass  
(adapted from Stark et al., 2003:582; Royi, 2011:2) 

Satellite 

categories 
Mass (kg) 

Estimated orbit 

life span (years) 

Estimated Cost 

(£Millions) 

Large > 1000 >10  >100 

Small 500 – 1000 8 – 10 25-100 

Mini 100 – 500 5 – 8 7-25 

Micro 10 – 100 3 – 5 1-7 

Nano 1 – 10 1 – 3 0.1-1 

Pico < 1 1 – 2 <0.1 

1.2.2. Overview of CubeSats  

1.2.2.1. Form factor 

A CubeSat is a standard type of nanosatellite, which consists of one or more cubic units. A cubic 

unit, also known as a 1U, has a base of 10 cm x 10 cm and a height of 10 cm (Singarayar et al., 

2013:7). Many CubeSat form factors, such as two units (2U), three units (3U), six (6U)…etc., 

can be generated by combining cubic units (McNutt et al., 2009:2; 4). The CubeSat standard 

was developed in 1999 by Prof. Jordi Puig-Suari from the California Polytechnic State University 

(Cal Poly) and Prof. Bob Twiggs from Stanford University, which means that CubeSats have 

only been around for just over two decades (Lenz et al., 2002; Manukata, 2009:5). Figure 1.3 

gives 3-dimensional illustrations of a (a) 1U and (b) 3U CubeSat.. 
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(a)  

 

(b)  

Figure 1.3: Drawings of a (a) 1U and (b) 3U CubeSat (from Lan et al., 2007:4; Munaka, 2009:21) 

Each unit has a maximum mass of 1.33 kg (Carnahan, 2013:3). Due to very small aperture area, 

solar panels only capture a limited amount of solar energy, which limits the available power to a 

few watts (Calcutt & Tetley, 1994:185). Table 1.2 summarises the characteristics of three basic 

units of CubeSats.  

Table 1.2: CubeSat dimensions, mass and estimated available power  
(from Calcutt & Tetley, 1994:185; Carnahan, 2013:3; Singarayar et al., 2013:7)  

CubeSat  

form factor 

Base  

 [cm] 

Standard  

height  

[cm] 

Max height  

[cm] 

Standard 

 weight  

[kg] 

Maximum 

 weight  

[kg] 

Estimated 

Power available 

(per orbit cycle) 

[W] 

One unit (1U) 10x10 10 11.3 1 1.33 3 

Two unit (2U) 10x10 20 22.7 2 2.70 5 

Three unit (3U) 10x10 30 34.0 3 3.90 8 

1.2.2.2. Evolution of CubeSat missions 

The main aim of CubeSats was originally to enable academic institutions to get participate in 

space programmes with relatively low budgets (Selva & Krejci, 2011:52). The idea was quickly 
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adopted by many universities across the globe, and also gained interest from bigger satellite 

developers. By 2009, more than 100 groups around the world were involved in CubeSat 

development programmes, including the French-South African Institute of Technology (F’SATI) 

at the Cape Peninsula University of Technology (CPUT) (Manukata, 2009:5). To date (2017), 

more than 700 CubeSats have been developed and launched. Figure 1.4 displays the number of 

CubeSats launched per year since 2000 up to 2017. 

 

Figure 1.4: All CubeSats launched from 2000 to 2017 (adapted from Stwartwout, 2017) 

Initially, CubeSats were developed for basic applications, such as low quality Earth imaging, 

carrying small science experiments, testing basic communication capabilities, or testing the 

space reliability of newly designed components . These applications could be achieved with the 

basic technology available at the time.  

However, CubeSat developers now want to provide with their nanosatellites, applications such 

as high-quality Earth observation (Selva & Krejci, 2011:52), in-situ monitoring (Singarayar et al., 

2013), instant point-to-point communication, reprogrammable computing and space weather 

monitoring. These applications drive the requirement for new and advanced nanosatellite 

technologies, such as in communications, computing, control, power and imaging, and would not 

be supported by the low-speed communication techniques originally used (Hart, 2000:2).   

1.2.3. Overview of the F’SATI/CPUT nanosatellite program 

The French-South African Institute of Technology (F’SATI) at the Cape Peninsula University of 

Technology (CPUT) introduced a satellite systems engineering programme in 2008, which 

involves a CubeSat development programme. The global objective of the programme is to 

develop human capacity, to grow and sustain satellite and space engineering in South Africa 
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first, and in Africa at large (van Zyl, 2011). The programme offers a platform to graduate 

students to enhance their knowledge of space science, and to work on space technology 

projects. The programme started with the development of a 1U CubeSat. The design and 

development of the various subsystems of these CubeSats constitute many postgraduate 

research projects at CPUT. 

On 21 November 2013, F’SATI/CPUT launched their first CubeSat, a 1U CubeSat named 

ZACUBE-1 and shown in Figure 1.5. Currently, F’SATI is developing a more advanced 3U 

CubeSat named ZACUBE-2. Figure 1.5 below shows the two satellites.  

 

 
 

(a) (b) 

Figure 1.5: (a) Photo of ZACUBE-1 before launch and (b) 3D rendering of ZACUBE-2 

1.3. Problem statement and proposed solution 

1.3.1. Research problem 

As mentioned earlier, CubeSats had initially been used for basic applications that generally did 

not require high-speed communications, for both up- and downlinks. Consequently, low data rate 

communication modulation techniques, such as AFSK, GMSK and BPSK, and supporting data 

rates lower than 0.5 Mbps, were suitable.  

Therefore, there is a pressing need to investigate and implement communication techniques that 

enable higher communication speeds, while complying with the limited resources available 

onboard CubeSats. 
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1.3.2. Proposed solution to the problem 

As an attempt to meeting the existing requirement for high-speed communication links, F’SATI 

has initiated research on this matter. The quadrature phase shift keying (QPSK) modulation 

scheme was identified as one of the most suitable techniques for the desired high-speed 

communication links for nanosatellites. The support of this choice is presented in Chapter 2. 

Consequently, F’SATI has recently developed a high data rate transmitter for nanosatellite 

downlinks, using the QPSK modulation scheme. This S-band transmitter can achieve data rates 

of up to 10 Mbps (Jooste et al., 2014:2). It is being flown on various missions from different 

groups across the world, such as UKube-1, the United Kingdom’s first CubeSat currently in orbit.  

This radio clearly supports the current requirements for high-speed downlinks. However, since 

high-speed uplink communication is also required, F’SATI is currently aiming to develop a high 

data rate receiver for nanosatellites uplinks, based on the QPSK modulation scheme to 

complement the existing S-band transmitter. The high data rate QPSK demodulator developed 

through this project and presented in this thesis is a major component of the high data rate 

receiver. 

1.4. Research objectives 

The objectives of this research project are to: 

 design and implement a digital demodulator based on the QPSK modulation scheme, 

which can support high data rate communications as specified in Section 1.5; 

 ensure that the developed QPSK demodulator complies with the limited resources 

associated with nanosatellites;  

 understand the technical difference between digital modulation schemes and be able to 

support the selection of one for a given application; 

 investigate which implementation approach  (an all-analog, all-digital or hybrid of both) 

would be the most adequate to implement the desired QPSK demodulator; 

 identify, for each subsystem of the QPSK demodulator, existing techniques used to 

implement the subsystem, and then select the one that would be most suitable to 

accomplish the expected task while complying with the constraints set; 

 investigate possible means of mitigating or minimising the space radiation effects on the 

resulted system at design and development level; and to 
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 attempt to be creative through the design and development of the various subsystems in 

order to be able to either come up with a novel implementation technique of a subsystem 

or produce a novel overall system output. 

1.5. Performance specification 

The performance specification of the QPSK demodulator is summarised as follows: 

 support data rates up to 10 Mbps; 

 operate within available amateur VHF-, UHF-, L-, S-, C-, or X-bands; 

 comply with the PC104 standard; have DC power consumption less than 100 mW; 

 be flexible and re-configurable for the purpose of software-defined-radio (SDR); 

 present some level of robustness against space radiation; and the 

 implementation must be of good quality in the sense that the simulated BER shoud be 

within a factor of 10 of the theoretical limit (BERsimulated ≤ 10 ×BERtheoretical ). 

1.6. Research questions 

The following questions will be guidelines for this research:  

1. What are the constraints involved in the design of a communication system for 

nanosatellites? 

2. What are the criteria involved in comparing various digital modulation techniques for 

nanosatellite communication links? 

3. What is the relation between the spectrum-band used and the maximum achievable data 

rate for a QPSK signal? 

4. What are the performance parameters of a digital demodulator? 

5. What are the criteria for comparing implementation methods of a specific modulation 

scheme to be used for nanosatellite communication? 

6. How can space radiation effects on an electronic system be mitigated at system design 

and development levels? 

1.7. Research delineation 

The following delimitations have been set for this project: 

 only one approach (component-based, software-based or hybrid) will be implemented for 

the practical product; the comparison will be done in terms of a literature study; 
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 given that the all-digital implenetation has been performed, and due to difficulties 

encountered in produring suitable hardware for this application, the QPSK demodulator 

has been validated through emulation in an integration and development environment 

(IDE) of FPGAs (in this case, Libero for the case of Microsemi FPGAs), which according 

to experts, is accepted as a reliable validation tool (Blanchard, 2017; Booysen, 2017);  

 the research here will be limited to the reproduction of the transmitted data-stream, using 

the incoming IF pass-band signals, and no down-conversion or data decoding, which 

include error correction, will be implemented. 

1.8. Significance of the research 

From the human capacity development perspective, the significance of this research project, in 

line with the vision of F’SATI and CPUT, is to have introduced and developed one more African 

student for the space industry in general and nanosatellites in particular; these are high 

technology industries. From the technical perspective, the significance of this research project is 

to make available to the community of nanosatellites developers, a receiver that supports high 

data rate communications up to 10 Mbps. This is an important contribution to the nanosatellite 

industry for a few reasons. The first reason is that CubeSat developers, such as Planet-Labs 

and Spire-Inc, who currently have advanced communication technologies, do not make their 

products available to the community (Planet Labs, 2017; Spire, 2017). The second reason is that 

of all the nanosatellites communication products available to date, no CubeSat receiver can 

support uplink communications beyond 5 Mbps (Clyde-Space, 2017; F’SATI, 2017; Gomspace, 

2017; ISIS, 2017; Syrlinks, 2017; Tethers Unlimited, 2017). Note that, making such a high speed 

receiver available to the nanosatellite community, will allow nanosatellite developers to establish 

both high-speed uplink and high-speed inter-satellites communications, with their nanosatellites. 

This will subsequently, make it possible to achieve with nanosatellites, desired applications, 

such as in-situ monitoring, instant point-to-point communication, space weather monitoring and 

high-quality Earth observation; which require instant transfert of large amount of data. 

1.9. Research methodology 

The research methodology and plan is summarised in chronological order as follows: 

1) The performance of various modulation schemes is investigated and the choice of the 

QPSK scheme motivated; QPSK modulation and demodulation processes are then 

investigated in further detail. 
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2) Assess and compare the merits of all-analog, all-digital and hybrid implementations of 

QPSK demodulators. 

3) Design various subsystems of the QPSK demodulator based on both the literature review 

and the technical specifications set, and generate algorithms for the all-digital 

implementation of each subsystem.  

4) Do a primary implementation of the designed digital subsystems in Matlab and simulate 

the digital QPSK demodulator. 

5) Write VHDL code to implement the designed digital subsystems on an FPGA and test the 

FPGA-based QPSK demodulator.  

1.10. Structure of the thesis 

Chapter 1 gives an introduction and background to the research done. It presents the research 

problem, objectives, significance as well as the research questions. 

Chapter 2 compares various digital modulation schemes and support the choice of the QPSK 

technique for this application. 

Chapter 3 presents the implementation of the QPSK modulation, which includes the generation 

of the QPSK signal that will be used to test the digital QPSK demodulator under design. 

Chapter 4 discusses the design of the QPSK demodulator. It compares the merits of all-analog, 

all-digital and hybrid implementations of QPSK demodulators. It  describes the design 

techniques and design process of each subsystem of the QPSK demodulator. It presents the 

technical design of each subsystem and gives the algorithms developed to digitally implement 

these designed subsystems. 

Chapter 5 presents the Matlab implementation of the designed QPSK demodulator as well as all 

the simulation results obtained. 

Chapter 6 discusses the implementation on FPGA of the designed digital QPSK demodulator. It 

presents the selection of the FPGA chip, the VHDL coding, the emulation of the resulting FPGA-

based QPSK demodulator as well as the analysis of the obtained results. 

Chapter 7 concludes this thesis and presents possible recommendations. It establishes a link 

between the project objectives set and the results achieved. 
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CHAPTER 2: 

OVERVIEW OF DIGITAL MODULATION SCHEMES WITH FOCUS  

ON THE QPSK TECHNIQUE  

2.1. Introduction 

Digital passband communication includes digital modulation at the transmitter and digital 

demodulation at the receiver. Modulation encompases baseband modulation followed by 

passband modulation; demodulation comprises passband demodulation followed by baseband 

demodulation. A schematic of a typical digital communications system is shown in Figure 2.1. 
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Figure 2.1: Digital communication system (adapted from Sklar, 2008:55; Booysen, 2009:3) 

An electric waveform is a sinusoidal signal generally expressed in terms of its amplitude (A), 

frequency (f) and phase (θ) as (Kapadia, 2012:30): 

 )cos()( θftAtg  2π  (2.1) 

Digital passband modulation involves shifting (varying) the amplitude, frequency or phase of an 

electric wave, using a stream of digital baseband waveform (Sklar, 2008: 169; 174). The three 

basic modulation families include amplitude shift keying (ASK), frequency shift keying (FSK) and 

phase shift keying (PSK) (Memon et al., nd:2). There also exist hybrids of these, such as 

quadrature-amplitude modulation (QAM) (Zafar & Farooq, 2008:65). 

Digital modulation provides improved security and flexibility (Mishra et al., 2010:1; Thede, 

1996:199); however, it is generally associated with two main issues, namely, channel bandwidth 

limitation and available power limitation (Pasupathy, 1979:14; Vertat & Mraz, 2013:389). In some 

applications, the bandwidth limitation is the biggest constraint, and in others, the power limitation 

is the biggest constraint. In order to attempt to resolve this problem at design level, it is 

necessary to choose the digital modulation technique that is the most suitable for the given 

application. 
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In this chapter, the classification of digital modulation schemes is discussed, followed by the 

performance parameters of these modulation schemes. Thereafter, the modulation schemes are 

compared and the selection of the QPSK for this application motivated. Finally, the QPSK 

modulation scheme (modulation and demodulation processes) is presented. 

2.2. Classification of digital modulation schemes 

The ASK, FSK and PSK schemes mentioned above are different families of digital modulation, 

and are illustrated in Figure 2.2 for a random bit stream.  

+1 +1 +1-1 -1 -1

ASK

FSK

PSK

Bit stream

 

Figure 2.2: A basic illustration of the ASK, FSK and PSK modulation  
(From Ippolito, 2008:356) 

Digital modulation schemes can be classified in two categories, namely coherent detection and 

non-coherent detection schemes. In coherent detection techniques, the local carrier(s) at the 

receiver requires the same phase and frequency as the received carrier in order to demodulate 

the passband signal (Mitra, 2008:81). In non-coherent detection techniques, the receiver does 

not need to have knowledge of the incoming carrier parameters. Instead, it uses a set of defined 

local carriers. Non-coherent detection techniques, therefore, do not require carrier recovery 

systems (CRS), resulting in less complex implementations (Pursley, 2005:418).  On the other 

hand, coherent detection techniques present improved power efficiencies compared to 

incoherent detection techniques, but require a carrier recovery system, and are therefore, more 

complex to implement (Sklar, 2008:171).  

Modulation techniques with two symbols (M = 2) are binary (B) and they include the BPSK, 

BASK and BFSK modulation techniques.  Alternatively, when the number of symbols exceeds 

two (M_>_2), the result is a series of M-ary modulations. For PSK, there are coherent MPSKs, 

which include QPSK, 8PSK, 16PS, and so on, as well as non-coherent MPSKs, known as M-ary 

differential PSKs (MDPSK) (Tao, 2013:46). Similarly, for FSK, there are coherent and non-

coherent MFSKs. The minimum shift keying (MSK) and quadrature amplitude modulation (QAM) 
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are two examples of hybrid modulation schemes, and are all coherent detection techniques 

(Hranac, 2001:7-9). Figure 2.3 summarises the families of the digital modulation schemes. 

Digital Modulation Schemes

M-ary Differential PSKBPSK

BASK
BFSK

M-ary ASK Non-Coherent M-ary ASKNon-Coherent ASK

MSK & GMSK

Non-CoherentCoherent
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M-ary FSK

M-ary PASK (eg:QAM)

M-ary PSK (eg: QPSK)

Non-Coherent FSK

Differential PSK

Non-Coherent M-ary FSK

 

Figure 2.3: Classification of digital modulation techniques (from Sreekanth, 2003:42) 

The selection of the digital modulation scheme for a given application is a very important step in 

the communication system design, as it helps resolve at design level the challenges of available 

power and bandwidth limitations encountered in the digital communication environment.  

2.3. Performance parameters of digital modulation schemes 

The parameters generally used to compare various modulation schemes and the selection of a 

partilcular scheme, include (Pasupathy, 1979:14; Webber & Dahnoun, 1996:10; Vertat & Mraz, 

2013:389): 

 spectral efficiency;  

 power efficiency;  

 complexity of implementation; and  

 type of communication channel.  

Each of these parameters are discussed in further detail in the following sections. 

2.3.1. Spectral efficiency  

The spectral efficiency is used to evaluate how efficiently a modulation scheme can use the 

available bandwidth to allow successful transmission of signals through the communication 

system at the desired data rate (Pasupathy, 1979:14). Essentially, it tells us how much 

bandwidth a given modulation scheme will use to transmit a signal at a certain data rate (Mulally 

& Lefevre, nd:1). In order to determine the spectral efficiency of a modulation scheme, the 

following parameters must be understood:  

 data and symbol rate; 
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 theoretical signal bandwidth; 

 pulse shaping; and  

 practical signal bandwidth. 

2.3.1.1. Data and symbol rate 

The data rate or bit rate (Rb), is the rate at which bits are being transmitted through the 

communication system; it is expressed in bits-per-second (bps) . Consequently, the time used to 

transmit “one bit” is called bit period (Tb ) or bit length. 

A symbol in digital communication is the signaling element that is transmitted through the 

communication medium (Fitton, 2012:4). A symbol is a combination of a number of bits (n). The 

number of symbols for a modulation scheme is given by M = 2n; that is, n = log2(M). MPSK, 

MFSK, and MASK…etc. denote the PSKs, FSKs and ASKs modulation techniques where the 

number of possible symbols is M = 2n.  

The symbol rate describes the rate at which signaling elements are transmitted through the 

communication link (Forouzan, 2007:142; 143). It is often denoted (Rs), and is related to the 

desired data rate (Rb) by the number of bits in a symbol (n) as: 

 
)(2

d
s

Mlog

R
R   [symbols-per-second (sps)] (2.2) 

2.3.1.2. Theoretical signal bandwidth 

The spectral usage of a signal can be described as the frequency band occupied by the 

modulated signal across a defined carrier (Forouzan, 2007:69).  It is determined from the symbol 

rate (Rs), which is the inverse of the symbol period (Ts). The frequency spectrum of a rectangular 

pulse is presented in Figure 2.4. 
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Null-to-Null 

Bandwidth

f

ATs

+Ts/2-Ts/2

A

Amplitude

t

Symbol 

period (Ts)  

Figure 2.4: Time and frequency domain representation of a square pulse  
(from Proakis, 1995:207; Lathi & Ding, 2010:78) 
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The bulk of the signal power is confined within the main lobe; consequently, the null-bandwidth 

and the null-to-null-bandwidth are the theoretical bandwidths for single-side-band (SSB) and 

double-side-band (DSB) signals, respectively (Torlak, 2013:12): 

 
Btheoretical = Rs [Hz]   (for SSB signals) 

  Btheoretical = 2Rs [Hz]   (for DSB signals) 
(2.3) 

Two major problems often make the usage of square pulses difficult: 

 the spectrum of the ideal square pulse extends to infinity with side lobes; and  

 in some applications, the null-to-null-bandwidth is greater than the available 

bandwidth.  

To resolve these problems and ensure that the signal’s bandwidth is reduced to an allowable 

range, filtering of the square pulse is often performed and is referred to as pulse shaping. A 

raised-cosine-filter is the most commonly used for this purpose (Micheli, nd:28). 

2.3.1.3. Pulse shaping filtering 

Raised-cosine-filtering (RCF) is a pulse shaping technique used to reduce the bandwidth 

occupied by square pulses (Fitton, 2012:8). Here, bits are manipulated by a non-rectangular 

pulse shape defined by the impulse response hRC(t) of the RCF (Gentile, 2002:52).  

The RCF uses Nyquist’s principle, which states that when a signal is transmitted with a symbol 

rate Rs, it must have a minimum SSB bandwidth B0 =0.5Rs (Hz) in order to be detected with 

minimum error at the receiver. Therefore, using a roll-off factor (α), the RCF defines the SSB 

bandwidth of the transmitted signal (BT) between a minimum (B0) and a maximum (Rs) (Wong & 

Lok, 2014:4.6). The roll-off factor (α) can take any value from 0 to 1, and sets the link between 

the Nyquist’s bandwidth (B0) and the desired SSB transmission bandwidth (BT) as 

 
s

s

0

0

R

R - B

B

B - B TT 2
  (2.4) 

The frequency response HRC(f) and the impulse response hRC(t) of the RCF can be expressed in 

terms of α and B0 as (Sklar, 2008:139-140; Haykin, 2014:454): 
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Both the frequency and impulse responses of the RCF are illustrated in Figure 2.5 for various 

values of α. 
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Figure 2.5: Time and frequency responses of a raised cosine filter for three values of the roll-off 

factor α (from Gentile, 2007:3;4) 

2.3.1.4. Practical signal bandwidth 

Pulse-shaping allows for a more practical expression of the transmitted signal bandwidth; in 

baseband transmission, the bandwidth (BT-BB) of the transmitted pulses can be expressed in 

terms of the roll-off factor (α) and the desired data rate (Rb = Rs) as (Simon, 2001:223): 

 sBB-T RαB )1(5.0     [Hz]  (2.7) 

In pass-band transmission, the expression of the bandwidth of the transmitted signal will depend 

on the type of modulation used. For modulation schemes that produce a single-side-band 

modulated signal, the signal bandwidth (BT-SSB) can be expressed in terms of the symbol rate 

(RS), the data rate (Rd) and the number of symbols (M) as: 
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Also, for modulation schemes such as PSK and ASK, where the modulated signal is a double-

side-band (DSB) signal, the signal bandwidth (BT-DSB
 
) can be expressed as (Tao, 2013:72): 

 
)(

)1()1(
2 Mlog

R
αRαB d

sDSB-T            [Hz] (2.9) 

In band-limited applications where high data rates are required, α is generally chosen between 

0.3 and 0.5 in order to reduce signal bandwidth usage to significantly less than Rs for SSB 

signals and 2Rs  for DSB signals.  

FSK modulation schemes present a different expression for the bandwidth (BT-FSK) of the 

modulated signal. The minimum acceptable bandwidth can be expressed as a function of the 

symbol rate (Rs), the desired data rate (Rd) and the number of symbols of the modulation 

scheme (M) as (Sackey, 2006:38-43): 

 
)(22

1
(coherent)

2
dsFSK-T

Mlog

M
RRMB   [Hz]  (for Coherent FSK)

)(
nt)(noncohere

2
dsFSK-T

Mlog

M
RRMB          [Hz]  (for non-Coherent FSK) 

(2.10) 

2.3.1.5. Bandwidth efficiency 

Using all the parameters presented above, the bandwidth efficiency can be described as the 

ratio of the data rate (Rd) of transmission to the bandwidth of the transmitted signal (BT), 

expressed in bits/s/Hz (Pasupathy, 1979:14):  

 
T

d
eff

B

R
BW      [bits/s/Hz] (2.11) 

Bandwidth efficiency informs the designer how much bandwidth is used to transmit a signal at a 

certain data rate, using a given modulation scheme (Edward & David: 1994:223). 

Applying equations (2.8), (2.9), (2.10) and (2.11), the bandwidth efficiency for modulation 

schemes that produce SSB and DSB signals is given in terms of the roll-off factor (α), the 

number of symbols (M) and the desired data rate (Rd) as: 
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Mlog
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The bandwidth efficiency will be a maximum with α = 0. However, α = 0 is not often used 

because it leads to an infinite impulse response of the RCF, which cannot be implemented 

practically.  

Finally, for FSK modulation, the bandwidth efficiency can be expressed in terms of the number 

of symbols (M) from equations (2.10) and (2.11) as: 

 
M

Mlog
BW

)(2 2
eff  )coherentFSK(    [bits/s/Hz]  

M

Mlog
BW

)(2
eff  )tnoncoherenFSK(    [bits/s/Hz] 

(2.13) 

These expressions represent the maximum possible bandwidth efficiency that can be achieved 

with an FSK modulation scheme with M possible symbols. 

Table 2.1 and Table 2.2 summarise the maximum achievable bandwidth efficiency of various 

FSK and PSK modulation schemes for a desired data rate Rd . 

Table 2.1: Bandwidth efficiency of various coherent and non-coherent MFSK modulation schemes 

Example of modulation scheme Coherent FSK Non-coherent FSK 

MSK BFSK 8FSK 16FSK BFSK 4FSK 16FSK 

Number of symbols (M) 4 2 8 16 2 8 16 

Modulation index (log2(M)) 2 1 3 4 1 3 4 

Minimum signal bandwidth 

(BWFSK), i.e. α=0. 

1/2Rd Rd 4/3 Rd 2 Rd 2 Rd 8/3 Rd 4 Rd 

Maximum bandwidth efficiency 

(BWeff) 

2 1 3/4 1/2 1/2 3/8 1/4 

 

Table 2.2: Bandwidth efficiency of coherent MPSK modulation schemes 

Example of modulation scheme BPSK QPSK 8PSK 16PSK 64PSK 

Number of symbols (M) 2 4 8 16 64 

Modulation index (log2(M)) 1 2 3 4 6 

Minimum signal bandwidth (BWDSB), i.e. α=0.  Rd 1/2 Rd 1/3 Rd 1/4 Rd 1/6 Rd 

Maximum bandwidth efficiency (BWeff (DSB)) 1 2 3 4 6 
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2.3.2. RF power efficiency (or BER performance) 

RF power efficiency is the ability of a modulation technique to preserve fidelity (good BER) of the 

communication link even at low RF power; hence, a low SNR (Torlak, 2013:3). RF power 

efficiency of a modulation scheme is observed through the probability of bit error (Pb) or bit-error-

rate (BER) of that modulation technique, for a given value of Eb/No, and hence, a given SNR 

(Mulally & Lefevre, nd:3). This parameter is, therefore, used to compare modulation schemes in 

terms of error performance. 

In order to determine the probability of bit error (Pb) of a modulation scheme, the following 

parameters must be understood: 

 signal power (S) the noise power (N); 

 signal-to-noise ratio (SNR);  

 symbol energy (Es), bit energy (Eb) and noise power spectral density (No); 

 Es/No and Eb/No ratios; and 

 probability of symbol error (Ps) and probability of bit error (Pb). 

2.3.2.1. Signal power and noise power 

The signal power (S) here refers to the average power of the modulated signal that is 

transmitted through the communication medium (Sklar, 2008:224).  

The noise power (N) here refers to the average power of the impairment (noise) through the 

communication path (Tipper, 2015:2). It includes the noise from both the transmission medium 

and the components of the receiver up to the detection point (Forouzan, 2007:84; Ippolito, 

2008:61). 

2.3.2.2. Signal-to-noise ratio 

As the name indicates, the signal-to-noise ratio (SNR) is a parameter that describes the power 

level of the transmitted signal (S) relative to the noise power (N) in the communication medium 

(Hranac & Currivan, 2006:1). It is expressed as: 

 SNR = 10log(S/N)   [dB] (2.14) 

It describes how clear the signal level is relative to the noise level. Its digital equivalence is the 

Eb/No (energy per bit to noise) ratio. 



19 
 

2.3.2.3. Symbol period 

The symbol period (Ts) is the time taken to transmit a complete symbol (or signaling element) 

through the communication medium; it is the inverse of symbol rate (Rs). For a modulation 

scheme with M symbols, and transmission data rate (Rd); Ts is: 

 
d
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)(1

R

Mlog

R
T      [second] (2.15) 

2.3.2.4. Symbol energy (Es) and bit energy (Eb): 

The symbol energy is the energy of the transmitted signal element, and is the product of the 

signal average power (S) and the symbol period (Ts).  

The bit energy is the energy contained in the bits used to modulate the carrier signal. It is 

evaluated by dividing the symbol energy by the number of bits per a symbol (log2(M)): 

 Es = S×Ts              [Joule] (2.16) 
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(2.17) 

2.3.2.5. Noise power spectral density (No) 

The noise power spectral density (No) can be described as the distribution of the average noise 

power (N) over the transmission bandwidth (BT) (Sklar, 2008:117) as: 

 No= N / BT   [Watt-per-Hertz] (2.18) 

2.3.2.6. Es/No and Eb/No ratios 

The Es/No ratio is the ratio of the symbol energy to the noise power spectral density and is used 

to estimate the probability of symbol error (Ps) for a given modulation scheme (Tao, 2013:48). 

Using equation (2.16) and (2.18) above, the Es/No can be expressed in terms of the S/N ratio as: 
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The product (BTTs) is known as the “time-bandwidth-product”. 
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The Eb/No ratio is a figure of merit of digital modulation, which helps to determine the bit-error-

rate of a modulation scheme (Selva & Krejci, 2011:54). It is obtained from the S/N ratio, and is 

often called signal-to-noise per bit (Tipper, 2015:14). For a given value of SNR, the Eb/No will be 

different from one modulation scheme to another, and therefore constitutes a good platform to 

compare the power efficiency of various modulation schemes. The relationship between the 

Eb/No ratio and the S/N ratio can be derived in terms the signal bandwidth (BT), symbol period 

(Ts) and the number of symbols of the modulation scheme (M) as (Forouzan, 2007:226): 
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Using the expressions of the signal bandwidth (BT) presented in equations (2.8), (2.9) and 

(2.10), for SSB, DSB and FSKs signals respectively, and knowing the modulation scheme used, 

the Eb/No ratio can be expressed in terms of the S/N ratio and the pulse shaping factor (α). This 

equation can be rewritten in decibel as: 
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Note that, generally, BT (Hz) < Rs (Hz), which means that Eb/No (dB) < SNR(dB). 

2.3.2.7. Symbol error rate (SER) 

The probability of symbol error (Ps) is a performance parameter of a digital communication 

system, which describes the probability of making a symbol error during signal detection at the 

receiver. It is a function of the Es/No, which in turn depends on the defined S/N ratio and the 

modulation scheme used. 

For M-ary phase shift keying (MPSK), the probability of symbol error (Ps) can be approximated 

using the Es/No  ratio as (Sklar, 2008:232; Glover & Grant, 1998:389): 
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For the M-ary frequency shift keying (MFSK) modulations, which use coherent detection, the 

probability of symbol error (Ps) can be approximated using the Es/No ratio as (Sklar, 2008:232): 
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The main reason why the probability of error is often calculated is to identify which modulation 

scheme yields the minimum bit errors for a given S/N ratio. Therefore, the symbol-error-rate 

(SER) does not really reflect the rate at which bit errors occur, since one bit error in the symbol 

causes a symbol error even if all other bits are correct. A more appropriate parameter called 

probability of bit errors (Pb), or bit-error-rate (BER), is often used. 

2.3.2.8. Bit error rate (BER) 

The bit-error-rate (BER) or probability of bit error (Pb) describes the probability of receiving an 

incorrect bit at the receiver (Mulally & Lefevre, nd:3). The BER depends on the Eb/No ratio, the 

type of bit-to-symbol assignment (or bit-mapping) used for modulation, as well as the type of 

modulation (amplitude, frequency or phase) used (Glover & Grant, 1998:389). For M > 2, the 

BER can be estimated from SER and the link between the two depends on the type of 

modulation and the type of bit-to-symbol-assignment used during the modulation. The Gray code 

mapping is the most used of all bit-mapping as it minimises the chances of having many bit 

errors from one symbol error (Zafar & Farooq, 2008:64). When using the Gray code bit-mapping, 

the relation between the Pb and Ps can be approximated for MPSK and coherent MFSK 

modulations as (Glover & Grant, 1998:390; Pursley, 2005:379): 
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2.3.2.9. Summary 

In summary, power efficiency is a very important parameter as it allows the designer to know 

which modulation schemes will be more suitable in power-limited applications. The most power 

efficient of two modulation schemes is the one that provides a lower BER from a given value of 

S/N or Eb/No. 
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2.3.3. System complexity 

The complexity here refers to the level of difficulty and expertise involved in the implementation 

of a given modulation scheme. It also includes practical parameters, such as the size of the 

resulting system and the power consumption. Some modulation schemes may exhibit good 

spectral and power efficiencies, but being too complex to implement may convince the designer 

to  consider an alternative technique that is less complex to implement (Haykin, 2000:419). 

2.3.4. Communication medium 

The communication medium, or channel, plays an important role in selecting a modulation 

scheme. The different types of communication mediums that exist in free-space communication 

include:  

 multi-path fading channel; and  

 non-fading channel 

Different channels affect the transmitted signal differently; some making the reconstruction of the 

signal more complex than others. As a result, certain modulation schemes are not suitable to 

use in certain channels because the channel will affect the transmitted modulated signal in such 

a way that could make its demodulation unpractical. For example, coherent modulations are 

generally avoided in multi-path fading channels (Sklar, 2008:541). Therefore, it is necessary to 

consider the type of communication channel when selecting the digital modulation scheme for an 

application in order to ensure that the selected modulation scheme will be able to preserve the 

fidelity of the communication system (Hranac & Currivan, 2006:1).  

2.3.5. Summary 

The spectral efficiency and BER performance are the main parameters used to compare digital 

modulation schemes for a specific application. The selection of a suitable modulation scheme for 

a given application remains an important trade-off process between spectral efficiency, power 

efficiency, and complexity. 

2.4. Comparison of digital modulations schemes  

The selection of a modulation scheme depends on how well it meets the requirements of the 

application of interest in terms of the performance parameters discussed above. 
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2.4.1. Application of interest 

The communication system required in this work is for nanosatellite space-to-earth 

communication links (both uplinks and downlinks) in the amateur frequency bands. The major 

constraints that drive the implementation of the desired communication systems can be describe 

as follows:  

1. Nanosatellites in general and CubeSats in particular have extremely limited resources, 

such as available size, weight and power (SWaP). The limitation of size also 

necessitates the use of electrically small antennas with relatively low gain. Consequently, 

the signal-to-noise ratio of the signal at the receiver will be limited. This means that in 

order to achieve a good BER through the link, a modulation scheme that exhibits a 

relatively good BER performance even at modest SNR levels should be used.  

2. The amateur frequency bands to be used are limited in terms of bandwidth; whereas 

relatively high data rates are aimed to be achieved through this communication system. 

Therefore, there is a need to use modulation schemes that exhibit good bandwidth 

efficiency in order to achieve the desired high data rate.  

3. Limited level of complexity is required, which generally reduces the DC power 

consumption compared to more complex systems architectures. 

4. The communication medium is noisy but not fading, and therefore, both coherent and 

non-coherent modulation could be utilised for the link. 

The selection of the most suitable modulation technique for this application will now be covered, 

considering the constraints of the application as defined above.  

2.4.2. General remarks on non-coherent detection and amplitude shift keying modulation 

schemes 

Non-coherent detection techniques do not require timing knowledge of the incoming carrier and 

result in poorer power efficiency than coherent detection techniques. They consequently exhibit  

an increased bit-error-rate (Sklar, 2008:171). They are of great interest in applications where the 

channel distorts the signal severely, such as multi-path fading channels. Most satellites 

communicate with the ground station via a direct link through free space (Ippolito, 2008:204). 

Although the space environment is quite noisy and attenuates the signal considerably, it is not 

seen as a fading channel when used for direct link. For this reason, coherent detection 

modulation is preferred (Webber & Dahnoun, 1996:12; Fitton, 2012:22).  
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In the ASK, the information is carried in the amplitude of the carrier signal.  This leads to a signal 

that has a non-constant envelop and that is very susceptible to noise (Deng et al., 2006: 2577; 

Fitton, 2012:5). Because the space-to-earth medium is quite noisy, ASK modulation techniques 

are not suitable for wireless and satellite applications (Mishra et al., 2010:553; Webber & 

Dahnoun, 1996:11). For this reason, the choice narrows to coherent FSK and PSK modulations, 

and possibly a form of CPM called MSK modulation. 

2.4.3. Comparison of coherent PSKs and FSKs 

2.4.3.1. Spectral efficiency  

Table 2.2 revealed that higher order PSK modulation schemes present better spectral 

efficiencies; that is, QPSK has a higher spectral efficiency than BPSK, but lower than the 8PSK 

and 16PSK. MPSK and MQAM are spectrally efficient modulation schemes (Vertat & Mraz, 

2013:389). Table 2.1 showed that coherent MFSKs present poor spectral efficiencies, and that 

the efficiency deteriorates with higher values of M.  This means that binary BFSK has a higher 

bandwidth efficiency than 4FSK and 8FSK. The two tables show that coherent BFSK has the 

best spectral efficiency of all coherent MFSK, but its spectral efficiency is similar to that of the 

BPSK, and hence, smaller than that of the QPSK and higher order MPSK schemes. However, 

there is a special type of coherent FSK, called the minimum shift keying (MSK), which presents 

the best spectral efficiency of all FSKs and has characteristics similar to QPSK. Figure 2.6 

shows the power spectral density of the BPSK, MSK, and QPSK schemes.  
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Figure 2.6: Power spectral density of MSK, BPSK, and QPSK  
(From Ke-Lin & Swamy, 2010:214; Torlak, 2013:3) 
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2.4.3.2. Bit-error-rate 

Figure 2.7 (a) shows that for MPSK modulation schemes, the higher the order (M), the worse the 

BER performance becomes. This means that BSPK and QPSK present a better BER 

performance than 8PSK, 16PSK, and 16QAM …etc. On the other hand, Figure 2.7 (b) shows 

that for coherent MFSK, the higher the order (M), the better the BER performance (Vertat & 

Mraz, 2013:389). This means that coherent BFSK and the MSK yield a worse BER performance 

than 8FSK, and 16FSK …etc. From the graphs in Figure 2.7 it can be concluded that higher 

order MFSK give better BER performances than all MPSK schemes. However, lower order 

MPSK (BPSK and QPSK) present a better BER performance than lower order FSKs, such as 

BFSK and 4FSK. One special type of FSK, called minimum shift keying (MSK), presents 

characteristics similar to the QPSK in terms of both spectral efficiency and probability of bit error.  

 
 

(a) M-ary PSK (b) Orthogonal MFSK 

Figure 2.7: (a) Probability of symbol error versus Eb/No for coherently detected MPSK signals;  
(b) Probability of bit error versus Eb/No for coherently detected MFSK signals 

(From Proakis, 1995:263; 272). 

2.4.4. Choice of the QPSK modulation scheme 

From the study in the previous sections, the following conclusions can be made: 
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1. High order MPSKs have very high spectral efficiencies and can, therefore, achieve high 

data rates in limited bandwidth applications. However, their poor BER performances and 

high DC-power consumption (Haykin, 2000:419) make them unsuitable for power-

constrained applications, such as is the case for nanosatellites. 

2. High order coherent MFSK have very good BER performances. However, their extremely 

poor spectral efficiencies make them unsuitable for such applications where high data 

rates are required with limited frequency spectrum available.  

3. Both low order coherent MFSKs (for example, audio frequency shift keying (AFSK), 

BFSK, and MSK) and low order coherent MPSKs (BPSK and QPSK/OQPSK) present 

approximately the same BER performance, which in fact is acceptable for this 

application. However, of all these modulations schemes, QPSK not only presents the 

best spectral efficiency, but also the one that supports relatively high data rates within a 

limited frequency band (Memon et al., nd: 2), as required in this application. 

The QPSK modulation technique clearly stands out as the most suitable modulation scheme for 

this application. Further support for this observation is given in Table 2.3, listing various digital 

modulation schemes and applications in which they are most often used. 

Table 2.3: Digital modulation schemes and their applications 

Modulation Format Applications 

MSK, GMSK GSM, CDPD 

BPSK Deep space telemetry, cable modems 

QPSK, π/4DPSK Satellite, CDMA,NADC,TETRA,PHS,PDC,LMDS,DVB-S,TFTS, Cable modems 

OQPSK CDMA, Satellite 

FSK,GFSK DECT, gaging, RAM mobile data, AMPS, CTs, ERMES, Land Mobil 

8 and 16 VSB North American digital TV (ATV), Broadcast, Cable 

8PSK Satellite, Aircraft telemetry pilots for monitoring broadcast video systems 

16QAM Microwave digital radio, modems, DVB-C, DVB-T 

32QAM Terrestrial microwave, DVB-T 

From Table 2.3 it is evident that for satellite communications, QPSK (or 4PSK) and 8PSK are 

generally preferred. However, for nanosatellite communications where power limitation is a huge 

concern, QPSK becomes a first choice as it is more power efficient. For these reasons, the 

QPSK scheme was selected. 
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2.5. QPSK scheme 

An expanded version of the systems block diagram in Figure 2.1 is presented in Figure 2.8 

where the QPSK modulation and demodulation processes are outlined with basic blocks. Note 

that this section is not discussing the QPSK modulator and demodulator design theory, but is 

however, giving an overview of the QPSK modulation and demodulation processes. 
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Figure 2.8: Block diagram of a digital pass band communication system employing  
the QPSK modulation scheme (adapted from Haykin, 2000:359). 

2.5.1. QPSK modulation  

2.5.1.1. Process 

QPSK modulation is an advancement of the basic BPSK modulation scheme and consists of 

performing BPSK on two carrier signals that are 90o out of phase, using two incoming binary 

sequences ( Hasan, et al., 2010:23). The two BPSK signals obtained are then combined to form 

the QPSK signal as illustrated in Figure 2.8. Figure 2.9 gives a more detailed description of the 

modulation process with signaling information.  
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Figure 2.9: An illustration of the QPSK modulation process (adapted from Haykin, 2000:359) 
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With reference to above diagram, an original unipolar bit stream “B” of 1s and 0s is first 

transformed into a bipolar bit stream of 1s and –1s by the “unipolar to bipolar converter block”. 

The bipolar bit stream has a bit period of Tb = 1/ Rd, where Rd is the desired bit rate. This bipolar 

bit stream is then separated into two bit sequences using a “demultiplexer block”. One sequence 

contains all the odd bits of the input bits stream, and is called the “i-channel bit-stream”, denoted 

“bi”. The other sequence contains all the even bits of the input bits stream, and is called the “q-

channel bit-stream”, noted “bq”. The bit separation is done using bit mapping techniques, which 

amongst many, include “Gray-coding” and its derivatives (Zafar & Farooq, 2008:64). The period 

of the bit streams bi and bq is Ts = 2Tb, where Ts is the “symbol period” and is the inverse of the 

symbol rate (Rs = Rd/2). Each bit (bi and bq) is, thereafter, passed through a pulse shaping filter 

(PSF) to produce baseband signals (bi bE ) and (bq bE ), where Eb is the bit energy. The pulse-

shaping process of the incoming bits is often done using either a rectangular pulse, a raised-

cosine-filter or a root-raised-cosine-filter’s impulse response (Gentile, 2007:1;3). The baseband 

signal in the i-channel is used to modulate the in-phase carrier φi(t), resulting in a BPSK 

modulated symbol Si(t), as shown in Figure 2.9 above. The baseband signal in the q-channel is 

also used to modulate the quadrature carrier φq(t), resulting in another BPSK modulated symbol 

Sq(t). The two obtained BPSK symbols are then summed over every symbol period Ts = 2Tb to 

give one symbol of the QPSK signal (STX(t)), which is transmitted. The same process repeats 

continuously over every symbol period “Ts”, untill all the bits of bi and bq are transmitted. 

Each BPSK signal has two possible symbols: Si1(t) and Si2(t) for the i-channel BPSK; and Sq1(t) 

and Sq2(t) for the q-channel BPSK, as follows (Hasan, et al., 2010:23; Song & Yao, nd:600): 
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The QPSK signal has four possible symbols. A general expression of the QPSK symbol can be 

written as (Popescu et al., 2011:365; Memon et al., nd:2; Haykin, 2014:358): 
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Written with all the parameters, the general expression of the QPSK signal can now be 

described as (Popescu et al., 2011:366; Memon et al., nd:3): 
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Every symbol of the QPSK signal is called a “dibit”, as it contains one bit from both the i- and q-

components (Popescu et al., 2011:366). Using Gray-code mapping, the four phase values of a 

symbol are 45o for (1,1), 135o for (1,0), –135o for (0,0) and –45o for (0,1) (Memon et al., nd: 2). 

The space diagram in Figure 2.10 shows a plot of each phase and the corresponding dibit. 
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Figure 2.10: Constellation diagram of a QPSK signal  
(adapted from Zafar & Farooq, 2008:6; Hasan, et al., 2010:23) 

The period Ts of the transmitted QPSK symbol is twice the period of the original bits (i.e Ts = 

2Tb). Consequently, the symbol rate is half the original bit rate (i.e. Rs = 0.5Rb). In BPSK 

modulation, Ts = Tb and Rs = Rb. For this reason, the spectral efficiency of QPSK modulation is 

twice that of BPSK modulation (Deng et al., 2006:2578; Simon, 2001:4).  

2.5.1.2. Evaluation parameters 

Performance parameters measured at the output of the modulator generally include: 

 symbol rate (Rs); 

 bandwidth of the pass-band signal (BT-DSB); and 

 average power of the generated symbol (Ps) and, hence, the symbol energy (Es). 

2.5.2. QPSK demodulation 

2.5.2.1. Process 

Since the QPSK signal is a combination of two BPSK signals that are orthogonal to each other, 

each BPSK signal (the i-channel and q-channel BPSK signals) can be demodulated 

independently at the receiver by using the appropriate carrier for each signal. Figure 2.11 

presents a basic block diagram of the QPSK demodulation process, in which the two BPSK 

signals are being demodulated independently on orthogonal carriers (cosine and sine).  
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Figure 2.11: Illustration of the QPSK demodulation process 
(adapted from Popescu et al., 2011:366; Haykin, 2014:361) 

The QPSK signal arrives at the receiver with a certain phase (θ) due to travelling distance (Tao, 

2013:13). For a QPSK system operating in an additive white Gaussian noise (AWGN) channel, 

the received noisy QPSK signal SRx(t) can then be expressed as: 
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with n(t) the white Gaussian noise with zero mean and power spectral density No/2 (Haykin, 

2014:362). With reference to the block diagram in Figure 2.11, two orthogonal passband 

carriers, )cos(2
2

)( c
s

i θtfπ
T

t ˆˆˆ   and )ˆˆsin(2
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)(ˆ c
s
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t  are used to demodulate the 

received QPSK symbol, where cfˆ and θ̂ are, respectively, their frequency and phase. These two 

signals are called local passband carrier signals. According to the coherent detection principle, 

these local passband carrier signals should be identical to the passband carrier signals of the 

received QPSK symbol (φi(t) and φq(t)); that is, cfˆ  should equal to fc, and θ̂  should be equal to θ 

(Goldfarb, 2008:7; Liu et al., 2008:3). 

The output signals of the mixers )(i tm̂  and )(q tm̂  are expressed as ( c2πfcω , c2πfˆˆ
c ω ): 

 
)()(cos)(sin

2
)(cos )(cos

2
)( cc

s
bqcc

s
bi tnθtωθtω

T
Ebθtωθtω

T
Ebtm  ˆˆˆˆˆ

i

 
(2.30) 



31 
 

 

   

    

     )(
1

       

1
)(

s
bq

s
bii

tn
T

Eb

T
Ebtm





)ˆ()ˆ(sin)ˆ()ˆ(sin

)ˆ()ˆ(cos )ˆ()ˆ(cosˆ

cccc

cccc

θθtωωθθtωω

θθtωω θθtωω

 

(2.31) 

 
)()(sin)(sin

2
)(sin )(cos

2
)( cc

s
bqcc

s
bq tnθtωθtω

T
Ebθtωθtω

T
Ebtm  ˆˆˆˆˆ

i

 
(2.32) 

 

   

    

     )(
1

       

1
)(

s
bq

s
biq

tn
T

Eb

T
Ebtm





)ˆ()ˆ(sco)ˆ()ˆ(sco

)ˆ()ˆ(sin)ˆ()ˆ(sinˆ

cccc

cccc

θθtωωθθtωω

θθtωω θθtωω

 

(2.33) 

When the conditions for coherent detection are satisfied, that is, cc
ˆ ff   and  ˆ , the 

expressions of the mixers’ output signals can be simplified as:  
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By using a low pass filter with a cut-off frequency equal to the expected carrier frequency  

( ccu ff  ), higher frequency components are removed. The baseband signals )(i tL̂  and )(q tL̂  out 

of the LPF are: 
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These signals are then integrated over the period of the transmitted symbol (Ts) to produce the 

final baseband signals )(i tbb ˆˆ  and )(q tbb ˆˆ : 
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The above baseband signals will peak at an arbitrary time ( ) within the symbol length. 

Therefore, when captured at their peaks, and assuming the Eb/No is not too poor (>3 dB), the 

data captured by the detection block will have the same signs as the transmitted bits (bi and bq). 

Subsequently, using a hard limiter to make a bit decision, the reproduced bits ( ib̂  and qb̂ ) will 

be the same as the transmitted bits:  

 ib b i
ˆ  (2.40) 

 q
ˆ bb q  (2.41) 

Note that in the case of QPSK demodulation, two important conditions were set in order to 

reproduce the received bits with minimum probability of decision error: 

 the condition for coherent detection must be satisfied; and 

 the baseband symbols must be captured at their peak time.  

Since the demodulator does not have knowledge of both the incoming phase and the possible 

frequency shift of the incoming QPSK carrier signals, a carrier recovery system (CRS) is 

generally employed in the demodulator to acquire the phase and frequency of the incoming 

passband carriers and adjust the phase and frequency of the local passband carriers 

accordingly. In a similar manner, concerning the peak time in the received symbol, ideally, when 

the demodulator is synchronised with the arrival of the QPSK symbols, the peak of the baseband 

symbol logically occurs at the symbol period Ts. This then repeats after every symbol period. 

However, practically, the demodulator is not always synchronised with the arrival of the signal  

and consequently does not have knowledge of the arrival of the symbols. Therefore, a timing 

recovery system (TRS) is generally employed by the demodulator in order to acquire the peak 

time of the reproduced basband symbols and capture the symbols accordingly. These two 

subsystems of the QPSK demodulator are discussed in more detail in Chapter 4.  
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2.5.2.2. Evaluation parameters 

Performance parameters measured at the output of the demodulator generally include: 

 carrier recovery performance: acquisition time and loop bandwidth, both being evaluated 

from the phase response of the carrier recovery system; 

 timing recovery performance: acquisition time and loop bandwidth, both being evaluated 

from the phase response of the timing recovery system; 

 eye diagram; 

 phase constellation diagram of the received symbols; 

 bit stream reproduced by the detection and decision system; 

 the BER through the demodulator for various values of SNR; 

 achievable communication bit rate (Rd); and 

 DC power consumption of the complete system for various data rates. 

2.6. Chapter summary 

This chapter briefly discussed digital modulation schemes. It classified the families of digital 

modulation, including frequency shift keying (FSK), amplitude shift keying (ASK), phase-shift-

keying (PSK), and hybrids of these, for both coherent and non-coherent detection formats. The 

chapter also described the system performance parameters of digital modulation schemes, 

which include spectral efficiency, power efficiency, and complexity of the implementation. These 

parameters were then used to compare digital modulation schemes. It has been shown that 

higher order FSK modulation schemes, generally, have good power efficiency but poor spectral 

efficiency. Similarly, higher order PSK schemes, generally, have good spectral efficiency, but 

poor power efficiency. Lower order PSKs and FSKs (generally binary) exhibit similar 

performances; that is, good power efficiency, but poor spectral efficiency. However, quadrature 

phase shift keying (QPSK) modulation presents the best trade-off between power and spectral 

efficiency. This makes it the preferred choice for applications, such as nanosatellite missions 

where there is a limitation on both available power and spectrum. On this basis and on the basis 

of lesser complexity compared to higher order PSKs, the QPSK scheme is selected for this 

application. An overview of QPSK modulation and demodulation was given. The demodulator 

will be discussed in much more detail in Chapter 4. QPSK modulation is described in further 

detail in the next chapter.  
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CHAPTER 3 

QPSK MODULATION 

3.1. Introduction 

Although this work focuses on the design and implementation of a QPSK demodulator, it is 

informative to give an overview of the design and implementation of a QPSK modulator to 

provide the necessary context to the subsequent work. This chapter briefly describes the 

generation of the QPSK signal model that will be used to evaluate the QPSK demodulator under 

design. Figure 3.1 recalls the QPSK modulation process.  
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Figure 3.1: (a) Digital communication system based on the QPSK modulation scheme  

(adapted from Sklar, 2008:167); (b) Standard block diagram of the QPSK modulator 

3.2. Transmitted QPSK signal model 

The following discussion is done with reference to Figure 3.1. 

3.2.1. Unipolar to bipolar non-return-to-zero process  

The modulator receives the bit stream that has to be transmitted. Such a bit stream is often a 

combination of the information bit stream and additional encoding bits. With reference to the 

modulator, this bit stream is called the “input bit stream” to the modulator. Since this bit stream is 

in most cases a unipolar bit stream (consists of 1s and 0s), the first step in the QPSK modulator 

is often to make it a bipolar bit stream (consists of +1s and –1s). This is achieved by using a 
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“unipolar-to-bipolar non-return-to-zero (NRZ) block”. The unipolar-to-bipolar NRZ converter block 

has been implemented in Matlab. Figure 3.2 shows the simulation results.  

 

(a): Initial input bits streams of 1s and 0s 

 

(b): converted bits streams of +1s and –1s NRZ. 

Figure 3.2: Illustration of the unipolar-to-bipolar bit stream conversion 

3.2.2. Demultiplexing process with Gray-code mapping 

In the case of the QPSK scheme, two independent orthogonal carriers are being modulated; one 

in-phase and one quadrature. Therefore, the input bit stream is separated into two bit streams.  

All even bits of the input bits stream are used to modulate the in-phase carrier. They form a bit 

stream, called the i-channel bit stream, where the “i” refers to the in-phase carrier.  

Subsequently, all odd bits of the input bit stream are used to modulate the quadrature carrier. 

They form a bit stream called the q-channel bit stream, where the “q” refers to the quadrature 

carrier. The demultiplexing process, which is separating the input bit stream into two or more 

channel bit streams, usually uses the concept of “bit mapping”. In the case of QPSK modulation 

and other PSK modulation schemes, Gray-code mapping is the most commonly used as it 

minimises the probability of bit error, or bit-error-rate (Agrell et al., 2007:11). Following the Gray-

code mapping, the possible phases of the symbol generated by combining two consecutive bits 

of the input bits stream, one even and one odd (i-bit, q-bit) are: (+1,+1) is 45o, (-1,+1) is 135o, (-

1,-1) is 225o and (+1,-1) is 315o. An illustration of the resulting bit mapping diagram was 
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presented earlier in Figure 2.10. The bit separation process has been implemented in Matlab 

following the Gray-code mapping, and the simulation result is displayed in Figure 3.3. 

 

Figure 3.3: A portion of the generated i- and q- channels bit streams 

 

3.2.3. Pulse-shaping filtering 

3.2.3.1. Importance of pulse shaping filtering 

Rectangular or square pulses that represent bits in a baseband signal pose challenges both in 

time and frequency domains.  

In the frequency domain, the spectrum of an ideal square pulse extends to infinity with side 

lobes; in some applications, its null-to-null-bandwidth is greater than the available channel 

bandwidth (Lathi & Ding, 2010:78; Proakis, 1995:207). The spectrum of the rectangular pulse is 

illustrated in Figure 3.4.  
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Figure 3.4: Time and frequency domain representation of a square pulse  
(from Proakis, 1995:207; Lathi & Ding, 2010:78) 

In order to describe the time domain challenge, it is necessary to state that in most cases, for 

coherent detection modulation schemes, the pulse-shaping filter used for modulation is also 

used as the matched-filter for demodulation (Litwin, 2001:36; Ke-Lin & Swamy, 2010:225). 

Consequently, the output signal of the matched-filter is the convolution of two identical pulses. 

Therefore, for square pulses, the matched filter’s output signal is a triangular pulse. The problem 
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with the resulting time domain triangular pulse is that practically, it generally produces inter-

symbol-interference (ISI) (Jalali, 2012:29) as illustrated in Figure 3.5.    

t
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Figure 3.5: Illustration of matched filtering using a rectangular pulse (adapted from Ashok, 

2007:116; Lathi & Ding, 2010:365)  

Due to these outlined challenges, rectangular pulses are not often used, and pulse-shaping 

filters (PSF) are usually deployed. Clearly, the usefulness of the PSF is to ensure that the 

spectrum of the resulting baseband signal is finite and its null-to-null bandwidth is as small as 

possible; as well as to minimise or eliminate the ISI. Currently, some commonly used PSFs 

include the raised-cosine and the root-raised-cosine filters (RCF and RRCF). 

3.2.3.2. Selection of the root-raised-cosine filter 

The root-raised-cosine filter is a commonly used pulse-shaping filtering technique for PSK 

modulation schemes. As the name indicates, the RRCF is a filter which frequency response is 

literally the square root of the frequency response of the raised cosine filter: 

)()( RCFRRCF fHfH   (Gentile, 2007:3-5). Note that the raised-cosine filter was discussed in 

Section 2.3.1.3. A few reasons for using the RRCF are that in the frequency domain, similar to 

the raised-cosine filter, the RRCF makes the spectrum of the resulting baseband signal finite 

and also minimises the null-to-null bandwidth of the signal compared to the square signal (Fitton, 

2012:8). In time domain, when a root-raised-cosine pulse is transmitted, and the matched-filter’s 

impulse response is logically a root-raised-cosine pulse, the matched-filter’s output pulse that is 

the convolution of two RRC pulses, is a raised cosine pulse (Wong & Lok, 2014:4.8). The raised 

cosine pulse has an important feature in the time domain; it minimises the possibility of inter-

symbol interference (ISI), as it is a maximum at 0 Ts and is zero at consecutive incidences of k

sT  (Stevens, 1995:42). Ts is the period of the transmitted symbol. Figure 3.6 illustrates a 

concatenation of bit pulses using a raised-cosine pulse. Therefore, by using the RRC pulse-

shaping filter, the demodulated baseband pulses will be raised-cosine pulses, which have 
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minimum ISI. Again, it solves the time domain problem of square pulses. Subsequent to the 

above analysis, the root-raised-cosine pulse-shaping filter has been selected for this application. 

t

+1

sTsTsT

+1 -1 +1

 

Figure 3.6: Illustration of a bit stream from a pulse shaping RCF 
 (from Glover & Grant, 1998:364) 

3.2.3.3. Design of the root-raised cosine filter  

The frequency and impulse responses of the raised-cosine filter were discussed and illustrated 

in Section 2.3.1.3. The frequency response of the root-raised cosine filter (HRRCF(f)) and its 

impulse response hRRCF(t) can be expressed as (Chen, 2004:25-29; Gentile, 2007:3-5; Haykin, 

2014:459): 
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where B0 = 0.5Rs is the Nyquist bandwidth, and α is the roll-off factor, which is used to adjust the 

null-to-null bandwidth of the resulting pulse. The relationship between α and the occupied 

bandwidth (BT) of the resulting pulse was given in equations (2.7) through (2.10). Pulse-shaping 

filters are mostly implemented using the FIR approach in order to have a finite length and be 
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made causal much more easily (Saramaki, 1993:155; Bozic, 1979:40). The discrete time domain 

expression of the above root-raised-cosine filter is (Haykin, 2014:456-462): 
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where –LRRCF/2 ≤ n ≤+LRRCF/2, and LRRCF=k×Lsymbol is the desired length of the filter, Lsymbol is the 

desired symbol length and k is an arbitrary integer number generally greater than 1. To complete 

the design of the digital RRCF described by the impulse response in equation (3.3), one needs 

to define α and LRRCF.  

In terms of defining the length of the pulse-shaping filter (LRRCF) for this application, the symbol 

length needed for the generation of the pulse shaping filter’s coefficients has been chosen 

arbitrarily as 16 points and the constant k as 2. Subsequently, the length of the filter is twice the 

symbol length; LRRCF = 32 points. 

In terms of defining the value of α, it is recalled that α falls between 0 and 1. Using a too small 

value (i.e. α ≈ 0) will produce a pulse with a very narrow bandwidth, but at the expense of having 

the pulse’s impulse response with high side lobes. This may cause inter-symbol-interference 

(ISI) during demodulation of the baseband signal. High ISI leads to poor bit-error-rate 

performance. Likewise, using a too high value (i.e. α ≈ 1) will lead to a pulse’s impulse response 

with almost no side lobes; which means no ISI (improved bit-error-rates), but at the expense of 

having a pulse with a wide bandwidth (Gentile, 2007:4). In addition to these guidelines, the work 

by Chattopadhyay & Sanyal (2009:108-111) shows that for the QPSK scheme, when using a 

raised-cosine or root-raised-cosine filter, the range of α values between 0.22 and 0.37 provide 

the most reasonable overall system’ performance in terms of phase error, bandwidth efficiency 

and bit-error-rate. That work further shows that α ≈ 0.35 gives the best possible performance 

trade-off between the generated signal phase error, occupied bandwidth efficiency and bit-error-

rate (Chattopadhyay & Sanyal, 2009:110;111). On the basis of these reasons, the value of α for 

this work has been chosen as 0.36.  

In terms of defining the symbol rate (Rs), this work aims to achieve data rates up to 10 Mbps. 

Therefore, the data rate of Rd = 10 Mbps will be used as the reference point to carry the design 

of the desired QPSK demodulator. Subsequently, the defined symbol rate throughout this design 

will be Rs = 5 Msps. Note, however, that this is simply to carry out the design, but the developed 

system will obviously be flexible to accommodate any data rate up to its achievable maximum.  
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The occupied bandwidth of the baseband signal is BT = (1+ α)•Rs = (1+0.36)•5 = 6.8 MHz. The 

simulated impulse and frequency responses of the designed root-raised-cosine pulse-shaping 

filter are presented in Figure 3.7. The designed RRCF has 32 taps, but for a better illustration of 

the filter’s shape, it is presented here with 96 taps.  

 
(a): RRCF pulse shape 

 
(b): RRCF frequency response 

 
(c): RRCF frequency response in |dB| 

Figure 3.7: The designed root-raised-cosine filter (RRCF) 
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The measured null-to-null bandwidth of the filter is 3.44 – (–3.44) = 6.88 MHz, which is very 

close to the theoretical null-to-null bandwidth expected (6.8 MHz). This proves that the filter is 

properly designed. 

3.2.3.4. Resulting baseband signals 

The RRC pulse-shaping filter is used to generate baseband pulse streams from the channel bit 

streams presented earlier in Figure 3.3. Figure 3.8 illustrates the baseband bit stream 

corresponding to the section of the original bit stream presented above. 

 

Figure 3.8: Baseband signals corresponding to the i- and q- bits streams in Figure 3.3 

3.2.4. Passband carrier signals 

3.2.4.1. Defining the modulation factor 

Since the passband carrier signals are modulated by the stream of baseband pulses on each 

channel (i- and q-), it is often an important system design consideration to define how many 

cycles of the passband carrier should correspond to one baseband pulse. This parameter is 

referred to as the modulation factor (Mf) and is a positive integer, and is related to the frequency 

of the passband carrier through: 

 fc = Mf • Rs. (3.4) 

It is important to consider this parameters because in some cases, such as when the 

demodulator is implemented all-digitally, it influences the maximum data rate that can be 

achieved by the system. In fact, when the demodulator is implemented fully digitally, the ADC 

samples the passband signal and not the baseband ones. Subsequently, with Ncycle being the 

number of sample per carrier (or sampling rate), the ADC sampling frequency (fsa) can be 

expressed as: 

 fsa = Ncycle • fc = Ncycle •Mf• Rs (3.5) 
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Rs = fsa / (Ncycle •Mf) 

(3.6) 

The equation (3.6) shows that if the ADC has a maximum sampling frequency capability (fsa-max), 

Ncycle and Mf need to be their lowest possible values to achieve the maximum possible symbol 

rate (Rs-max). Therefore, the modulation factor has been set to its smallest possible value of Mf=2.  

Note that in the case of the all-digital implementation of the demodulator under development, it 

will be crucial to keep the product Mf•Ncycle constant at all time, no matter the data rates at which 

one wants to transmit. The reason for this is that the digital matched-filter is designed to match 

the incoming baseband pulses, and is therefore designed to have a fixed discrete time pulse 

width, which is defined by Nsymbol = Mf •Ncycle = constant. Failing to uphold this constraint will 

produce different discrete time domain widths of the received baseband pulses, which will not 

match the matched-filter, and consequently will produce unexpected baseband pulses at the 

output of the matched filter.  

3.2.4.2. Generation of the passband carrier signals 

The orthogonal passband carriers signals generally used in the QPSK modulation scheme are 

the cosine and sine. The passband carrier frequency is fc = 2×5 = 10 MHz, from the discussion 

in the previous Section. The two passband carrier signals generated (cosine and sine) are 

shown in Figure 3.9. Note that the signals have normalised amplitudes. 

 
(a): Carrier signals 

 
(b): Carrier signal frequency response 

 
Figure 3.9: Time domain (a) and frequency domain (b) representation of the generated  

passband carrier signals 
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3.2.5. Transmitted QPSK signal 

The baseband pulse streams bbi and bbq are used to modulate the cosine and sine carriers, 

respectively. This results in two BPSK-modulated signals Si(t) and Sq(t). These two BPSK 

signals are summed over every symbol period Ts = 1/Rs to form the QPSK signal that is 

transmitted at the desired rate Rs. Figure 3.10 displays the generated QPSK signal with 

normalised amplitude.  

 
 

(a): Time domain representation of the transmitted QPSK signal 

 
(b): Phase domain representation of the transmitted QPSK signal 

 
(c): Normalised frequency response of the transmitted QPSK signal 

Figure 3.10: The transmitted QPSK signal 
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Note that the signal is still noise-free and has normalised amplitude. The amplitude of the 

modulated signal will be defined as required at the input port of the demodulator. 

3.3. The received QPSK signal 

The received signal at the input port of the demodulator consists of the received carrier signal 

and additive white Gaussian noise (AWGN) picked up through the communication channel and 

the receiver front end block. For the design of the demodulator, it is often important to have an 

estimation of the received signal characteristics, such as the carrier frequency, range of 

amplitudes and the range of signal-to-noise ratio, in order to select an adequate ADC, as well as 

design the AGC accordingly. This is because these subsystems are generally developed to 

operate optimally over a specific range of input signal amplitudes, known as their dynamic 

range. However, if the estimation of the received signal amplitudes becomes a complex task, an 

off-the-shelf ADC can be used and the AGC designed with a reasonable dynamic range. 

Subsequently, the user will have to ensure that the input signal amplitudes fall within the 

dynamic range of the ADC and AGC, by using additional gain blocks before the demodulator.  

For this application, in terms of frequency, the received carrier frequency is generally equal to 

that of the transmitted carrier frequency, exept for possible minor frequency drifts during 

communication, due to the doppler effect. Such frequency drifts are compensated by the carrier 

recovery system, in the case of coherent detection modulation, such as the QPSK.    

In terms of amplitude, the power of the received signal (Ptotal) is a combination of the received 

carrier signal power (Ps) and the AWGN power (Pn), such that:  

 Ps = Pn (dBm) + SNR  [dBm] (3.7) 
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where, SNR is the voltage signal-to-noise ratio. The estimation of Ptotal can be done either by 

estimating Ps and Pn directly, or by estimating Pn and SNR. With reference to Figure 3.1 (a), the 

power Ps of the carrier signal received at the input port of the demodulator, through free-space, 

can be expressed as (Faruque, 2015:21): 
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where, Ps-Tx,Gant-Tx, λ, d, Gant-Rx, and Gfe-Rx are respectively the transmitted passband carrier 

signal power, gain of the transmitter antenna, signal wave length, the line of sight 

communication distance, gain of the receiver antenna, and the gain of the receiver front-end 

block. The estimation of the received carrier signal power requires knowledge of these dynamic 

parameters, and is, therefore, a relatively complex task. This option is discarded for this work. 

Considering the other option left, the expected SNR generally varies from a defined minimum up 

to a designated maximum value, where 0 dB is logically the worst case scenario of SNR. Again, 

in the case of free-space communication, the channel is modeled as an AWGN channel, with an 

estimated noise power spectral density No = –174 dBm/Hz (Thomas, 2016). Consequently, for a 

passband signal with an occupied bandwidth BT (Hz), the noise power (Pn-fe) at the input port of 

the receiver’s front-end block (see Figure 3.1 (a)) is estimated as: 

 Pn-fe = –174 + 10log(BT[Hz])         [dBm] (3.10) 

Subsequently, the noise power nP  at the input port of the demodulator can be estimated as: 

 Pn = Pn-fe + Gfe-Rx + Ffe-Rx   [dBm] (3.11) 

where Gfe-Rx is the power gain of the front-end block and Ffe-Rx  is its noise figure. Similar to the 

previous case, the estimation of the AWGN power at the input port of the demodulator requires 

knowledge of undefined parameters, such as the occupied passband signal bandwidth, receiver 

front-end power gain and noise figure; making, this option also relatively complex.  

Therefore, to avoid the two complex estimation options above, an alternative option used for the 

sake of illustrating the received QPSK signal at the input port of the demodulator, has been to 

arbitrary set the AWGN power to Pn = –60 dBm. With this value of Pn, the value of Ptotal has been 

estimated using equation (3.8) for various values of SNR from 0 dB up to any designated 

maximum. However, due to space constraint in this document, only the case of 12 dB SNR is 

illustrated throughout this document. Subsequently, for 12 dB SNR, the received carrier signal 

power is Ps = –48 dBm and the total received signal power (including noise) is Ptotal = –45 dBm, 

which corresponds to a total voltage amplitude of Vpeak-total = 1.7674 mV in a 50 Ω. The time and 

frequency domain representations of the received QPSK signals are given in Figure 3.11. 
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(a): Time domain representation of the received QPSK signal 

 
(b): Frequency spectrum of the received QPSK signal 

Figure 3.11: The time and frequency representation of the received QPSK signal 

The spectrum presented in Figure 3.11 (b) resembles to the one presented in Figure 3.10 (c), 

despite the fact that the side lobes (which can still be identified) are fading away due to the noise 

floor being too high. With this generated model, the technical design of various subsystems 

facilitated, as well as the simulation and testing of the resulting digital products.  

3.4. Chapter Summary 

This chapter presented the generation of the expected QPSK signal at the input port of the 

demodulator. The system design specifications have been defined, as well as all assumptions 

necessary to produce an accurate model of the expected signal. A QPSK signal was generated 

in the modulation process at the transmitter with a power normalised to 0 dBm. In order to 

produce accurate estimations of the expected signal power at input port of the demodulator, the 

noise power was first arbitrarily set to –60 dBm. The signal-to-noise ratio was assumed to range 
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from a minimum of 0 dB to a designated maximum. The noise power and the signal-to-noise 

range were then used to determine the received signal level at the input port of the demodulator 

for various SNR. Finally, the model of the expected QPSK signal illustrated in this document was 

generated with a signal-to-noise ratio of 12 dB, which results in a total signal voltage amplitude 

of 1.7674 mV and a signal power of about –45 dBm. This model will be used to facilitate the 

technical design of the demodulator subsystems as well as the necessary simulations and 

testing. All the power calculations had been performed assuming a 50 Ω system. 
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CHAPTER 4: 

QPSK DEMODULATOR DESIGN 

 

4.1. Introduction 

This chapter focuses on the design of a QPSK demodulator that consists of the basic blocks as 

shown in Figure 2.8 and Figure 4.1. It starts with the necessary design theory, followed by the 

selection of the implemented technique for each subsystem. It then presents the technical 

design of each subsystem with reference to the selected technique and required design 

specifications. Since the resulting QPSK demodulator is expected to be implemented digitally, 

the design stage will be completed with the generation of algorithms to digitally implement each 

subsystem. 

In addition to the correlator block (CB) and the detection and decision block (DDB) that were 

already highlighted, the demodulator also comprises a carrier recovery system (CRS) that is 

used to extract the desired phase and frequency from the incoming QPSK signal and adjust the 

local carriers accordingly to achieve “coherent demodulation”. Also, in order for the decision 

block to make bit decisions with minimum error, the detection block must capture the baseband 

bits at their peaks. However, since it has no knowledge of the peak position of the incoming 

baseband signal, a timing recovery system (TRS) is then used to extract the peak timing from 

the baseband signal and to transfer the information to the detection block. Optimum 

performance of the CRS and TRS requires the amplitude of the incoming signal to be relatively 

constant, when these systems employs phase-locked loop. Carrier and timing recovery systems 

employ phase-locked loops (PLLs) (Tatu et al., 2002:2437; Booysen, 2009:66). Therefore, in 

applications such as nanosatellite-to-ground communication, where the signal level varies during 

the satellite overpass, automatic gain control (AGC) is implemented at the input of the 

demodulator. Finally, if the design involves some software implementation, an analog-to-digital 

converter (ADC) is required. Figure 4.1 illustrates a standard block diagram of the QPSK 

demodulator. 
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(b) 
Figure 4.1: (a) Digital communication system based on the QPSK modulation scheme  

(adapted from Sklar, 2008:167); (b) Standard block diagram of the QPSK  
demodulator (adapted Glover & Grant, 1998:398) 

 

4.2. Implementation approach  

The first step in the design of an electronic system is often to define whether the system would 

be implemented fully analog, fully digital or a hybrid thereof. The selection of the type of 

implementation is generally based on a set of parameters, which include both the application of 

the desired system as well as the system’s design specifications.  

4.2.1. Selection parameters 

The parameters used to select the type of implementation of a system are briefly presented 

below in the context of the desired system (QPSK modulator and demodulator) and its 

application for nanosatellites (Webber & Dahnoun, 1996:10).  

4.2.1.1. Size, weight and power 

Nanosatellites have very small size and weight, and consequently limited available power for 

their operation. Therefore, the desired system should have a small size and weight, and very low 

power consumption (Larson & Wertz, 1999:307).  
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4.2.1.2. System quality (noise figure) 

The space environment is very noisy and nanosatellites have very limited available power. 

These two factors lead to limited signal-to-noise ratios throughout the communication systems, 

and subsequently to poor bit-error-rate performance.  Therefore, communications system 

implementations with low noise figures are critical. 

4.2.1.3. System operational speed 

The desired communication link is required to achieve data rates as high as 10 Mbps and more, 

which requires the system to have a high operational speed. The operational speed of electronic 

systems depends on the performance of the critical components, such as ADCs and DACs. 

4.2.1.4. Flexibility and re-configurability 

The desired QPSK system is part of a bigger project, which is a software defined radio (SDR). 

Such systems generally require their subsystems and components to be highly flexible and re-

configurable for adaptive implementations. 

4.2.2. Generic comparison of the three implementation approaches 

Table 4.1 summarises the comparison in terms of advantages and disadvantaged of the three 

implementation approaches. 
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Table 4.1: Advantages and disadvantages of the three implementation approaches 

 All-analog All-digital Hybrid 

A
d

v
a
n

ta
g

e
s

 

 Extremely high speed: The 

analog implementation can 

achieve literally any desired 

speed as there is no 

limitation due to ADC (Cagri 

& Schumacher, 2011:1).  

 Relatively low space and power 

usage: The entire system is 

realised in one physical 

programmable component. 

 High flexibility and re-

configurability: System 

functionality is implemented in 

software and can therefore be 

modified readily (Webber & 

Dahnoun, 1996:10). 

 Good system quality: The 

system is implemented in 

software, which makes it almost 

noise-free; with noise 

improvement options (Mishra et 

al., 2010:551; Sarkar, 2012:2; 

Torlak, 2013:3). 

 Limited complexity: There is a 

limited  complexity of interfacing 

components. 

 Very high speed:  In the hybrid 

implementation, processes of 

the demodulation chain that 

demand very fast operations 

would be implemented in 

analog; processes that do not 

demand very fast operation 

would be implemented 

digitally. Consequently, the 

hybrid implementation can 

also achieve very high 

communication speeds. 
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D
is

a
d

v
a
n

ta
g

e
s

 
 Relatively high space and 

power usage: Many active 

components are typically 

used. 

 Low flexibility:  This 

implementation is not readily 

reconfigurable. 

 Relatively high noise 

generation: Many active 

components coupled 

together will lead to elevated 

noise generation.  

 Quite complex to implement:  

Many different active 

components to group and 

ensure they work well 

together. 

 Limited speed: The power 

consumption of the ADC is 

related to its sampling rate. The 

limited power available on 

CubeSats, therefore, limits the 

implementated ADC sampling 

rate and, hence, the overall 

operational speed of the device 

(Webber & Dahnoun, 1996:10).  

 Medium space and power 

usage: Active analog 

components used will occupy 

some space and use more 

power. 

 Limited flexibility:  Subsystems 

that are implemented in 

software can be reconfigured. 

 High self-noise generation: 

Many active components 

coupled together, and transfer 

of data between analog and 

digital domains.  

 Complex to implement:  It is 

generally a complex task to 

interface analog and digital 

components (Mahlab, 2015:4).  
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  Use components with very 

low noise figures. 

  

 Use high speed ADCs and 

programmable devices. 

 Minimise transfer of data 

between analog and digital 

domains, and use components 

with low noise figures. 

 

Considering the advantages and disadvantages of each implementation presented in this table, 

it seems logical that the all-digital implementation will be the most adequate choice for the 

desired system and application. Therefore, the all-digital implementation is preferred in this work. 

However, note that this is an overall view, and due to the operational dynamics of the 

subsystems of the desired demodulator, the decision of the implementation approach for each 

subsystem will be further discussed and supported in the theoretical design stage below. 
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4.3. Design theory 

The theory underlying each subsystem is discussed in this section. For each subsystem, the role 

is briefly stated, followed by a description of relevant design techniques and the selection of the 

most suitable technique for this application. Thereafter, based on the selected technique, the 

operating principle, design assumptions and design procedure of the subsystems are presented. 

In closure, the performance parameters of the overall demodulator are highlighted.  

The following discussions of each subsystem is done with reference to Figure 4.1. 

4.3.1. Analog-to-digital converter 

The analog-to-digital converter (ADC) is placed at the analog input port of any system that is 

implemented digitally. Figure 4.1 shows the ADC at the input port of the QPSK demodulator, as 

the demodulator is aimed to be implemented fully digitally. The selection of the ADC is an 

important stage in the design. The ADC parameters discussed below are considered when 

choosing an ADC for a given application. 

4.3.1.1. Sampling frequency 

In the case where the analog signal is a passband signal, the desired ADC sampling frequency 

(fsa) is defined by the carrier frequency (fc), the signal bandwidth (Bsignal) and the desired 

samples-per-cycle (Ncycle). In this process, the Nyquist criterion must be met; that is, fsa ≥ 2 fmax, 

where fmax = fc + (Bsignal/2)  (Thede, 1996:202). Also, in the case where the analog signal is a 

baseband signal, the desired ADC sampling frequency is defined by the baseband bit rate, also 

known as the symbol rate (Rs) and the desired number of samples-per-symbol (Nsymbol). Again, 

the Nyquist criterion must be met;  that is, fsa ≥ 2 fmax, where fmax = Rs (Hz).  

Note that in the case where the demodulator under design is implemented digitally, both the 

defined modulation factor (Mf) at the modulation and the defined number of samples-per-cycle 

(Ncycle) at the receiver must be kept constant no matter the data rate at which one wants to 

transmit. The reason for this is that the digital matched filter is designed to match the incoming 

baseband pulses, and is therefore, designed to have a fixed discrete time pulse width, which is 

defined by Nsymbol = Mf •Ncycle = constant. 
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4.3.1.2. Sensitivity 

The sensitivity of the ADC (Sadc) is the smallest variation of the input analog signal level that can 

be detected by the ADC (Mitra, 2006:212). It is expressed in terms of the defined ADC dynamic 

range (Dadc) and the ADC bit resolution (Radc) as:  

 
adc

adc
adc

2
R

D
S      [V/bit] (4.1) 

4.3.1.3. Signal-to-noise ratio 

Another important parameter of the ADC is its signal-to-noise ratio (SNR), which is a function of 

the quantisation noise (Qn) of the ADC. This can be expressed in terms of the ADC sensitivity as 

(Widrow et al.,1996:357): 
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2

adc
-power n

S
Q       [W] (4.2) 

In a 1 Ω impedance system, the quantisation noise level can be derived as: 
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-rms n

S
Q       [V] (4.3) 

The maximum SNR of an ADC can then be expressed as (Chan & Li, 2007:11): 

 
msr-n

rms-max-adc-p

max-adc

 
Q

V
SNR         (4.4) 

In decibel (dB), the above expression results in (Man, 2012:3): 

 SNRadc-max = 1.7 + 6.02×Radc   [dB] (4.5) 

where Radc is the ADC bits resolution. For 12 bits ADC (Radc = 12), the maximum SNR is 74 dB.  

4.3.1.4. Range of input signal amplitudes  

Theoreticcally, the range of input signal amplitudes that the ADC will detect without distortion is 

between the ADC quantisation noise amplitude (Qn-peak) and the ADC reference voltage  

(Vp-adc-ref). However, practically, it is advisable to set the minimum acceptable input signal 

amplitude to 20×Qn-peak, for a proper digital representation of the received signal with minimum 
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amplitude (Booysen, 2017). Therefore, when selecting an ADC, one should ensure that the 

range of expected signal ampltudes fall within the ADC input amplitude range. Note that, if the 

ADC cannot accommodate the expected amplitude range of the incoming signal, one can add 

gain blocks before the ADC, or alternatively, an automatic gain controller (AGC) can be used 

before the ADC in order to provide a relatively constant signal amplitude to the ADC. 

4.3.2. Automatic Gain Control 

Carrier and timing recovery systems employ phase-locked loops (PLLs).  It is, therefore, 

necessary to keep the power level of the input signal to the demodulator constant within about 1 

dB, because the loop bandwidth of such PLL-based subsystems is influenced by the amplitude 

level of the input signal to the demodulator (Tatu et al., 2002:2437; Booysen, 2009:66). In the 

case of mobile communications, such as nanosatellite-to-ground-station links, the received 

signal levels vary considerably during the satellite’s overpass. The role of the automatic gain 

control (AGC) is, therefore, to ensure that an almost constant signal level is fed into the 

demodulator even if the received signal level varies (Brillant, 2008:517).  

The AGC can be implemented in analog, or digitally. The advantage of the analog 

implementation is that an almost constant signal is fed to the ADC, which results in the ADC not 

requiring a wide digital range. However, its main disadvantage is the complexity of the 

implementation. On the other hand, the disadvantage of the digital implementation is that the 

ADC is placed before the AGC; and consequently, a signal with a range of amplitudes is fed into 

the ADC, forcing the ADC to have a wider digital range.  But its main advantage is the reduced 

complexity of the implementation, compared to the analog implementation. For this work, a 

digital implementation has been selected. Figure 4.2 shows a block diagram of the AGC to be 

implemented. 
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Figure 4.2: Block diagram of the AGC 



56 
 

The concept of the AGC relies on  estimating the power of the incoming QPSK symbol using the 

sampled data. The estimated power (Pin) is compared to the reference power (Pref) to define the 

desired gain of the AGC (Gdesired): 

 
in

ref
desired

P

P
G   (4.6) 

A control loop is then used to lock the actual gain of the AGC (Gactual) to the desired gain. Once 

the loop system has locked, the new actual AGC gain (which is now equal to the desired gain) 

amplifies the input signal to produce an output signal with the desired power (Pout = Pref). Note 

that the reference power (Pref) here is the constant power desired at the output port of the AGC. 

An AGC is generally designed to operate optimally over a designated range of input signal 

amplitudes (from V1 to V2 in Figure 4.3), over which, it delivers the desired constant output signal 

amplitude (Rosu, 2017:2). If the input signal amplitude is not within the range, the AGC becomes 

unoperational. Figure 4.3 illustrates the ideal transfer function of the AGC.  

 

Figure 4.3: Ideal transfer function of the AGC (from Rosu, 2017:2) 

From the above discussion, it is necessary to have an estimation of the maximum and minimum 

expected signal amplitudes, in order to define the constant output amplitude of the AGC, and 

subsequently design the AGC. It is advisable to use the maximum expected input signal 

amplitude as the constant output amplitude of the AGC, so that the minimum expected input 

signal amplitude corresponds to the maximum gain of the AGC. 

4.3.3. Carrier recovery system 

4.3.3.1. Purpose  

The main purpose of the carrier recovery system (CRS) in a receiver is to ensure that the phase 

and frequency of the local carriers are locked to the phase and frequency of the received signal 

(Haykin, 2000:345). It is used to extract the phase of the received signal and adjust the phase of 

the local carrier accordingly (Berner, 2005:13). The phase and frequency synchronisation 
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process consists of an estimation process where a phase error is evaluated and a correction 

process where the phase of the local carrier is adjusted according to the estimated error signal 

(Chen, 2004:34). 

4.3.3.2. Design techniques 

1) Closed loop versus open loop techniques 

Carrier recovery systems can be realised with either a closed-loop (or feedback) approach, or an 

open-loop (or feed-forward) approach. The classification is done according to how the phase or 

frequency offsets are extracted from the received signal (Brillant, 2008:709). 

The open-loop approach includes techniques that use a feed-forward principle to achieve 

frequency and phase synchronisation. They are basically performed in three blocks, including 

frequency estimation, phase estimation and phase tracking (Chen, 2004:41). Figure 4.4 gives an 

illustration of the feed-forward recovery concept. The frequency offset estimator uses the input 

baseband symbols and some algorithms to estimate the frequency offset of the received symbol. 

The frequency is subsequently corrected using a look-up-table (LUT) and a phase rotator. Then, 

the frequency-locked symbol is used by the phase offset estimator to estimate the phase offset 

of the received baseband symbol. Subsequently, the phase of the baseband symbol is corrected 

using a phase rotator and a LUT. The final stage is the carrier tracking block where both 

frequency and phase offsets are tracked.  
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Figure 4.4: Illustration of the feed-forward carrier recovery process  
(adapted from Chen, 2004:41-42) 

The performance of these techniques are characterised by (Chen, 2004:38; Brillant, 2008:709-

710): 

 short acquisition time and large frequency offset estimation range; 
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 small number of samples required for accurate acquisition of unknown parameters; 

 adequate for applications where spontaneous packet (bursts) transmission is done, for 

example in time division multiple access (TDMA) communication systems; and  

 adequate for applications where the signal suffers severe deterioration in the channel.  

However, some limitations of these techniques include: 

 the requirement for carrier tracking for long bursts, and 

 inefficient operations in continuous transmission applications. 

Feed-forward approaches are not commonly used. They are mainly used in applications, such 

as burst mode communication, where fast acquisition is required; or multipath fading 

applications (Brillant, 2008:709; Yoshida, 1995:771).  Some algorithms used for phase 

estimation in feed-forward implementations include the maximum likelihood (ML) estimator and 

variations thereof (Nicoloso, 1997:44-64; Chen, 2004:45-47).  

The closed-loop approach includes recovery techniques that use the principle of a phase-locked 

loop (PLL) to acquire the phase error between the incoming carrier and the local carrier and then 

use the error signal to correct/adjust the phase and frequency of the local carrier (Nicoloso, 

1997:35). Figure 4.5 gives an illustration of a linear phase model of a PLL in continuous and 

discrete time domains. 
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Figure 4.5: Basic illustration of a phase-locked loop, (a) continuous time domain (adapted  
from Nicoloso, 1997:14) and (b) discrete time domain (adapted from Booysen, 2009:23) 

Synchronisation techniques employing a closed-loop approach generally present the following 

advantages (Chen, 2004:38): 

 no need for carrier tracking, and the recovery is continuously done in the feedback; and 

 suitable for continuous or relatively long duration transmissions. 

However, their main limitations include (Yoshida, 1995:771; Glover & Grant, 1998:384):  
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 phase ambiguity during detection, leading to possible bit inversion; 

 unsuitable for applications where there is a fast variation in frequency or phase; and 

 generally have a long acquisition time. 

Considering the advantages listed above and based on the preference (comfort) of the designer 

of this system, only closed-loop carrier recovery techniques will be considered. Two such 

techniques are described here.  

2) mth power law closed-loop technique 

One carrier synchronisation technique often used for MPSKs, and more specifically BPSK and 

QPSK, is the mth power loop, where m is 2, 4 … 16, etc. (Jain et al., 2003:56). Figure 4.6 shows 

a block diagram of this technique.  
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Figure 4.6: Illustration of the m
th

 power loop carrier recovery technique  

(adapted from Pursley, 2005:305; Chitode, 2009:2.47) 

The technique consists of raising the incoming carrier to the mth-power through the mth-power 

law block. The result then passes through a bandpass filter (BPF), which is tuned to the 

expected carrier frequency. The mth power of the input signal multiplies the input carrier 

frequency by m. The phase-locked loop tracks the resulting carrier frequency, m×fc. The output 

frequency from the VCO, which is m×fc, is then divided by “m” to yield to the desired carrier 

frequency “fc” (Sreekanth, 2003:184; Pursley, 2005:306). The phase shift network is then used to 

generate the different carriers that go to the correlator blocks used.  

This technique is more suitable for burst mode, fast communication applications (Steber, 

2001:5). Also, it is mostly used when the recovery system is not implemented digitally. 
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3) Phase error computation closed-loop technique 

Closed-loop carrier recovery techniques for MPSKs that are based on the computation of the 

phase error between the incoming and the local carriers can be implemented using two 

configurations. These configurations depend on whether the phase adjustment is done on the 

passband signal (i.e. before the matched filter) or on the baseband signal (i.e. after the matched 

filter). The two configurations are presented in Figure 4.7. 
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(b) post-matched-filter phase adjustment 

Figure 4.7: Carrier phase synchronisation configurations for MPSKs and MQAMs. 

The operating principle of the system is the same for both configurations and can be described 

as presented below. 

The phase error detection (PED) technique operates under the principle that when the kth 

symbol is transmitted with bits bi and bq, the transmitted constellation point “sk(bi , bq)” has a 

phase of: 
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 )(kTx = )/(1
iq bbtan   (4.7) 

The baseband bits reproduced at the demodulator ( qbb ˆˆ  and ibb ˆˆ ) produce a constellation point 

)ˆˆ,ˆˆ(ˆ
qik bbbbs  with a phase: 

 )(kRx =  )(ˆˆ/)(ˆˆ1 kbbkbbtan iq
  (4.8) 

Therefore, the phase error of the received kth symbol is computed as: 

    )(/)()(ˆˆ/)(ˆˆ)()()( 11 kbkbtankbbkbbtankkke iqiqTxRx
    (4.9) 

If the transmitted data (bi and bq) are not known, the bit decision on the reproduced baseband 

(i.e. ))k(ˆˆ( ibbsgn  and ))k(ˆˆ( qbbsgn ) can then be used. This yields a phase error signal e(k): 

    ))k(ˆˆ(/))k(ˆˆ()(ˆˆ/)(ˆˆ)()()( 11
iqiqTxRx bbsgnbbsgntankbbkbbtankkke     (4.10) 

The phase error detection (PED) blocks implementing equations (4.9) and (4.10) are shown in 

Figure 4.8. This PED technique is known as the “arc-tan PED”; where (a) is data-aided (DA) and 

(b) is decision-directed (DD). The data-aided concept means that the actual data that was 

transmitted, is known by the receiver; the decision-directed concept means that the algorithm 

uses the bit decisions made, based on the received baseband symbols.  The main drawback of 

the arc-tan PED (both DA and DD) is the difficulty to implement the arc-tan function. 
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Figure 4.8: The arc-tan PEDs (DD and DA)  

The phase error detector based on equation (4.9) and (4.10) will require four-quadrant arc-tan 

operations, which can be quite complex to compute. Therefore, a much simpler way of realising 

the phase error detector would be by taking the sine of the error (e(k)), to yield: 
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Since the denominator of equation (4.12) is always positive, it can be absorbed in the gain (kp) of 

the phase error detector; and the error signal (e(k)) can then be estimated using only its 

numerator as:  

 )()(ˆˆ)()(ˆˆ)( kbkbbkbkbbke qiiq    (4.13) 

Again, if the transmitted data (bi and bq) are not known, the decision of the received bits can be 

used, and the error signal becomes: 

 ))(ˆˆ()(ˆˆ))(ˆˆ()(ˆˆ)( kbbsgnkbbkbbsgnkbbke qiiq    (4.14) 

The PED blocks implementing equation (4.13) and (4.14) are shown in Figure 4.9.  
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Figure 4.9: (a) Simplified data-aided PED, (b) digital Costas loop PED. 

The loop filter following the PED block (refer to Figure 4.6) tracks the initial phase error between 

the incoming and the local signal. It is expressed by its transfer function F(z) and will be 

discussed later.  

A controlled oscillator is then used to adjust the new phase to be used by the local carriers and 

to generate the new local carriers after every symbol received. If configuration (b) in Figure 4.7 is 

used, a direct discrete synthesiser (DDS) is used as the oscillator; if configuration (a) is used, 

the numerically controlled oscillator (NCO) is used. The NCO is expressed by its transfer 

function N(z) and local carrier generator block noted (LUT); these will be discussed later. 
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The selection of the configuration to use amongst the two presented in Figure 4.7 is a very 

important step of the system’s design as it influences the performances of the demodulator, such 

as the achievable communication speed, the recovery system’s loop bandwidth and the system 

complexity.  

4) Selection of the single loop phase error computation carrier recovery technique  

The choice of one carrier recovery technique over another is mainly driven by the application of 

interest and the comfort of the designer. For this application, closed-loop techniques are 

preferred to open-loop ones as already discussed earlier. Amongst the existing closed-loop 

carrier recovery techniques that can be used for MPSK demodulation, the preferred technique is 

the phase error computation technique. The main reason for this choice is that this technique is 

the most commonly used method for carrier synchronisation of MPSKs. It is also simpler to 

implement than other techniques; more especially when the Costa’s loop PED (Figure 4.9(b)) is 

used. Also, it is suitable for non-fading-channels, and continuous communication applications 

(Ke-Lin & Swamy, 2010:227-228). For a CRS that is based on the phase error computation 

technique, the selection of the PED algorithm amongst the four presented (two in Figure 4.8 and 

two in Figure 4.9) has to be discussed and will be covered later during the PED design process. 

The decision of which configuration to implement between the two presented in Figure 4.7 is 

generally based on which configuration will be able to achieve the desired communication 

speed, for a given maximum sampling frequency available, and how complex the resulting 

implementation is. 

The pre-matched-filter phase adjustment (or single-loop) configuration is more suitable for either 

the all-analog or the all-digital implementation of the system, in which a second-order loop will 

suffice to acquire and synchronise both the input phase and frequency offsets. In the case of the 

all-digital implementation, both the matched-filters and the local carriers (cosine and sine) have 

to be generated digitally. An accurate model of the matched-filter is needed in order to 

reproduce the received baseband symbols accurately, and accurate models of the cosine and 

sine carriers are needed for a more accurate phase error detection process. In order to generate 

an accurate model of the matched-filter digitally, the number of samples-per-symbol (Nsymbol) 

should be reasonably high. According to Booysen (2017), at least 8 samples-per-symbol will be 

needed to accurately model a matched filter digitally; that is, Nsymbol ≥ 8. In such a case, the ADC 

sampling frequency will be fsa = Nsymbol × Rs. Likewise, in order to generate an accurate model of 

a cosine and sine cycle, the number of samples-per-cycle (Ncycle) should also be reasonably 



64 
 

high. Again, according to Booysen (2017), at least 8 samples-per-cycle will be needed to 

produce a quite accurate model of a sine and cosine cycles; that is, Ncycle ≥8. In such a case, the 

ADC sampling frequency will be fsa = Ncycle × Mf × Rs, where Mf is the modulation factor, also 

known as the number of carrier cycles per transmitted symbol. The link between Nsymbol and 

Ncycle is then Nsymbol = Ncycle × Mf. Therefore, during the all-digital implementation, the values of 

Nsymbol and Ncycle to use at demodulation, as well as the value of Mf to use at modulation, should 

take into consideration these abovementioned limits of Nsymbol and Ncycle, as well as the fsa 

capability of the ADC and the desired maximum Rs. 

The post-matched-filter phase adjustment (or double loops) configuration is more suitable for the 

hybrid implementation of the system in which the outer loop is often used for frequency 

synchronisation and the inner loop for phase locking. This configuration can achieve more 

accurate carrier recovery systems by using two loop filters with different loop bandwidths. Also, 

in this configuration, the local carriers and the matched-filters are implemented in analog, and 

the ADC sampling is done on the reproduced baseband symbols. Therefore, sampling rates as 

low as two samples-per-symbol (i.e. Nsymbol = 2) can suffice for both the phase error detection 

(PED) of the carrier recovery system and the timing recovery system (TRS). Since the ADC 

sampling frequency will be fsa = Nsymbol ×Rs, for a given maximum sampling frequency, the 

maximum achievable communication symbol rate  Rs will depend on the choice of Nsymbol. 

For this application, the single-loop configuration is preferred to the double-loop configuration on 

the basis that it is 

 more suitable for the all-digital implementation of the system;  

 capable of achieving the desired data rates up to 10 Mbps, even when using an ADC 

with a maximal sampling capability as low as 100 MSps, which would be easier to get off-

the-shelf; and 

 simpler to implement. 

The block diagram of the digital carrier recovery system to be designed and implemented is 

presented in Figure 4.10. Figure 4.11 gives the linearized phase model of this PLL-based CRS 

with a closed-loop transfer function G(z). 
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Figure 4.10: Discrete time PLL-based carrier recovery system for QPSK, using a single- loop phase 
error computation technique (adapted from Peebles, 1987:261; Dick et al., 2004:59) 
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Figure 4.11: Linearised phase model of the PLL-based CRS under design 

4.3.3.3. Design process of a PLL-based digital carrier recovery system 

This section discusses the design process of the CRS presented in Figure 4.10, which employs 

the PLL principle outlined in Figure 4.11. It describes the traditional design process of a phase-

locked loop and emphasises the design of each subsystem. The design stages are as follows: 

1) identify the design parameters of the system, from both the control system theory and the 

digital signal processing perspectives;  

2) define the desired PLL system characteristics; that is, the desired order, loop-bandwidth 

(BL), acquisition time (Tacq) and percentage overshoot (PO); 

3) express the frequency response H(s) of the system based on the order defined in step 2: 

a) express the frequency response H(s) of the system in terms of the damping ratio (ζ) 

and natural resonant frequency (ωn); 

b) determine the damping ratio (ζ) and the natural resonant frequency (ωn), in terms of 

the loop bandwidth (BL), acquisition time (Tacq), or percentage overshoot (PO); 

4) design the correlator blocks; 

5) design the PED and define the transfer function P(z); 
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6) design the loop filter and define the transfer function F(z); 

7) design the NCO and define the transfer function N(z);  

8) derive the system transfer function G(z), with the block coefficients kp, ko, k1, and k2; and 

9) determine the control loop coefficients kp, ko, k1, and k2,…, kn, in terms of (ζ) and (ωn). 

1) Design parameters 

For the traditional phase-locked loop design process, the following parameters must be defined:  

 desired system order; 

 step response type and percentage overshoot (PO), 

 loop bandwidth (BL); and 

 acquisition time (Tacq). 

Likewise, for the digital implementation process, the following parameters must be defined:  

 Symbol rate expected and Modulation factor: Rs and Mf 

 Carrier frequency expected:    fc = Rs ×Mf  

 Samples-per-cycle desired:    Ncycle  

 Samples-per-symbol:     Nsymbol = Mf × Ncycle 

 Sampling frequency desired:    fsa = Ncycle × fc = Nsymbol × Rs 

 Sensitivity of the ADC:    Sadc = Dadc/(2
Radc)  

2) Define the desired system characteristics 

The order of the system is generally the first design parameter that is defined. It describes the 

number of variables that can be tracked by the system. A first-order system would generally 

track one variable and a second-order would track two variables (Keane & Hurst, nd:1). The 

designed carrier recovery systems must track the phase offset and the steady-state frequency 

offset; therefore, a second-order PLL is preferred (Nicoloso, 1997:15). 

The percentage overshoot (PO) is usually the next parameter to be defined for closed-loop 

control systems. A second order system could be under-damped (high PO), over-damped 

(reduced PO), or critically damped (no PO). In this application, the resulting type of response of 

the system was not used as the starting point of the design, but rather the desired system loop 

bandwidth. However, the under-damped system response is preferred for this application on 
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basis that a relatively short acquisition time is needed, which generally results in high 

percentage overshoot.  

The loop-bandwidth and/or the acquisition time are the next parameters to be defined. The loop-

bandwidth determines the noise performance of the system and the acquisition time determines 

its locking performance. If the bandwidth is wide, the acquisition time will be short; but that will 

lead to elevated noise and jitter in the system, which will negatively affect its performance. On 

the other hand, a narrow bandwidth will require a long acquisition time, but the system will be 

less noisy. It is good practice to keep the loop-bandwidth narrow enough to minimise noise 

reception, but wide enough to accommodate possible frequency drifts throughout the 

communication channel. Therefore, when the expected carrier frequency (fc) is in order of MHz 

and beyond, it is advisable to choose a loop bandwidth BL ≈ 1%Rs (Thomas, 2016). When the 

control loop is implemented digitally, the specification of the loop-bandwidth takes into 

consideration the number of samples-per-symbol (Nsymbol) generated by the NCO of the loop. 

With “  ” being a percentage of Rs (e.g. 1% or 2%), it can be stated that: 
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The relationship between the loop-bandwidth (BL) and acquisition time (Tacq) is not linear, and 

can therefore only be simulated (Nicoloso, 1997:16; 28). However, for second-order systems, 

that relation can be approximated as (Booysen, 2009:89): 
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3) Express the frequency response of the system 

The frequency response H(s) of a second-order PLL can be modeled in terms of the damping 

ratio (  ) of the system and the natural resonant frequency (ωn) as (Michael, 2002:14): 
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The discrete time-domain frequency response H(z) can be derived from H(s) using the “Tustin’s 

transformation” 
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For a second-order closed-loop system, the damping ratio (  ) and the natural frequency (ωn) 

can be expressed in terms of the desired loop-bandwidth (BL) as (Michael, 2002:14; 15; 21): 

 BL ≈ 0.5 ωn (ζ+1/(4 ζ)) (4.20) 

Also, for a second-order system, the acquisition time (Tacq) tends to be optimal when 2/1

and the poles are near 0 (i.e. ωn<< 2π/ Tacq).  It can then be expressed as (Nicoloso, 1997:22):  

 Tacq ≈ 4/ζ ωn (4.21) 

Lastly, for a second-order system the percentage overshoot can be expressed in terms of   as: 

 
2-1/π-

100e
  PO   (4.22) 

4) Correlator block design 

In this configuration of the carrier recovery system, the correlator blocks form part of the carrier 

recovery loop. The design of the correlator is covered in Section 4.3.4. 

5) PED design and definition of its transfer function P(z) 

The phase error detection methods used in this type of carrier recovery technique have been 

highlighted earlier in Figure 4.8 and Figure 4.9. These methods include the arc-tan data-aided, 

arc-tan non-data-aided and simplified data-aided methods, as well as the simplified non-data-

aided method, also commonly known as the digital Costas PED technique. The choice of PED 

technique is generally driven by the application and the comfort of the designer, since they 
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perform similarly. In this application, the Costas loop technique has been selected on the basis 

that it is the most used PED method for QPSK demodulation. It is designed to remove the 90o 

phase shift due to bit-transition, and only output a phase error signal relative to the input phase 

offset (Booysen, 2009:56). Figure 4.12 recalls the digital Costa’s loop PED technique. 
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Figure 4.12: Digital Costas’ loop phase error detection configuration 

Substituting this Costas loop configuration into the PED block in Figure 4.10, the phase error 

computation process can be reviewed as described below (Tytgat et al., nd:1; 4). 

Neglecting the noise through the communication system, the received QPSK signal is expressed 

as: 

 )sin(2
2

)cos(2
2

)( sc
s

bqsc
s

biRX
nθnTπf

T
EbnθnTπf

T
EbnS   (4.23) 

Assuming that the local carriers have the same frequency (fc) as the incoming carrier and an 

initial phase θ̂ , the local carriers signals are )cos(2 π sc θnnTf ˆ  and )sin(2 π sc θnnTf ˆ . 

In the correlator blocks, the mixing of SRx(n) with the local carrier signals, followed by the 

matched-filtering, will generate the baseband signals at the output of the matched-filters as:  

 )sin()cos(][ qii θ-θbθ-θbnbb ˆˆˆˆ    (4.24) 

 )cos()sin(][ qiq θ-θbθ-θbnbb ˆˆˆˆ   (4.25) 

In the Costa’s PED, if the phase error ( θ-θ̂ ) is so that –45o < φ < +45o, the outputs of the 

limiters will be: 

 ii ][ bnb ˆ  and qq ][ bnb ˆ  (4.26) 

The error signal e[n] can then be expressed as: 
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which can then be approximated as: 
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It clearly results that, since the sine function is monotonic in the interval -45o to +45o, the error 

signal obtained is proportional to the phase error ( θ-θ̂ ) (Dick et al., 2004:59). In addition, due 

to the PED configuration that compensates for the 90o phase ambiguity of the QPSK signal, the 

error signal obtained in the interval -45o to +45o will repeat itself at intervals of 90o. 

Consequently, the phase errors   = 0o, 90o, 180o and 270o (or –90o) will produce the same error 

signal e[n] = 0. These four phase errors are called the lock-stable points. The graph of the error 

signal versus phase error, known as the “S-curve”, is given in Figure 4.13 for QPSK. 

 

Figure 4.13: PED S-curve 

From the S-curve, a linear phase model of the error signal e[n] in terms of the phase error (φ =

θ-θ̂ ) can be derived as:  

  p ][ ke n   (4.29) 

where kp is the gain of the PED and can be determined as follows: 
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The graph of the PED gain kp versus phase error φ is shown in Figure 4.14.  
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Figure 4.14: Graph of PED gain kp versus phase error φ  

The gain kp oscillates between 1.414 and 2, and peaks when the phase error is a multiple of 90o. 

It is important to highlight that this gain is a function of the power of the input signal (Chitode, 

2009:2.48). The linear phase model of the PED block shown in Figure 4.15 was drawn based on 

equation (4.29), and its transfer function is P(z) =kp. 
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Figure 4.15: Linearised phase model of the PED block 

6) Loop filter design and definition of its transfer function F(z) 

With reference to Figure 4.10, the loop filter uses the error signal e[n] to track the phase error φ 

and produces an output v[n]. It is at the heart of the PLL design. The order of the loop filter (or 

the controller) depends on the desired order of the closed-loop system under development. If the 

desired order is “p”, the loop filter order is “p-1”. The order of the closed-loop system is defined 

by the number of perfect integrators or perfect accumulators in the loop; a perfect integrator is 

set to have only one pole placed at s = 0. Consequently, the voltage-controlled oscillator (VCO) 

is defined as perfect integrators as it only has one pole at s = 0 or DC (Nicoloso, 1997:14).  

In this application, the carrier recovery system needs to track both the “phase-offset” and the 

“frequency offset with a finite-steady-state-error”. Therefore, a second order PLL will suffice 

(Nicoloso, 1997:15). Consequently, a first-order loop filter will be used. The transfer function of a 

first-order loop filter F1(s) is given in equation (4.28) and its implementation block diagram 

illustrated in Figure 4.16.  
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 F1(s) = 
s

k
k 2

 1   (4.31) 
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Figure 4.16: Illustration of the first order loop filter 

The discrete time domain transfer function F1(z) can be obtained from the s-domain transfer 

functions above using the Tustin’s method  as (Vadhavker, 2007:4; 6; 8): 

 F1(z) = 
1

2 1
-z

z
kk   (4.32) 

The output signal v[n] will be expressed in terms of the error signal e[n] as: 
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Coefficients k1 and k2 are the design parameters of the loop filter and will be determined later.  

7) NCO design and definition of its transfer function N(z) 

The VCO is a perfect integrator, with transfer function V(s) = ko/s. Consequently, using the 

forward difference method (Vadhavker, 2007:4; 6; 8), the numerically controlled oscillator (NCO) 

in the discrete time-domain is a perfect accumulator with a transfer function: 
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where ko is the gain of the NCO. It, therefore, estimates the new  phase  ][NCO nθ̂ required for 

generation of the new local carrier signals as: 

   ][][ oNCO 



n

0p

pvknθ̂  (4.35) 

This means that the NCO fundamentally consists of an accumulator with a gain block, followed 

by a unit delay block that waits for a symbol duration before it transfers out the new phase ][nθ̂ . 

In addition to the fundamental blocks, the NCO is completed by a carrier signal (cosine and sine) 
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generator block when used in a recovery loop where local carrier signals must be generated. 

This block uses the new NCO phase ][nθ̂  obtained after every symbol in order to generate 

cycles of local carrier signals that will be used to process the next symbol. It uses a lookup-table 

(LUT) and some algorithms to adjust the phase offset (PO) and the frequency offset (FO). A 

model of the NCO for the carrier recovery system is given in Figure 4.17.  

okz
1 v[n]

NCO integratorUnit delay
LUT

Carriers generator

P.O Adj. Algo.

F.O Adj. Algo.

sin(  )ncΩ̂ θ̂ (n)

cos(  )ncΩ̂ θ̂ (n) θ̂ (n)
NCOθ̂ (n)

 

Figure 4.17: A basic block diagram of a numerically controlled oscillator (NCO) 

The LUT used in the local carrier generator block contains a standard cycle of the cosine 

function, which is generated as follows: 

 
hLUT(n) = ALUT • cos(2πn/360), 0≤ n ≤ 359 

(4.36) 

where n is the number of points (coefficients) of the cycle, and ALUT  is the desired amplitude of 

the local carrier signals. Since it is better to work with integer coefficients, rather than floating 

points ones, the integer coefficients are obtained by using the ADC sensitivity Sadc as: 

 hLUT-Integers = Round(hLUT/Sadc) (4.37) 

The amplitude (ALUT) can be given any value between Sadc and Vref-adc-peak, but it is better to keep 

it as low as possible, while still ensuring that the cosine cycle’s shape is conserved with the 

resulting digital coefficients. The reason for keeping the amplitude low is to have a LUT with 

small integer coefficients, so to avoid large integer numbers resulting from the mixer block. 

8) Deriving the system transfer function 

Figure 4.18 provides a more detailed schematic of the carrier recovery system under design.  
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Figure 4.18: Schematic of the digital carrier recovery system under design 

Using the linearised phase model of the PED, loop filter and NCO blocks described earlier, the 

linearised phase model of the carrier recovery system is derived as shown in Figure 4.19.  
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Figure 4.19: A linearised phase model of a second-order discrete domain PLL  
(adapted from Booysen, 2009:23) 

The transfer function G(z) of the second-order discrete time domain PLL in Figure 4.18 can be 

derived in terms of the coefficients kp, ko, k1 and k2 as: 
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9) Determine the control loop coefficients kp, ko, k1 and k2 

The frequency response H(z) and the transfer function G(z) should be equal; therefore, by 

equating like coefficients from the denominator of H(z) and G(z), the constants kp, ko, k1 and k2 

can be expressed in terms of   and ωn as: 
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These expressions can be rewritten in terms of the loop bandwidth (BL) and sampling period 

(Tsa) by using equations (4.15) and (4.20) as: 
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(4.42) 

 

  

Nζζ
ζ

Nζζ

Nζζ
  kkk

4
2

4
2

2
4

22

22




























 























 












symbolsymbol

symbol

2od

1/41/4

1/4
 (4.43) 

 

 
 

Nζζ

ζ
  

k

k

symbol

2

1

1/4














2

4
 

(4.44) 

 

The bulk of the PLL system design consists of determining the coefficients kp, ko, k1 and k2. This 

requires the designer to first define the sampling period (Tsa), the loop bandwidth (BL), the 

acquisition time (Tacq) and the percentage overshoot (PO). Thereafter, the damping ratio ( ) and 

the natural resonant frequency (ωn) are defined from these parameters. Then, having defined  , 

ωn and Tsa, the first coefficient to be determined is generally kp. The gain kp of the PED is usually 

evaluated through simulation of the developed PED. As stated earlier, it theoretically ranges 

between 1.54 and 2, but practically depends on the power of the input signal (Chitode, 

2009:2.48). This is the reason why it is highly recommended to keep the power of the input 
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signal to the demodulator as constant as possible, to within ±1dB, in order to ensure that this 

gain remains relatively fixed (Tatu et al., 2002:2437; Booysen, 2009:66).  The gain of the PED 

defines the coefficients of the loop filter, which in turn controls the loop bandwidth. Finally, 

having defined kp,  , ωn and Tsa , the determination of ko, k1 and k2 can be done through an 

iterative process by computing the above equations. If the gain ko of the NCO is known, the 

gains k1 and k2 of the loop filter can be evaluated using equations (4.42) and (4.43), respectively. 

Alternatively, if the gain ko of the NCO is not defined, one can set a value for k1 and then 

calculate k2 using equation (4.44), and thereafter, evaluate ko using equation (4.42) or (4.43).  

4.3.3.4. Measured parameters from the CRS  

The performance of a loop system, such as for PLL-based carrier recovery, is evaluated through 

its phase response. The phase response is measured at the output of the NCO integrator and is 

used to evaluate the following performance parameters: 

 system lock accuracy: how accurately does the recovery system lock to the input phase 

offset; 

 acquisition time: the time taken by the system to lock to the input phase offset (i.e. to get 

a phase difference less than 5o); 

 loop-bandwidth: estimated from the acquisition time Tacq  using equation (4.16) for 

second-order PLL systems; and 

 percentage overshoot: how much phase overshoot is present. 

4.3.4. Correlator block 

Figure 3.1 shows a correlator receiver with two channels (i- and q-). This is because for the 

QPSK signal, the number of possible symbols is M = 4 and the number of channels is then  

N = log2(M) = 2 (Edward & David: 1994:233; Geza et al., 2002:713). 

In the demodulation process of a digitally modulated signal, correlator blocks are used to 

perform the passband-to-baseband demodulation of the incoming symbol; that is, to regenerate 

the baseband bits embedded in the received passband symbol. The resulting baseband data 

)(ˆˆ tbb n  is then used for bit decision. Note that for coherent detection, the local carrier signals 

)(ˆ ti  and )(ˆ tq  used at the receiver should be the same as the carrier signals 
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)c()( tcost  i
 and )c()( tsint  q

 used for modulation. Also note that for arbitrary MPSK 

modulation, N = )(Mlog2  carriers will be used (Pursley, 2005:294).  

4.3.4.1. Design techniques 

Historically, the correlator blocks for baseband regeneration were being implemented using 

integrators. This was mainly due to the system being implemented in analog. However, with the 

advancement of technology, a way of implementing the correlation of a baseband signal digitally 

is now achieved by using a matched-filter.  

The integrator correlator consists of a mixer, a low-pass filter and an integrator. For QPSK 

signals, two correlator blocks are used for demodulation, as shown in Figure 4.20.  
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Figure 4.20: Integrator correlators (adapted from Peebles, 1987:256; Lathi & Ding, 2010:545) 

The operation of the integrator correlator block was described in Section 2.5.2.1. There is no 

specific disadvantage to implementing this integrator technique, other than that it is mostly used 

for analog implementations of the correlator block.  This is not an option in digital cases.  

The matched-filter correlator is being preferred to the integrator one. More particularly, in the 

digital implementation of the correlator block, the matched-filter is used instead of the integrator. 

This technique consists of using the same filter used for pulse shaping in the transmitter; hence, 

the name “matched-filter”. When the shape of the incoming baseband bit matches the shape of 

the matched-filter’s impulse response, the output signal of the matched-filter is equivalent to the 

integrator’s output signal (Peebles, 1987:345; Haykin, 2014:342). Practically, the matched-filter 

is generally designed to also act like a low-pass filter. Consequently, the matched-filter correlator 
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block consists only of a mixer and a matched-filter, as illustrated in Figure 4.21 for the case of 

QPSK demodulation. 
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Figure 4.21: Matched-filter correlators 

The operation of the matched-filter correlator block is exactly the same as the one described 

earlier in section 2.5.2.1 for the integrator correlator block. 

Selection of matched-filter technique 

One important advantage of the matched-filter technique is that beyond it being used to 

implement correlators digitally, it is also now being used in analog applications. Another 

advantage is that the coefficients of a digital matched-filter are variable and can therefore, easily 

be adjusted to improve the performance of the correlator block, without having to change 

physical components (Liu et al., 2008:4). One additional advantage of the matched-filter 

correlator over the integrator correlator is that with the matched-filter, when using the root-

raised-cosine impulse response, the output pulse of the matched-filter is a root-raised-cosine, 

and has minimum probability of inter-symbol-interference. Such an option is not possible with the 

integrator correlator. Based on these reasons, the matched-filter correlator has been selected for 

this work.  

4.3.4.2. Design procedure 

The procedure to design correlator blocks can be outlined as follows: 

1. specify the design parameters, both for the system’s technical design and for the digital 

implementation when necessary; 

2. design the mixer; and 

3. design the matched-filter. 
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1) List of the design parameters  

The following parameters should be specified for the design of matched-filter correlator block: 

 transmitter pulse-shaping filter and roll-off:   RRCF and α 

 symbol rate expected and modulation factor:   Rs and Mf 

 samples-per-cycle and samples-per-symbol desired: Ncycle and Nsymbol  

 sampling frequency:      fsa=Nsymbol ×Rs= Ncycle ×fc 

 sensitivity of the ADC:      Sadc = Dadc/(2
Radc)  

2) Design of the mixer 

A mixer in communication systems multiplies an input signal with a given frequency ( inf ) with a 

local signal with a certain frequency ( lof ). Mixing two signals of frequency 1f  and 2f  results in an 

infinite number of frequency components, called intermodulation products, due to the non-

linearity of the mixer (Pozar, 2005:503). These frequency components are of the form: 

 m 1f  + n 2f ; where m, n = 0, ±1; ±2; ±3…  (4.45) 

Using an appropriate filter will then allow the retrieval of only the signal with the desired 

frequency. In the digital implementation, a mixer is a sample-per-sample multiplication of two 

input signals. It is implemented using the multiplication operator and does not, therefore, need to 

be designed. 

3) Design of the matched-filter 

The matched-filter is used to maximise the Eb/No ratio of the reproduced baseband signal so as 

to minimise the probability of error during bit decision (Edward & David: 1994:224; Glover & 

Grant, 1998:280). As stated earlier, the impulse response of the matched-filter is identical to the 

pulse-shaping filter used at the modulation. The discrete time domain expression of the root-

raised-cosine pulse-shaping filter was given earlier in equation (3.3). The discrete time-domain 

expression of the matched-filter (MF) that is identical to the RRCF used at modulation is:  

 hMF(n) = AMF × hRRCF(n)/ ARRCF (4.46) 

where ARRCF is the original amplitude of the RRCF, AMF is the desired amplitude of the MF and 

the coefficients of the impulse response of the root-raised-cosine pulse-shaping filter. Again, the 
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amplitude AMF of the MF can be given any value between Sadc and Vref-adc-peak. However, it is 

better to keep it as low as possible, whilst still ensuring that the resulting digital coefficients 

conserve the filter’s shape. The reason for keeping the MF coefficients as small as possible is to 

avoid operations of large integers resulting from the matched-filtering process. The digital 

coefficients of the matched-filter (hMF-integers) are: 

 hMF-integers = Round(hMF/Sadc) (4.47) 

The impulse response hMF-integers[n] and frequency response HMF-integers[z] of the designed RRC 

matched-filter will be presented once all the parameters listed above have been defined. 

4.3.4.3. Resulting correlator block  

The correlators include the mixer and the matched-filter with an impulse response hMF[n], which 

act both as a low pass filter and an equaliser block. Figure 4.22 gives the schematic of the 

correlator, which is to be used in this work.  
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Figure 4.22: Schematic of the matched-filter correlators under design  

4.3.4.4. Measured parameters of the correlator 

The output signal of the correlators blocks is the reproduced baseband bits. An accumulation of 

these baseband bits produces the “eye diagram”. The quality of the baseband signal is generally 

observed through the opening of the eye diagram. The diagram reveals the following 

information:  

 the level of phase and frequency match between the local carrier and the incoming 

carrier; and 

 the level of the SNR of the incoming passband signal at the input of the demodulator.  
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If the eye is narrow, it means that the amplitudes of baseband bits are small. This can be due to 

high phase-mismatch between the two carriers; or in case the phase is matched, this will be due 

to low SNR of the incoming passband QPSK signal. The consequence in this case will be the 

high probability of errors during the bit decision process. Alternatively, if the eye is wide, it 

means that the amplitudes of baseband bits are high, resulting in a good Eb/ No. This improves 

the phase and frequency match between the two carriers, and most importantly, the SNR of the 

input signal. The result is that there is less ambiguity during bit decision, and therefore, an 

improved BER performance. 

4.3.5. Timing recovery system 

4.3.5.1. Role of the TRS 

In order to ensure the reproduction of the transmitted bit stream at the receiver with minimum 

error, the conditions for coherent detection techniques are:  

a) phase and frequency match between local and incoming carriers; and 

b) sampling the output of the matched-filter at its peak points.  

Because the receiver has no knowledge of the incoming signal’s characteristics, the first 

condition is generally satisfied by using a carrier recovery system, which ensures that the phase 

and frequency of the local carrier are locked to the phase and frequency of the received signal. 

Since the receiver does not have knowledge of the instant at which the peak occurs in the 

baseband signal, the second condition is satisfied by using a symbol timing recovery system.  

This system block extracts the peak timing from the baseband signal, and instructs the detection 

and decision block (DDB) to sample the baseband signal for bit decision (Proakis, 1995:362; 

Bae et al., 1997:1366). 

4.3.5.2. Design techniques 

1) Standard TRS configuration 

The TRS implementation is based on a PLL and consists of a timing error detector (TED) to 

generate the timing error signal, a loop-filter to track the timing error and the NCO/VCO to 

readjust the search timing (Torres, 2006:1). An important stage in developing a TRS is to define 

how it will be linked to the ADC. The standard ADC configurations can be synchronous or 

asynchronous to the TRS output timing.  Furthermore, the ADC sampling can be done on the 

passband signal (pre-matched-filter) or on the baseband signal (post-matched-filter). These two 



82 
 

variations lead to four standard timing recovery system configurations, which are presented in 

Figure 4.23.  
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Figure 4.23: Standard TRS configurations (adapted from Booysen, 2009:6) 

When the baseband signal is sampled ((b) and (d)), the matched-filter is analog; the resulting 

system is a hybrid of analog and digital components. In this case, since the baseband signal at 

the output of the matched-filter is analog, two samples-per-received-symbol can suffice in order 

to perform the timing recovery. Consequently, with a fixed sampling frequency (fsa), the 

achievable symbol rate (Rs) will be Rs = fsa/2. However, when the passband signal is sampled 

((a) and (c)), the matched filter is implemented digitally. In this case, a reasonably high number 

of samples-per-symbol is needed in order to implement a digital matched-filter adequately 

(Booysen, 2009:7). At least 8 samples per symbol would be needed in order to adequately 

model the matched-filter (Booysen, 2017). This will result in a symbol rate Rs = fsa/8.  

In the synchronous configuration, the clock of the ADC is directly controlled by the output timing 

of the TRS. Since the TRS is implemented digitally, this configuration will result in a hybrid 

implementation of the demodulator. In the asynchronous configuration, the clock of the ADC is 

fixed, and the output timing of the TRS from the NCO is not controlling the ADC, but rather an 
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interpolator that is used for peak-search adjustment from one symbol to another. This 

configuration is, therefore, suitable for the all-digital implementation. 

2) Selection of the asynchronous passband sampling configuration  

Considering the above discussion, the asynchronous passband sampling configuration (Figure 

4.23 (c)) has been implemented in this work. First, the asynchronous configurations ((c) and (d)) 

are preferred to the synchronous configurations ((a) and (b)) on the basis that they are simpler to 

implement and can even be done all-digitally, whereas the synchronous configurations are more 

complex to implement due to the control of the analog ADC timing by digital components of the 

TRS. This eventually leads to multiple interconnections between analog and digital components. 

Second, the passband sampling ((a) and (c)) is preferred to the baseband sampling ((b) and (d)) 

on the basis that it can also achieve the desired high data rates of the baseband sampling 

configuration, while guaranteeing a less complex implementation (an analog matched-filter can 

be tricky to work with). Therefore, the rejection of configurations (a), (b) and (d), leaves (c) as the 

preferred configuration for this application. Also note that this configuration (c) favors the all-

digital implementation; just as the configuration selected for the carrier recovery system. 

The selected TRS configuration for this application is shown in Figure 4.23.  
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Figure 4.24: Preferred TRS implementation configuration 

The operation of this timing recovery system can briefly be described as follows. The system 

operates on the principle of a PLL. The objective is to find the peak position (or timing) of the 

received baseband symbol. Initially, in order to process the first arriving symbol (k=1), the NCO 

will assume an initial arbitrary peak position or timing “ )1( k  =0”. Based on that timing, the 

interpolator will determine the amplitude values at specific points of the baseband symbol as 

needed by the TED. Using the baseband data obtained from the interpolator, the TED will 

estimate the timing error between the actual peak position and the assumed peak position, and 

then generate the error signal e[k]. The loop filter will then track that initial timing error and 
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output a signal v[k]. The NCO will re-adjust its previous timing according to the loop filter’s output 

signal, and its new timing )(k  will be used to process the next symbol (k+1). This process 

repeats after every symbol has been processed, until the loop system accurately locks to the 

actual peak timing of the received baseband symbols. The design of the subsystems 

(interpolator, TED, loop filter and NCO) is discussed below.  

4.3.5.3. Design process of the TRS 

The traditional design process of a PLL was already presented in 4.3.3.3. In this section, the 

same process will be followed, and possible additions specific to the timing recovery system will 

be presented. The design stages are, therefore, as follows: 

1) identify the design parameters of the system, both from the control system theory side 

and the digital signal processing side; 

2) define the system’s natural characteristics: 

a) define the desired PLL characteristics; that is, the desired order, loop-bandwidth (BL), 

acquisition time (Tacq) and percentage overshoot (PO); 

b) based on the desired system order, express the frequency response H(s) of the 

system in terms of the damping ratio (ζ) and natural resonant frequency (ωn); 

c) determine the damping ratio (ζ) and the natural resonant frequency (ωn) in terms of 

the loop bandwidth (BL), acquisition time (Tacq), or percentage overshoot (PO); 

3) design the TED and define the transfer function T(z); 

4) design the loop filter and define the transfer function F(z); 

5) design the NCO and define the transfer function N(z);  

6) derive the system transfer function G(z), with the block coefficients kp, ko, k1, k2; and 

7) determine the control loop coefficients kp, ko, k1, k2 …kn, in terms of ζ and ωn. 

1) Design parameters 

As stated earlier, the parameters for the traditional PLL design process are the system’s order, 

percentage overshoot (PO), loop bandwidth (BL) and acquisition time (Tacq).  

The parameters required for the digital implementation of the timing recovery system are:  

 Pulse-shaping filter used in the matched  filter: RRCF and α 

 Matched-filter output maximum level:   MFout-max-lim  

 Symbol period:     Ts = 1/ Rs  
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 Number of samples-per-symbol:   Nsymbol 

 Sampling frequency:     fsa = Nsymbol × Rs 

 Initial peak search timing:     i  

 Sampling distance between search points:  ΔTs 

2) System characteristics and frequency response 

As discussed previously, a second-order PLL is preferred for the optimal tracking of the initial 

timing error. Since the symbol rate of the expected baseband signal is greater than 1 Msps, 

therefore, the loop bandwidth can be chosen between 1% and 2% of the symbol rate (Thomas, 

2016). This means that BL = Ϫ × Rs, where “Ϫ ” is between 0.01 and 0.02. Because it is a second 

order system, the link between the loop bandwidth and the damping ratio remains the same. The 

frequency response of the second order PLL is, therefore: 
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The relationships between the damping ratio (ζ), the natural resonant frequency (ωn), the loop 

bandwidth (BL), the acquisition time (Tacq), and the percentage overshoot (PO), for a second 

order closed-loop control system are given by equations (4.20), (4.21) and (4.22). 

3) TED design and definition of its transfer function T(z) 

There are various ways of implementing a timing error detector.  The existing techniques are 

(Keane & Hurst, nd:1; Le-Ngoc & Feher, 1980:1994; Litwin, 2001:44):  

 maximum likelihood (ML); 

 minimum mean square error (MMSE); 

 zero forcing (ZF); 

 early-late; 

 Gardner (or zero-crossing); and  

 Mueller and Muller. 

Some of these techniques will be able to function in extremely low SNR applications and in 

applications with zero-excess bandwidth, but will have decision errors; whereas others require a 

good SNR and adequate excess bandwidth, but will have almost no decision error (Wang, 
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2002:21-22). Even though some sources in the literature claim that certain TED techniques are 

more suitable for low data rate communications, whereas others are more suitable for high data 

rate communications, it remains fair to say that the choice of a TED is mostly based on the 

designer’s comfort, since these algorithms present similar features and performances.  

In the case of coherent modulation schemes, such as MPSKs and MQAMs, the early-late and 

zero-crossing (Gardner) techniques are the most often-used TEDs (Stevens, 1995:28; Litwin, 

2001:44; Spalvieri, 2013:7). On this basis, only these two will be discussed in this section. 

In the early-late method, the algorithm searches for the peak position (or peak timing) within the 

received baseband symbol. Figure 4.25 illustrates the principle of the early-late algorithm. 
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Figure 4.25: Illustration of the early-late timing error detection algorithm 

Knowing that the symbol period (or symbol length) is Ts, the peak-search starts at any arbitrary 

timing “ ” within the symbol. In order to know if the peak in the kth received symbol occurs at the 

timing “ ”, a sample of the baseband symbol is taken at tpeak =  , together with two side samples 

that are equidistant from   at an interval ΔTs. The sample taken at tearly =  –ΔTs is called the 

“early sample” and its amplitude is noted yk(tearly), or simply yearly; where “yk” represents the kth 

baseband symbol received. The sample taken at tearly =  +ΔTs is called the “late sample”, and its 

amplitude is noted yk(tlate), or simply ylate. The sample taken at tpeak =   is called the “peak search 

sample” and its amplitude is noted yk(tpeak), or simply ypeak. Using the three samples, the search 

consists of comparing the early sample and the late sample with respect to the peak search 

sample. The comparison is mathematically implemented by computing an error signal ][ke : 

 eel[k] = sng(ypeak) • {ylate – yearly} (4.49) 

If the peak is occurring at the estimated time tpeak =   (see Figure 4.25a), the amplitudes of the 

two side samples will be closed to 0. As a result, the error-signal will be 0 or close to 0. Else, if 
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the peak search time tpeak =   is too early compared to the actual pick timing (Figure 4.25b), the 

amplitudes of the side samples will be distinct and opposite, and the resulting error signal will be 

positive. The amplitude of the error signal will be proportional to the timing error between the 

current search timing and actual peak timing. Alternatively, if the peak search timing tpeak =   is 

too late compared to the actual peak timing (Figure 4.25c), the amplitudes of the side samples 

will be distinct and opposite, and the resulting error signal will be negative. Again, the amplitude 

of the error signal will be proportional to the timing error between the current search timing ( ) 

and actual peak timing on the incoming symbol (̂ ).  

In order to simplify the implementation of the early-late algorithm, the equidistant time ΔTs is 

generally taken at 1/2Ts as shown on Figure 4.25. This makes it easier to understand the link 

between the error signal and the input timing error, and allows for the use of two samples from 

the current symbol and the third one from the previous symbol. As a result, instead of using 

three samples-per-symbol, two samples will be used per symbol, leading to an improvement in 

the achievable symbol rates (Makolomakwe, 2013:62). Note that, in the case of the all-digital 

implementation where the sampling is done in the passband, the discrete baseband symbol is 

represented by a high number of samples. Therefore, the symbol length will be defined by the 

number of samples-per-symbol (Nsymbol), and the timing will be expressed in terms of the sample 

number within the symbol length. Figure 4.26 presents a block diagram of the early-late TED. 
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Figure 4.26: Block diagram of the early-late timing error detector 

The zero-crossing algorithm operates in a similar manner, with the difference being that it is 

searching for the zero-crossing instead of the peak. Figure 4.27 illustrates the algorithm. 
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Figure 4.27: Illustration of the zero-crossing timing error detection algorithm 

In order to know if a given search timing ( ) is at the zero-crossing, two side samples are taken 

equidistant to  , and most preferably at an interval ΔTs= 1/2Ts. The search process is then 

computed in the form of an error signal ezc[k]: 

 ezc[k] = ypeak • {sng(ylate) – sng(yearly)} (4.50) 

The amplitude of error signal is proportional to the timing error between the search point ( ) and 

the actual zero-crossing point on the symbol (̂ ). Figure 4.28 presents a block diagram of the 

zero-crossing TED. 
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Figure 4.28: Block diagram of the zero-crossing timing error detector 

The selection of the early-late algorithm for this application is simply based on the designer’s 

comfort since it has a similar performance to the zero-crossing (Gardner). That is, they can both 

be used for high data rates links by using two samples-per-symbol, and they have the same 

accuracy and acquisition time (Booysen 2009:36; Makolomakwe, 2013:62). The graph of the 

error signal’s amplitude versus the input timing error is known as the “S-curve of the TED”. The 

S-curve of the early-late TED is plotted in Figure 4.29 for three different amplitudes of the 

received baseband signal.  
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Figure 4.29: Illustration of the TED S-curve for three different  
received baseband signal amplitudes. 

Two important remarks can be made from the S-curve. First, for small timing errors (i.e. less 

than 75% of Ts/2), the error signal is indeed approximately linearly proportional to the input 

timing error. The linear relationship between the input timing offset and the error signal is 

described in equation (4.51). Figure 4.30 illustrates the linear phase model of the TED. 

 eel [k] = kp ])(-)([ kk  ˆ   (4.51) 

+
+

pk
ele pk [ - ](z)

(z)

̂ (z)̂ (z)

 

Figure 4.30: Linearised phase model of the timing error detector 

In equation (4.51), kp is the gain of the TED, and “ (k)–̂ (k)” is the input timing error. The slope 

of the curve, which is also the TED gain, is different for different amplitudes of the received 

baseband signal. Since the gain of the TED will define the coefficients of the loop filter, which in 

turn controls the loop bandwidth of the PLL, it is required to keep the amplitude level of the input 

signal to the demodulator constant. This ensures that this gain remains approximately fixed 

(Tatu et al., 2002:2437; Booysen, 2009:66). Note that the TED gain should be determined with 

alternating bits. Since the maximum possible timing error is half the symbol rate (Ts/2) and will 

lead to an error signal equal to the peak-to-peak amplitude of the baseband signal, the TED gain 

(kp) can be estimated as (Booysen, 2009:19): 

 kp ≈ -peakto-peakbb ˆˆ /(Ts/2)     [per-unit time-offset] (4.52) 

     kp ≈ 2
-peakto-peakbb ˆˆ /Nsymbol    [per sample offset] (4.53) 
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The error signal for any timing error Δt between the actual peak timing and search peak timing is 

eel(k) = kpΔt = 2× -peakto-peakbb ˆˆ × Δt/(Ts). 

4) Loop filter design and definition of its transfer function F(z) 

The timing recovery system under design is a second-order PLL. Therefore, a first-order loop 

filter will be used. The first-order loop filter is discussed earlier and its discrete time-domain 

transfer function is given as F(z) = k1 + k2×z/(z–1).  

5) NCO design and definition of its transfer function N(z) 

The NCO was also presented earlier and its fundamental blocks are described by N(z) = 

ko×z/(z–1). However, when used in the timing recovery system, the NCO is complemented by an 

interpolation control block (IC), which determines the timings (Tearly, Tpeak and Tlate) at which the 

interpolation should be done, based on the new NCO search timing  (k).  

6) Interpolator design 

The interpolator estimates amplitude values Yearly, Ypeak and Ylate of the baseband signal from the 

matched-filter, at the defined points Tearly, Tpeak and Tlate, respectively. There are many ways of 

doing the interpolation, including the linear, neighbor and polynomial methods (Yang et al., nd:1-

4). In certain cases where the number of samples-per-symbol is significantly high (≥ 8), the 

timing Tearly, Tpeak and Tlate will be defined in terms of the available samples (eg. sample 1, 4 and 

8). Therefore, the interpolation will just be to use the amplitude values of these samples, as 

there will be enough samples to accurately model the baseband symbol. 

7) Resulting timing recovery system and its transfer function 

Figure 4.31 presents the technical block diagram of the carrier recovery system under design. 
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Figure 4.31: Technical block diagram of the digital timing recovery system under design 

Again, using the linearised phase model of the TED,  loop filter and NCO described earlier, the 

linearised phase model of the timing recovery system is derived as shown in Figure 4.32.  
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Figure 4.32: A linearised phase model of a second-order discrete time-domain PLL 

The transfer function GTRS(z) of the discrete domain PLL presented in Figure 4.32 can be 

derived in terms of the coefficients kp, ko, k1 and k2 as: 
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8) Determine the coefficients kp, ko, k1 and k2 

By equating like coefficients in the denominator of HTRS(z) and GTRS(z), the expressions of the 

constants kp, ko, k1 and k2 in terms of   and ωn are derived as described in equations (4.39) to 

(4.44). After defining the sampling period (Tsa), the loop bandwidth (BL), the acquisition time 

(Tacq) and/or the percentage overshoot (PO), the damping ratio ( ) and the natural resonant 

frequency (ωn) are evaluated. Thereafter, the gain kp of the TED is determined. This gain is 

evaluated practically through simulation of the developed TED. Note that the TED gain should 
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be tested using alternating bits. Finally, the determination of ko, k1 and k2 is done through an 

iterative process by using equations (4.39) through (4.44).  

4.3.5.4. Measured parameters from the TRS 

The phase response (or peak timing response) of the timing recovery system is measured at the 

output of its NCO. It reveals how well the TRS has acquired (locked to) the appropriate peak 

timing of the received baseband data. Other parameters, such as the system accuracy, 

acquisition time and the loop bandwidth, can then be evaluated from the system’s phase 

response. The output signal to the TRS is the symbol’s sampling clock, which is used by the 

detection block to capture the received baseband symbol at their peaks.  

4.3.6. Detection and decision block 

The detection block captures the baseband symbol from the correlator block at its peak to 

minimise bit decision errors; hence, the timing recovery system is used to extract the peak timing 

from the baseband symbol. The detection and decision can be described with a switch with a 

decision-threshold as shown in Figure 4.33.  
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Figure 4.33: Illustration of the detection and decision block 

In most instances, the detection block is incorporated in the timing recovery process when an 

interpolator is used to estimate the amplitude of the baseband symbols at specific points.  

The role of the decision block is to make a reliable decision of the received bit, based on the 

sampled value of the baseband symbol (Lau et al., 2001:1). Essentially, the sampled baseband 

amplitude is compared to a threshold, and a decision of whether the received bit is +1 or –1 is 

made accordingly. Generally, the threshold is set to 0; however, it is better to set its absolute 

value above 0, to avoid making bit decisions even when no signal is being transmitted. 
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The output signals from the decision and detection block are the reproduced i and q bit streams 

and the streams of sampled baseband values. There is no performance parameter specific to 

the detection and decision block. However, since this is the last block of the demodulation 

system, its outputs are generally used to evaluate the overall performance of the demodulation 

process discussed in section 4.3.7. 

4.3.7. Global performance evaluation  

The global parameters often used to evaluate the performance of the demodulator include: 

 quality of the system, often referred to as bit-error-rate (BER) performance; 

 achievable communication speed, often referred to as data rate (Rd) performance; and 

 SWaP performance, also known as size, weight and power evaluation. 

The quality of the developed demodulator system is commonly evaluated through measurement 

of the BER for a given input SNR; measurement of the BER for various input SNRs allows for 

generating BER versus SNR curves. However, the calculation of the BER in reality often 

involves numerous additional bit processing steps, such as error correction and decoding. 

Therefore, the most basic way of estimating the quality of the demodulator system is through the 

phase constellation diagram of the received symbols. If the constellation is too scattered, one of 

the subsystems is not working properly; the CRS may not be locking properly to the incoming 

carrier, the correlator blocks may not be reproducing the baseband bits adequately, or the TRS 

may not extract the correct bit position accurately. If the points in the constellation are well-

grouped around the expected symbol points, then all the subsystems operate properly. 

The speed performance is evaluated by determining how fast the system can process the 

incoming signal. This performance depends mostly on the sampling capability of the ADC, and 

how fast the programmable devices can execute the processes being implemented. 

In terms of the size, weight and power performance, the power performance generally matters 

the most for digital implementations, as the space and weight of the resulting implementation are 

limited to the programmable hardware. The power performance is evaluated through the power 

consumption of the ADC and programmable devices used during the execution of their tasks. 
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4.4. Technical design 

Using the resulting digital block diagram of each subsystem from the discussion above, the 

technical block diagram of the digital QPSK demodulator under design is given in Figure 4.34  
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Figure 4.34: Detailed block diagram of the digital QPSK demodulator under design 
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This section presents the calculations needed to complete the design of each subsystem of the 

QPSK demodulator as outlined in the previous sections. Note that the discussion will follow the 

top-to-bottom order of subsystems presented in Figure 4.34.  

4.4.1. Global design specifications and assumptions for the QPSK demodulator 

The input signal to the QPSK demodulator is expected to have the following parameters: 

 Pulse-shaping filter used: root-raised-cosine, with α = 0.36; 

 Expected data rate:  Up to 10 Mbps; 

 Symbol rate test:  Rs = 5 Msps (for data rate of 10 Mbps); 

 Modulation factor:  Mf = 2 cycles-per-symbol; 

 Carrier frequency expected: Up to 2×5 MHz = 10 MHz (for data rate of 10 Mbps). 

4.4.2. ADC selection 

The selection of an appropriate ADC is the first stage of the technical design process, since the 

desired system is to be implemented fully digitally.  

4.4.2.1. Defining the desired number of samples-per-cycle  

The relationship between the necessary sampling frequency (fsa), the desired number of 

samples-per-cycle (Ncycle), and the expected symbol rate (Rs) has been given earlier as: fsa = 

fc•Ncycle = Mf•Ncycle•Rs. It has been stated earlier that given a maximum sampling frequency  

(fsa-max), in order to maximise the achievable symbol rates, it is best to keep Mf and Ncycle at their 

respective possible minima. On this basis, Mf was selected as 2 (see section 3.2.4.1). Based on 

the discussion in Section 4.3.3.2 (4), the acceptable minimum for Ncycle in the case of an all-

digital implementation is 8 samples-per-cycle, for an accurate modeling of a cosine and sine 

cycles. Therefore, for this implementation, Ncycle is chosen as 8. The resulting number of 

samples-per-symbol is Nsymbol = Mf•Ncycle = 2x8 = 16 samples-per-symbol. This is also the 

discrete time width of the expected pulse (or symbol). 

Note that since the matched-filter is designed to match the incoming baseband pulse, its width 

should be equal to the width of the incoming signal. Therefore, since the demodulator system is 

implemented digitally in this application, the matched-filter will be designed to match an incoming 

pulse with a discrete time width of Nsymbol = 16 samples-per-symbol. Therefore, since Ncycle is 
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fixed to 8 in the demodulator, Mf =2 must be used at modulation, no matter the data rate at which 

one is aiming to transmit.  

4.4.2.2. Defining the desired sampling frequency 

The expected carrier frequency is 10 MHz for a symbol rate of 5 Msps (for 10 Mbps). With the 

number of samples-per-symbol defined as Nsymbol = 16, the sampling frequency should be fsa = 

Nsymbol×Rs = 16×5= 80 MSps. In order to achieve higher data rates than 10 Mbps, the selected 

ADC should be able to sample at frequencies higher than 80 MSps.  

4.4.2.3. Input signal amplitudes consideration 

It was said earlier in Section 4.3.1.4 that input signal amplitudes should be fall within the ADC 

dynamic range, which practically is between 20×Qn-peak and Vp-adc-ref. There are three ways to 

select an ADC considering the input signal amplitudes, which include to: 

1. estimate the minimum and maximum expected signal amplitudes and SNRs, then select 

an ADC which accommodates these amplitudes and SNRs; 

2. use a very high resolution ADC (eg: 16 bit ADC), which provides a very large dynamic 

range, capable of accommodating large signal variations; 

3. choose an arbitrary ADC that is accessible off-the-shelf, with an average resolution (eg: 

12 bit ADC), and ensure that the received signal amplitudes fall within the voltage 

dynamic range of selected ADC. 

For this application, since the estimation of received signal amplitude is complex and very high 

resolution ADCs are both costy and not available off-the-shelf, the third option listed above has 

been preferred. Therefore, off-the-shelf ADCs with an average resolution should be looked at.    

4.4.2.4. Selected ADC 

Based on the above discussion, the ADC12DJ3200 from Texas Instruments (Texas Instruments 

Incorporated, 2017) has been identified and can be used for this application. It can sample at 

rates up to 3200 MSps with a low power consumption of 200 mW at 100 MSps. It has a bit 

resolution of Radc = 12, with a possible reference setup of Dadc = Vref-adc-peak-peak = 1 Vpp, which 

gives a quantisation noise Qn-rms = 0.07 mV and a maximum signal-to-noise ratio SNRadc-max = 74 

dB. From the discussion in Section 4.3.1.4, the acceptable range of input signal amplitudes of 

the ADC is between 20×Qn-peak = 20×(0.07×1.42) = 2 mV and Vp-adc-ref = 500 mV. 
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4.4.3. Automatic gain control  

With reference to the QPSK demodulator configuration shown in Figure 4.34, the AGC delivers a 

passband QPSK signal with a constant amplitude to the rest of the demodulator, irrespective of 

the amplitude of the QPSK signal received at the input port of the demodulator. Since the 

estimation of the input signal amplitudes has not been done due to its complexity, the AGC has 

been designed with an arbitrary dynamic range as discussed in first paragraph of Section 3.3. 

Since the ADC dictates the acceptable range of input signal amplitudes to the demodulator, the 

AGC has, therefore, been designed using the selected ADC input voltage range, which is 

between 2mV and 500 mV. This corresponds to a power level of 39.2 nW (–44 dBm) to 2.5 mW 

(4 dBm) respectively in a 50 Ω system. By setting the constant output signal amplitude to be 

equal to the maximum acceptable input amplitude, that is, Vref = 500 mV (or Pref = 2.5 mW in 50 

Ω), the minimum and maximum AGC power gains are Gmin = 10log(Pref/Pin-max) = 0 dB and Gmax = 

10log(Pref/Pin-min) = 48 dB respectively.  

Note that in this application, the expected signal power does not have a constant level 

throughout the overpass. Subsequently, a standard second-order closed loop PLL configuration 

will not be able to track and adjust the power variation adequately (Nicoloso, 1997:15). 

Therefore, in order to adjust the power accordingly for every received symbol, an instantaneous 

gain estimation process described in equation (4.6) will be used for every received symbol. 

Since the process is implemented digitally, the received symbol’s amplitude will be used to 

estimate the power of the received symbol. Subsequently, having an estimate of the received 

symbol’s power, the required AGC gain is calculated accordingly as prescribed above, and the 

corresponding output symbol is generated at the desired power level.  

4.4.4. Correlator block 

The mixer of the correlator block is implemented digitally using a multiplication operator. The 

discrete-time impulse response of the matched-filter was presented in equations (4.46) and 

(3.3). The expected symbol rate is Rs = 0.5Rd = 5 Msps for a 10 Mbps data rate. In the ADC 

selection above, the number of samples-per-symbol is set to be Nsymbol = 16, which leads to a 

sampling frequency fsa = Nsymbol × Rs = 16 Rs. The sensitivity for a 12-bit ADC is Sadc = 0.244 

mV/bit. The roll-off factor of the RRCF is set at α = 0.36. The length of the filter is chosen to be 

LRRCF = Nsymbol = 16 taps, and its amplitude is chosen to be AMF = 30Sadc =7.32 mV. Substituting 

all these values into equation (4.46) yields:  
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The obtained floating-point coefficients are converted into integers using equation (4.47) and the 

resulting coefficients are shown in Figure 4.35. Note that the graph is plotted with a matched-

filter length of 96 points, simply to provide a clearer illustration of the impulse response. 

 

Figure 4.35: Impulse response of the designed matched-filter 

4.4.5. Carrier recovery system 

For the traditional PLL design process, the closed-loop system response type has been chosen 

to be a second-order in order to track both the phase offset and the steady-state frequency 

offset. The design of a second-order PLL was described in Section 4.3.3.3 and summarised in 

equations (4.39) to (4.44), where  = 1/ 2  for an optimal acquisition time.  

The determination of the PED gain (kp) is a major step towards completing the design of the 

carrier recovery system.. This requires the implementation of the correlator blocks, as well as the 

PED algorithm that was previously selected. The implementation of these blocks is digital and as 

discussed in Sections 4.5.2 and 4.5.3. The PED S-curve obtained is shown in Figure 4.36. The 

error is evaluated for the main phase cycle (–45o to +45o) only, since it repeats with a 90o period. 

The data points in the graph are 5o apart. The PED gain has been estimated from this graph to 

be kp ≈ 2. Note that, should the PED gain not be within the boundaries specified in Figure 4.14, 

the baseband amplitudes can be scaled up or down until the desired gain is within the range. In 

this case, the baseband amplitudes have been scaled down to a fixed digital value of 40, in 

order to obtain the results in Figure 4.35. 
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Figure 4.36: S-curve of the designed PED 

Since the NCO gain ko is not known initially, the coefficient k1 of the loop-filter is set to k1 = 1; 

using equation (4.44), the coefficient k2 is evaluated as k2 ≈ 1/1024. In order to make the output 

of the loop-filter integers, without changing the gain of the system, the coefficients are multiplied 

by 1024 and a scale-down block with a factor of 1/1024 is inserted at the output of the loop-filter. 

Subsequently, in equation (4.42), the gain of the NCO is evaluated as ko = 1/512. The 

expression of the standard cosine cycle for the look-up table is presented in equation (4.36). In 

order to convert the floating point coefficients into integer coefficients, the amplitude of the look-

up-table is set to ALUT = 60Sadc = 14.64 mV, based on the recommendation discussed in the 

NCO design section. Floating point coefficients are converted to integer coefficients using 

equation (4.37). Figure 4.37 shows a cycle of the standard cosine function and the generated 

LUT cycle with integer coefficients for use in the NCO. 

 

Figure 4.37: The standard (left) and the NCO (right) LUT coefficients 

4.4.6. Timing recovery system 

Following the traditional PLL design process, the closed-loop timing recovery system response 

type has been chosen to be of a second-order, and the system loop bandwidth  
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BL = Ϫ Rs = 1% Rs. The  acquisition time linked to the loop bandwidth is Tacq  = 1.3/BL for the 

second-order system. Likewise, for the digital implementation process of the selected TRS 

topology, the following important design parameters have been defined: 

 Digital amplitude of the baseband signal:  MFout-max-lim = 40 

 Initial search position:     i  = 0; 

 Sampling distance between the 3 search points: ΔTs = ½Ts = 8 sample spacing 

Other design parameters, such as the RRCF roll-off factor α, the symbol duration  

Ts = 1/Rs, the number of samples-per-symbol Nsymbol and the sampling frequency fsa = Nsymbol×Rs 

have already been defined in both the design specifications and ADC selection sections. 

The design of a second-order PLL-based timing recovery system was described in Section 

4.3.3.3 and summarised in equations (4.39) to (4.44). Completing the TRS design consists of 

determining the gain kp of the TED, the coefficients k1 and k2 of the loop filter and the gain ko of 

the NCO, as discussed earlier. 

Using the design parameters specified above, Matlab code has been developed to execute the 

algorithms of the interpolation control, the interpolation and the early-late TED summarised in 

Section 4.5.4. The error signal is measured for different input timing offsets, and the “S-curve” of 

the TED is generated as shown in Figure 4.38. From this plot, the gain kp of the TED can be 

evaluated as kp ≈10, which is equal to the theoretical one defined by kp = MFpp /(Nsymbol /2) = 

(40+40)/(16/2) = 10. Note that this result is based on the fact that the baseband signal amplitude 

is fixed to a digital value of 40. 

 

Figure 4.38: S-curve of the designed early-late TED 
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numbers, the loop filter’s output signal will also be floating point numbers. The loop filter will 

therefore not be integratable, since most programmable hardware does not operate with floating 

points, but only with integers. Therefore, in order to ensure that the output of the loop-filter is 

integer numbers, and without changing the gain of the system, the coefficients k1 and k2 are 

multiplied by 1024; a scale-down block with a factor of 1/1024 is then placed at the output of the 

loop filter. 

Substituting k1 in equation (4.42), the gain of the NCO is evaluated as ko ≈ 1/1024. The output of 

the NCO is the supposed peak timing ( ) of the processed symbol, in the form of a sample 

number between 1 (the first sample in the baseband symbol) and Nsymbol (the last sample). 

4.4.7. Detection and decision block 

There is no specific technical design aspect of the detection and decision block. The detection 

process has already been implemented in the TRS through the interpolation function. For the 

decision block, the decision threshold has been set to 5,  based on the observation of the worst-

case scenario of the baseband signal amplitude.  

4.5. Algorithms for digital implementation of subsystems 

This section presents the algorithms developed to implement the processes of each subsystem 

of the QPSK demodulator discussed above. The discussion here follows the same order. 

4.5.1. Automatic gain control 

The flowchart in Figure 4.39 gives the algorithm that describes the digital implementation of the 

AGC process. 
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Figure 4.39: Algorithm for the digital implementation of the AGC process 

4.5.2. Correlator blocks 

The matched-filter correlator block designed in Sections 4.3.4.2 and 4.4.4 consists simply of a 

mixer and a matched-filter. In the digital implementation, a mixer is implemented using a 

multiplication operator with a gain of 1. The matched-filter, however, is a linear time-invariant 

(LTI) system like many other FIR filters. The main advantage of realising the matched-filter 

digitally is the ease of control of the coefficients for improved phase and frequency responses 

(Thede, 1996:199; Katiar & Anju, 2012:1). The matched-filter, being an LTI system, can 

therefore be modeled as a convolution of the input signal x[n] with the filter’s impulse response 

][MF nh , which mathematically can be expressed as (Ahamed & Lawrence, 1997:254; Kapadia, 

2012:7): 
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where N is the length of the matched-filter. The convolution process is generally implemented in 

software with either the pipeline approach, or multiple cycle approach (Schlichter, 1999:5). 

Figure 4.40 illustrates the two implementations approaches. 
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1-Z
1-Z

(b) 

Figure 4.40: Illustration of the convolution process: (a) pipeline implementation (adapted from 
Ahamed & Lawrence, 1997:256) and (b) multi-cycle implementation (adapted from Mitra, 2006:433) 

The pipeline algorithm has the advantage of being time-efficient, but requires a significant 

amount of memory; the multi-cycle algorithm has the advantage of being memory-efficient, but 

requires a considerable computation time (Blanchard, 2017). The pipeline technique also 

reduces system noise because operations are done progressively and not in bulk, as in the case 

of the multi-cycle technique. Finally, due to its progressive operation process, the pipeline 

programming technique would result in less internal heating of the system, compared to the 

multi-cycle technique. This makes the system less vulnerable to impairment, such as from 

radiation (Dusseau, 2017).  

Therefore, for this application which requires high-speed, low noise and robustness against 

radiation, the pipeline algorithm is used to implement the filtering process. 

4.5.3. Carrier recovery system 

Table 4.2 summarises the algorithms used for the digital implementation of blocks of the CRS. 

Table 4.2: Summary of the algorithms to digitally implement each block of the CRS 

 Block 
Diagram 

Schematic 
Algorithm 
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pipeline configuration of a convolution process 
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the local carrier generation algorithm is presented in 

Figure 4.41 

Note that an integrator is naturally implemented using the pipeline technique as shown by the 

algorithm’s implementation flow in Table 4.2. The merit of the pipeline algorithm over the multi-

cycle one was discussed in Section 4.5.2. The local carrier generator implement three internal 

processes, namely the local carrier phase adjustment (POA), frequency offset compensation 

(FOA) and the generation of the cosine and sine cycles. Since the LUT has 360 points, and in 

order to generate the desired cycle of cosine and sine carriers, Ncycle samples are taken from the 

360 points of the LUT. These Ncycle points are spaced at intervals calculated as: 
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LUTspacing= 360/Ncycle 

(4.57) 

Since the desired number of samples-per-cycle is Ncycle = 8, the spacing will be LUTspacing = 45 

points. The phase adjustment is such that the new NCO phase ( ][nθ̂ ) represents the address 

(between 1 and 360) of the first sample, which is to be taken from the LUT. The other samples 

are then taken consecutively at the calculated spacing interval to form complete cosine and sine 

cycles with Ncycle points. The frequency offset compensation also takes place during the carrier 

cycles’ generation. This rather complex process is implemented by estimating the phase 

variation beyond the expected lock time, which is due to the steady-state frequency offset. 

Figure 4.41 shows the local carrier generation process. 

START

Cos-sample

Yes

No

Do frequency offset 

adjustment

Do frequency offset 

adjustment

 “address1 = θnew”

Based on θnew, determine 

address-1 till address-Nadc 

in the LUT for the 

“Cosine-Cycle”

Take the coefficients from 

above addresses and save 

them in an array “Cosine-

Cycle” of Nadc-addresses

Based on θnew, determine 

address-1 till address-Nadc 

in the LUT for the 

“Sine-Cycle”

Take the coefficients from 

above addresses and save 

them in an array “Sine-

Cycle” of Nadc-addresses

Is the new 

phase “θnew” 
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Output “cos” and “sine” 

samples from the each cycle 

generated, one by one

Sin-sample

 

Figure 4.41: Flowchart of the local carriers generation process 
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4.5.4. Timing recovery system 

The timing recovery system designed consists of an interpolator block, a timing error detection 

block, a loop filter and the NCO subsystem. From Figure 4.31 and Figure 4.18, it appears that 

the subsystems for the CRS and TRS are using the same components, except the interpolator 

and the interpolator control. One can, therefore, refer to Table 4.2 for the algorithms developed 

to digitally implement components of the TED, loop-filter and the NCO. 

The interpolation control (IC) and the interpolation processes are executed as described by the 

flowcharts in Figure 4.42.  

Is 

symbol

duration

?

Use the search timing “Ʈ ” received 

from the NCO

Determine the three timings for the 

early late search algorithm:

Tpeak = Ʈ 

Tearly = Ʈ - Nsymbol/2

Tlate = Ʈ + Nsymbol/2

START

(initial search time “Ʈ” should be 0)

Tealry, Tpeak, Tlate, 
 

Collate the previous symbol and current 

symbol to form an array of 2symbols

Note the addresses of the current symbol 

will be from 1 to Nsymbol and the 

addresses of the previous symbol will be 

from -1 to -Nsymbol

Use Tealry, Tpeak, and Tlate from 

interpolator controller to capture the 

amplitudes of samples in the concerned 

addresses: Aealry, Apeak, Alate,  

Is 

current 

symbol

received

?

Aearly, Apeak, Alate, 

START

 
(a): Interpolation control (b): Interpolator 

Figure 4.42: Flow chart of (a) the interpolation control and (b) the interpolation process 

4.5.5. Detection and decision block 

There is no specific algorithm needed to implement the DDB, because the capture of the 

reproduced baseband signals is achieved by the interpolator.  The  bit decision is implemented 

by using a comparator operator that is available in most software development libraries. 
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4.6. Chapter summary 

This chapter covered the design theory of each subsystem of the QPSK demodulator, which 

resulted in the selection of specific techniques to implement each subsystem of the demodulator.  

A single-loop PLL-based configuration was selected for the CRS. A second-order CRS was 

preferred in order to track both the phase and frequency offsets. A digital Costas loop technique 

was selected for the PED of CRS, followed by a first-order loop filter and a numerically controlled 

oscillator, which generates the desired local carrier signals. A matched-filter correlator was 

selected for this implementation, which includes a root-raised-cosine matched-filter.  

A second-order single-loop PLL configuration was also selected to implement the TRS. The 

asynchronous-passband sampling topology was selected for the TRS. The early-late technique 

was selected to implement the timing error detector block of the TRS.  

The chapter also presented the calculations and assumptions needed to complete the technical 

design of each subsystem, based on the techniques selected and the specifications set.  

Finally, the algorithms necessary to digitally implement each subsystem have been generated in 

this chapter. Most of the algorithms are based on the pipeline implementation in order to 

minimise the processing time as well as to limit vulnerability to radiation. The algorithms and 

technical designs are used to implement the digital QPSK demodulator on a programmable 

platform. This is described in the following chapters. 
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CHAPTER 5: 

MATLAB IMPLEMENTATION OF THE QPSK DEMODULATOR DESIGN 

 

5.1. Introduction 

This chapter presents the implementation of the designed digital QPSK demodulator in Matlab to 

to validate the design, before its implementation on a programmable hardware platform. Note 

should be taken that the Matlab implementation only evaluates the system performance in terms 

of the operations and the resulting outputs. It does not evaluate its physical performance, such 

as minimum execution time, maximum power usage and resource usage (memory, gates, 

multipliers, etc.); these can only be evaluated on a hardware development platform as presented 

in Chapter 6.  

5.2. Sampled QPSK signal 

A model of the QPSK signal received at the input port of the QPSK demodulator was generated 

and presented in Section 3.3. The model has been generated with an arbitrary assumption that 

the additive white Guassian noise power at the input port of the demodulator is –60 dBm. 

Subsequently, based on this assumption, the QPSK signal can be generated for any value of the 

signal-to-noise ratio, from 0 dB up to the maximal SNR value acceptable by the selected ADC, 

and for different bit rates. However, due to space constraints in this document, only the 

simulation perfomed with 12 dB SNR and 10 Mbps of bit rate, are presented. For a SNR of 12 

dB and with an assumed AWGN power level of –60 dBm at the input port of the demodulator, 

the total power of the noisy QPSK signal received at the input of the demodulator is about –45 

dBm, which corresponds to a total amplitude of 1.7674 mV in a 50 Ω system, as illustrated in 

Figure 3.11. Similarly, for 10 Mbps, the double-side-band bandwidth of the transmitted QPSK 

signal is about 6.8 MHz, when the root-raised-cosine pulse shaping filter is used, with a roll-

factor α = 0.36, as illustrated in Figure 3.10 (c). The choice of the pulse-shaping filter and the 

value of α have already been motivated in Section 3.2.3.3. 

Using the 12-bit ADC selected earlier in section 4.4.2.4, with a dynamic range of 1 Vpp, the ADC 

sensitivity is Sadc_=_0.244 mV/bit. Subsequently, the digital amplitude of the above discussed 

QPSK signal is 1.7674/0.244 = 8 as shown in Figure 5.1. Also, an important design assumption 

for the all-digital implementation made in section 4.4.2.1 was that the number of samples-per-

cycle of the received QPSK carrier signals should be Ncycle = 8, and the number of carrier-cycles-
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per-transmitted-symbol should be Mfactor = 2, at the modulation. Subsequently, the number of 

samples-per-symbol is Nsymbol = Mfactor•Ncycle = 16. Therefore, the required sampling frequency for 

the above discussed QPSK signal is fsa = Nsymbol•Rs = 16•(10/2) = 80 MHz (for 10 Mbps). The 

sampled QPSK signal is presented in Figure 5.1. 

 

Figure 5.1: Sampled QPSK input signal 

5.3. Correlator block simulation 

Using the coefficients of the designed matched-filter (see Figure 4.35) and the pipeline filtering 

algorithm (see Figure 4.40), the mixing and matched-filtering processes are implemented in 

Matlab, as given in Appendix A. The digital correlator blocks are simulated using the sampled 

QPSK signal and a set of carrier signals, initially generated by the local-carrier generator block, 

with assumed phase and frequency lock. The initial simulations yield output signals from the 

mixer and matched-filter blocks with huge amplitudes. The operation of high amplitude signal 

would be more time consuming for the programmable device; therefore, the signals were 

attenuated to lower values by factors of 22 for the mixers and 27 for the matched-filter. The 

simulation results obtained with the transmitted data, both alternating and random bit streams, 

are presented in Figure 5.2. The eye-diagrams of the resulting baseband symbols have been 

generated for each channel (see Figure 5.2 (c)), in order to evaluate the quality of the correlator 

blocks. 
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(a): The regenerated baseband signals with alternating bit stream 

 

(b): The regenerated baseband signals with random bit stream 

 

 

(c): The eye-diagrams of the i- and q- baseband bit streams 

Figure 5.2: The reproduced baseband bit streams  

The simulation results, confirm that the mixing and matched-filtering processes executed in the 

correlator block are operating properly. The baseband signals have the proper shapes for both 

the alternating and random bit streams. The eye-diagrams are also well-formed. These results 

have been obtained under the assumption that the local carriers are locked to the incoming 

carrier. However, in real life, a carrier recovery system needs to ensure that such 

synchronisation is achieved. 

5.4. Carrier recover system simulation  

The second-order PLL-based carrier recovery system has been presented in Section 4.4.5, with 

the PED gain kp, loop filter’s coefficients k1 and k2, and the NCO gain ko determined as 2, 1, 210 

and 1/29, respectively. The algorithms to digitally implement the various blocks of the CRS have 
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been presented in Table 4.2.  The Matlab implementation of the algorithms are presented in 

Appendix A. The simulated phase step response of the closed-loop CRS to an input phase error 

of 45o is presented in Figure 5.3 for both alternating and random bit streams. Figure 5.4 shows 

the local carrier signals (cosine and sine) produced by the NCO during the carrier acquisition 

process. 

 

(a): Carrier recovery phase response with alternating bit stream 

 

(b): Carrier recovery phase response with random bit stream 

Figure 5.3: Step phase response of the carrier recovery system 

 

Figure 5.4: Local carrier signals generated by the NCO 

Figure 5.3 shows the phase step response of the carrier recovery system as observed from the 

output phase of the NCO. The graphs show that the system locks accurately to the input phase 

offset within only +/-1o. The graphs also show that it takes about 200 symbols to acquire the 

phase offset, which means Tacq = 200Ts; consequently, the loop bandwidth of this second-order 

system would be about 0.65%Rs, which is close to the desired 1%Rs. Finally, the graphs show 

that the maximum overshoot for a 45o phase-offset is about 55o, which means a percentage 
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overshoot of 22%, which is deemed acceptable. Figure 5.4 shows a portion of the generated 

local carrier signals (cosine and sine) during the phase recovery process. One can observe how 

the phase is gradually changing symbol after symbol, until the phase lock is achieved.  

Having verified the simulated carrier phase and frequency locking processes, which guarantee 

that baseband symbols will be produced by the correlator blocks accurately, a timing recovery 

system is required. The TRS  ensures that the peak timing in every baseband bit is properly 

known for the detection of the baseband at its peaks, and hence, to minimise bit decision errors. 

5.5. Timing recovery system simulation 

The second-order PLL-based TRS has been presented in Section 4.4.6, with the PED gain kp, 

loop filter’s coefficients k1 and k2, and the NCO gain ko determined as 10, 1, 210 and 1/210, 

respectively. The algorithms to digitally implement the various blocks of the TRS have been 

presented in Table 4.2 and Section 4.5.4.  The Matlab implementation of the algorithms are 

presented in Appendix A.  Again, the simulations have been executed using the sampled QPSK 

signal.   The phase step response of the closed-loop TRS to an input time offset of Ts/2 = 

Nsymbol/2 = 8 samples is presented in Figure 5.5 for both alternating and random bit streams. 

Figure 5.6 shows the clock signal generated by the TRS for bit detection. 

 

 

(a) phase response with random bits (b): phase response with alternating bits 

Figure 5.5: Step phase response of the developed timing recovery system  

 

  

Figure 5.6: TRS output clock signal at different instants of the recovery process 
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symbols to acquire the phase-offset, which means Tacq = 250Ts; consequently, the loop 

bandwidth of this second-order system would be about 0.55%Rs. The graph in Figure 5.5 (b) 

shows that for alternating data, it takes about 175 symbols to acquire the phase offset, which 

means Tacq = 175Ts; consequently, the loop bandwidth of this second-order system would be 

about 0.75%Rs.  For both cases, this is close to the desired 1%Rs. Figure 5.6 shows the 

generated clock at different instants of the timing acquisition process. It is evident that the 

clock’s rising edge time gradually adjusts until the desired clock signal is reached. 

5.6. Detection and decision block technical design and simulation  

The detection process has been performed in the interpolation of the timing recovery system. A 

portion of the code executing the decision process is presented Appendix A. Figure 5.7 (a) 

presents a portion of the transmitted i- and q- channel bits streams, and Figure 5.7 (b) presents 

the corresponding portion of the reproduced bit streams for both the i- and q-channel, as 

obtained from the simulation of the subsystem.  

 

(a): a portion of the of the transmitted i- and q- bit streams  

 

(b):  The corresponding portion of the reproduced i- and q- bit streams  

Figure 5.7:Reproduced versus transmitted bit streams on both the i- and q-channel 
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5.7. Evaluation of the simulated QPSK demodulator performance 

As stated earlier, the Matlab simulation does not evaluate the physical performance of the 

demodulator, but validates the implementation of the algorithms as well as the theoretical 

performance of the system.  

5.7.1. Quality of phase constellation for various SNR of input signal 

The phase constellations generated from the simulations, for different input signal-to-noise 

ratios, are presented in Figure 5.8. As an initial observation, the graphs show well-structured 

constellations, which is evidence of a well-performing QPSK demodulator. Another observation 

is that the higher the SNR of the incoming QPSK signal, the more concentrated the constellation 

points. This is a logical observation,  because the quality of the reproduced baseband signals is 

also a function of the SNR of the incoming PQKS signal.  

     

    (SNR = 12 dB)           (SNR = 16 dB)         (SNR = 20 dB) 

(a): random bit stream 

   

  (SNR = 12 dB)              (SNR = 16 dB)          (SNR = 20 dB) 

(b): alternating bit stream 
Figure 5.8: Phase constellation of demodulated received signal, for different input SNRs 
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5.7.2. Rotation effect of the carrier recovery process on the phase constellation 

Figure 5.9 shows how the constellation of the received demodulated QPSK signal behaves 

during the carrier acquisition process. It can be seen that the constellation rotates as the phase 

locking process progresses until the symbols reach the expected position. This is because the 

amplitude of the baseband symbols on both the i- and q-channel vary as a function of the input 

phase-error. 

        
φ=±45

o
 φ=±34

o
 φ=±22.5

o
 φ=±11

o
 φ=0

o
 

Figure 5.9: Illustration of constellation rotation as the  phase-locking process progresses 

5.7.3. Grouping effect of the timing acquisition process on the phase constellation 

Figure 5.10 shows how the constellation of the received demodulated QPSK signal behaves as 

the timing acquisition process progresses. It can be seen that the phase constellation regroups 

during the timing acquisition process. Initially, the constellation points are spread over the 

quadrant, and gradually moving into the four constellation points as the timing acquisition 

process unfolds. 
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Figure 5.10: Illustration of the constellation stabilisation during the timing acquisition process  
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5.7.4. BER versus SNR performance 

The simulated bit-error-rate as a function of the input signal-to-noise ratio is shown in Figure 

5.11, together with the theoretical curve. 

 

Figure 5.11: Simulated and theoretical BER versus SNR plot for the QPSK demodulator 

It is evident from Figure 5.11 that the simulated results are in close agreement with the 

theoretical curve; in overall to within a factor of 2.  

5.8. Chapter Summary 

This chapter has discussed the Matlab implementation of the algorithms of the designed QPSK 

demodulator.  The Matlab implementation is an effective validation tool of the algorithms and 

selection of the various parameters before implementing the system on a hardware platform. 

Clearly, this implementation does not evaluate the system’s physical performance, such as 

power usage, maximum timing and resource usage. The various subsystem have been 

simulated  using the sampled QPSK signal previously defined. The simulation results show that 

the carrier recovery system locks the local carriers properly to the incoming carriers, with a 

phase acquisition time of about 200Ts and a loop bandwidth of about (1.3/200)×Rs. Furthermore, 

the timing recovery system acquires the symbol peak time accurately, with an acquisition time of 

about 400Ts, and a loop bandwidth of about (1.3/400)×Rs, for random data transmission. The 

performance of the developed system as described by the BER vs SNR plot has been found to 

be in close agreement with the expected theoretical performance, and validates the algorithms 

of the overall demodulator.   
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CHAPTER 6: 

FPGA IMPLEMENTATION OF THE QPSK DEMODULATOR  

6.1. Introduction 

The preceding chapter presented the simulation results of the Matlab implementation of the 

QPSK demodulator. In this chapter, the practical implementation of the QPSK demodulator is 

presented. First, the selection of a suitable programmable hardware platform for the application 

at hand is described. This is followed by an overview of the development of the system as well 

as the analysis and testing tools utilised, based on the selected hardware. The implementation 

of the QPSK demodulator in VHDL (very high-speed integrated circuit “VHSIC” hardware 

description language) is presented, followed by an evaluation of the system performance.  

6.2. Hardware selection 

6.2.1. Comparitive study of programmable devices 

Many types of programmable hardware devices are commercially available, including 

microcontroller (MCU), general purpose processor (GPP), graphic processing unit (GPU), digital 

signal processor (DSP) and field-programmable gate array (FPGA) devices. These devices are 

designed with different features. For example, some will have an improved DSP capability or 

flexibility, whereas others will be more power-efficient or more compact. Table 6.1, adapted from 

(Steven, 2011:8), summarises an overview of the various programmable hardware devices and 

their respective features. 

Table 6.1: Comparison of programmable hardware  

Feature GPP DSP GPU FPGA Microcontroller  

DSP operations & speed Moderate high high high low 

General operations Good Poor Poor Poor Good 

Flexibility  High Low Moderate High Poor 

Available resources  Moderate Small Large Large Moderate 

Power efficiency Moderate Good Poor Moderate Good 

Common brands Intel, AMD Texas Inst. nVidia, AMD Xilinx, Actel PIC, Arduino 

Programming language C, Java C, Assembly CUDA, C Verilog, VHDL C, Assembly 

The demodulator under design will form part of a software defined radio project for nanosatellites 

that is currently being undertaken at the Cape Peninsula University of Technology. This 

application requires the development platform to be flexible, power efficient, and to have DSP 

operations capability. The FPGA has high flexibility, large available resources, fast DSP 

capability and moderate power efficiency. It, therefore, stands out as a suitable hardware 
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programmable development platform for this application. Moreover, an FPGA has the capability 

to execute digital signal processing in parallel; decreasing the processing time considerably.  

6.2.2. Selection of FPGA device  

The selection of the FPGA depends strongly on the primary constraints of the application, such 

as processing speed, power consumption or radiation hardness. In CubeSat applications, the 

power consumption and the robustness against space radiation are two major constraints. 

However, due to the high-speed communication requirements of the demodulator, the 

processing speed is also a major constraint in the case of the all-digital implementation. 

There are four well-known manufacturers of FPGAs; Xilinx, Altera, Latice Semiconductor and 

Microsemi (also known as Actel). Although FPGAs from the different manufacturers now tend to 

present similar characteristics, the design technology employed by each manufacturer remains 

quite different from another. Due to this difference in the design and manufacturing technology 

used by each manufacturer, FPGAs from different manufacturers tend to have areas where they 

outshine others. 

In terms of robustness against radiation, Xilinx, for example, uses a FLASH-based design, 

whereas Altera and Microsemi employ SRAM-based and anti-fused-based designs, respectively 

(Yaseen, 2016). In FLASH- and SRAM-based FPGAs, the memory of the architecture can be 

erased, making them vulnerable to radiation that can cause single-event-upsets. On the other 

hand, the anti-fused-based FPGAs cannot have their memory erased easily, improving their 

robustness in high radiation environments (Cunha, 2011:938). Therefore, if the application 

involves high radiation environments such as space, anti-fused-based FPGAs from, for example, 

Microsemi and Altera should be considered.  

In terms of speed performance and power consumption, Xilinx FPGAs present better speed 

performance, whereas the Microsemi and the Lattice products have lower power consumption 

(Johnson, 2011).  

Considering the above arguments, Microsemi FPGAs seem to be more suitable for the current 

application, since they exhibit both low power consumption, robustness against radiation, and 

can achieve relatively high processing speeds. Consequently, they have been considered for the 

implementation of the demodulator. 
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A few FPGAs manufactured by Microsemi include the Polar Fire, ProASIC, Fusion Mixed Signal, 

IGLOO and the IGLOO2 (Microsemi Corporation, 2017). Of these, the IGLOO2 has the lowest 

power consumption (Johnson, 2011), Moreover, it has already been used in the development 

environment at CPUT, with a complete development kit available. Also, the IGLOO2 has enough 

capacity to support the complete firmware of the QPSK modulator and demodulator. Finally, in 

terms of operating speed, as discussed in Section 6.2.1, FPGA in general can support relatively 

high processing speeds; the IGLOO2, in particular, can operate with main clock speeds up to 

142 MHz (Microsemi Corporation, 2016:129). Such a speed capability is sufficient to achieve the 

data rates aimed for in this application. Therefore, the IGLOO2 FPGA has been selected for the 

implementation of the digital QPSK demodulator. 

6.3. Development steps and evaluation tools of FPGA-based systems 

6.3.1. Integration and development environment  

The development of a digital system is done in the integration and development environment 

(IDE), which is made available by the manufacturer of the programmable device to be used. For 

systems implemented on FPGAs, the development process often includes the following stages: 

 creation of the design (generation of the architecture and syntax check); 

 setting of the constraints; 

 implementation of the design (synthesis, compiling, placing and routing); and 

 loading of the system on the chip. 

The IDE for Microsemi FPGAs is called “Libero”. Figure 6.1 shows the design flow of FPGA-

based systems in Libero. 
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Figure 6.1:  A view of Libero Graphical User Interface (GUI)  

 

There are two main types of evaluations that are performed on the developed FPGA code 

namely parameters analysis and functional testing. 

6.3.2. Parameters analysis process 

In order to analyse the performance parameters of the generated code, such as the power 

usage, execution time, memory and other resource usage, the development environment uses 

sophisticated analysis processes. The first analysis comprises syntax checking, which verifies 

that the code implementation follows the VHDL syntax rules and good practices. The next 

analysis relates to the compilation of the code. This stage verifies that all the software processes 

and components developed in the system will execute properly on the hardware platform. The 

resulting report provides information regarding the system parameters, such as the memory 

usage, the number of gates and multipliers. Verification of the compiled code is followed by the 

placing and routing of the system. The tool analyse both the system’s static and dynamic time 

and power behaviour. A report is generated that informs the developer if the time and/or power 

constraints will be met, based on the placing and routing performed. The report outcome also 

includes information such as the static power consumption of the system and the maximum 

clock frequency.  
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6.3.3. Functional testing tools 

Regarding the functional test of the developed code, a tool called “test-bench” is used by the 

development platform. Test-bench is a platform created in the integration and development 

environment (IDE) in order to run functional tests of the developed architecture as if it was 

running on a chip, and observe the relevant signals on a virtual scope. It describes the behavior 

of all control input signals, such as the reset, clock and enable, and specifies certain operating 

parameters, such as the global clock frequency and subsequent clock frequencies (if any). It 

also defines how input data are acquired and transferred within the system for processing. The 

code/firmware can be tested by the test-bench at all the stages of development; before 

compilation (pre-synthesis implementation), after compilation (post-synthesis implementation) 

and after placement and routing (post-layout implementation).  

It is important to note that the test-bench tests performed at the post-layout implementation 

stage are usually very close to the actual results obtained on the chip. Therefore, these tests are 

often accepted to validate a developed system (Blanchard, 2017; Booysen, 2017).  

The monitoring of the test-bench simulations is done using ModelSim. ModelSim is a verification 

and simulation tool for a code that is based on hardware descriptive languages (HDL) such as 

the VHDL, Verilog and system Verilog (Mentor Graphics Inc., 2012:9). It is a product of Graphics 

Corporation, and measures and displays all necessary input and output signals specified in the 

test-bench. 

6.4. Generation of FPGA code for the demodulator 

6.4.1. Good VHDL coding practices 

VHDL is one of the programming languages used to programme FPGAs.  It allows for tasks to 

be executed in parallel (concurrently) or in series (sequentially). The capability to execute tasks 

concurrently makes this language a very important tool in high-speed applications, such as the 

one at hand.  

The art of developing algorithms in VHDL involves a careful interplay between the execution 

time and the memory required for the implementation of a given task. Some codes can be 

written using the pipeline implementation approach and others can be written using the multi-

cycle implementation approach. The choice of coding approach depends on the requirements of 

the application with regards the execution time and memory. 
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Time and memory usage can also be minimised through the proper selection of the data types 

used. For example, large integers and floating point numbers are processed with enormous 

difficulty by hardware, and require large amounts of memory and longer execution times. 

Therefore, ensuring that the numbers used are relatively small will lessen the time and memory 

burden on the platform.  

6.4.2. Code development 

As stated earlier, the digital QPSK demodulator has been developed in libero, which is the IDE 

for microsemi IGLOO FPGAs. It should be noted that the VHDL code that has been generated, 

is totally generic; all the functions implemented, have been obtained from the standard VHDL 

libraries, or generated from scratch. The generated code can, therefore, be executed on any 

family of FPGA without restriction to a specific one.  

Using the VHDL syntax, the code for each subsystem has been developed, based on both the 

technical design and the algorithms covered in Chapter 4. The code of the top level (the 

complete QPSK demodulator system) is presented in Appendix B. Due to space constaint in this 

document, the codes of the bottom levels (all subsystems and their sub-blocks) can not be 

presented; however, all these codes are available in the CD made for this project. Figure 6.2. 

shows the block diagram of the FPGA implementation of the QPSK demodulator.  



123 
 

In
_

d
a

ta
[7

..0
]

O
u

t_
d

a
ta

[7
..0

]

M
F

_
i_

&
_
S

D

c
lo

c
k

a
c
lr

R
e

s
e

t

M
a

in
C

lk

In
_
d

a
ta

[7
..0

]

O
u

t_
d

a
ta

[7
..0

]

M
F

_
q

_
&

_
S

D

c
lo

c
k

a
c
lr

R
e

s
e

t

M
a

in
C

lk

In
_
d

a
ta

a
[7

..0
]

O
u

t_
d

a
ta

[8
..0

]

P
E

D

c
lo

c
k

a
c
lr

R
e

s
e

t

M
a

in
C

lk

In
_
d

a
ta

b
[7

..0
]

In
_

d
a

ta
[8

..0
]

O
u

t_
d

a
ta

[1
7
..0

]

C
lk

_
D

e
la

y
_

&
_

G
a

in
_

k
1

c
lo

c
k

a
c
lr

R
e

s
e

t

M
a

in
C

lk

c
lo

c
k

d
a

ta
a

[8
..0

]

a
c
lr A
c
c
u

m
u

la
te

_
&

_
G

a
in

_
k
2

re
s
u

lt[1
7

..0
]

a
c
c

o
v
e

rflo
w

L
A

T
E

N
C

Y
=

1

S
IG

N
E

D

M
a

in
C

lk

R
e

s
e

t

c
lo

c
k

d
a

ta
a

[1
7
..0

]

a
c
lr

d
a

ta
b

[1
7

..0
]

Ip
m

_
a

d
d

_
s
u

b
_

&
_
S

D

re
s
u

lt[8
..0

]

B A

A
+

B

o
v
e

rflo
w

M
a

in
C

lk

R
e

s
e

t

c
lo

c
k

d
a

ta
a

[8
..0

]

a
c
lr A
c
c
u

m
u

la
te

_
&

_
G

a
in

_
k
0

re
s
u

lt[9
..0

]
a

c
c

o
v
e

rflo
w

L
A

T
E

N
C

Y
=

1

S
IG

N
E

D

M
a

in
C

lk

R
e

s
e

t

In
_
d

a
ta

[9
..0

]

O
u

t_
d

a
ta

b
[6

..0
]

S
y
m

b
o

l_
D

e
la

y
_

&
_

L
C

G

c
lo

c
k

a
c
lr

R
e

s
e

t

M
a

in
C

lk

O
u

t_
d

a
ta

a
[6

..0
]

c
lo

c
k

d
a

ta
a
[4

..0
]

a
c
lr

d
a

ta
b
[6

..0
]

Ip
m

_
m

u
lt_

&
_
S

D

re
s
u

lt[7
..0

]

S
ig

n
e

d
 

m
u

ltip
lic

a
tio

n

M
a

in
C

lk

R
e

s
e

t

c
lo

c
k

d
a

ta
a

[4
..0

]

a
c
lr

d
a

ta
b

[6
..0

]

Ip
m

_
m

u
lt_

&
_

S
D

re
s
u

lt[7
..0

]

S
ig

n
e

d
 

m
u

ltip
lic

a
tio

n

M
a

in
C

lk

R
e

s
e

t

In
_
d

a
ta

a
[7

..0
]

O
u

t_
d

a
ta

c
[7

..0
]

S
y
m

b
o

l_
D

e
la

y
_

&
_

In
te

rp
o

la
te

c
lo

c
k

a
c
lr

R
e

s
e

t

M
a

in
C

lk

In
_
d

a
ta

b
[7

..0
]

O
u

t_
d

a
ta

d
[7

..0
]

In
_
d

a
ta

c
[3

..0
]

O
u

t_
E

n

O
u

t_
d

a
ta

a
[7

..0
]

In
_

d
a

ta
a
[7

..0
]

O
u

t_
d

a
ta

[7
..0

]

T
E

D

c
lo

c
k

a
c
lr

R
e

s
e

t

M
a

in
C

lk

In
_

d
a

ta
b
[7

..0
]

In
_
d

a
ta

c
[7

..0
]

In
_

d
a

ta
[7

..0
]

O
u

t_
d

a
ta

[1
7
..0

]

C
lk

_
D

e
la

y
_

&
_

G
a

in
_

k
1

c
lo

c
k

a
c
lr

R
e

s
e

t

M
a

in
C

lk

c
lo

c
k

d
a

ta
a

[7
..0

]

a
c
lr A

c
c
u

m
u

la
te

_
&

_
G

a
in

_
k
2

re
s
u

lt[1
7

..0
]

a
c
c

o
v
e

rflo
w

L
A

T
E

N
C

Y
=

1

S
IG

N
E

D

M
a

in
C

lk

R
e

s
e

t

c
lo

c
k

d
a

ta
a
[1

7
..0

]

a
c
lr

d
a

ta
b

[1
7

..0
]

Ip
m

_
a

d
d

_
s
u

b
_

&
_

S
D

re
s
u

lt[7
..0

]

B A

A
+

B

o
v
e

rflo
w

M
a

in
C

lk

R
e

s
e

t

c
lo

c
k

d
a

ta
a

[7
..0

]

a
c
lr A
c
c
u

m
u

la
te

_
&

_
G

a
in

_
k
0

re
s
u

lt[3
..0

]
a

c
c

o
v
e

rflo
w

L
A

T
E

N
C

Y
=

1

S
IG

N
E

D

M
a

in
C

lk

R
e

s
e

t

In
_
E

n

O
u

t_
b

it_
a

B
it_

D
e

c
is

io
n

c
lo

c
k

a
c
lr

R
e

s
e

t

M
a

in
C

lk

In
_

d
a

ta
a
[7

..0
]

In
_

d
a

ta
b
[7

..0
]

O
u

t_
b

it_
b

O
u

t_
d

a
ta

b
[7

..0
]

B
it-i

B
it-q

Q
P

S
K

[4
..0

]
IN

P
U

T
V

C
C

R
e

s
e

t
IN

P
U

T
V

C
C

M
a

in
C

lk
IN

P
U

T
V

C
C

 

Figure 6.2: Block diagram of the FPGA firmware of the QPSK demodulator 
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6.5. Emulation results of the developed FPGA-based QPSK demodulator 

6.5.1. Parameters analysis 

The implementation of the QPSK demodulator on the FPGA has been evaluated and analysed.  

The summary report of the logic, memory, timing and power analyses are presented in Appendix 

C. Table 6.2 lists the results for certain pertinent parameters. 

Table 6.2: Resource usage analysis of the QPSK demodulator implementation on the FPGA 

 Item COR CRS TRS DDB demodulator Available  

R
e
s
o

u
rc

e
 U

s
a
g

e
 (

M
e
m

o
ry

 

A
n

a
ly

s
is

) 

4LUT 1329 3838 616 291 6074 12084 

DFF 1346 1404 519 394 3663 12084 

User I/O 24 31 53 15 46 231 

Single-

ended I/O 
24 31 53 15 46 231 

MACC 14 5 0 2 21 22 

Chip 

Global 
2 2 2 2 2 8 

        

T
im

in
g

 

A
n

a
ly

s
is

 

Min clock 

period 
6.819 ns 8.829ns 8.438 ns 6.614ns 9.052 ns - 

Max clock 

frequency 
146 MHz 113 MHz 118 MHz 153MHz 106 MHz - 

       - 

P
o

w
e
r 

U
s
a
g

e
 

Static 

power  
2.1mW 5mW 4mW 0.6mW 12 mW - 

Dynamic 

power  
0 mW 0 mW 0 mW 0 mW 0 mW - 

 

6.5.2. Functional test 

The test-bench generated to perform the functional testing of the QPSK demodulator is 

presented in Appendix D and is based on the following emulation considerations: 

 the input signal is the QPSK signal as reported in Chapter 3, Section 3.3. As stated 

earlier in the mentioned section, the QPSK signal is generated for different SNRs, with a 

an AWGN power of –60 dBm, but only the emulation performed with a SNR of 12 dB is 
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presented. The total power of the received QPSK signal at the input port of the 

demodulator is about –45 dBm, which corresponds to corresponds to a total amplitude of 

1.7674 mV in a 50 Ω system. 

 the test data and symbol rates of transmission are set at Rd =10 Mbps and Rs =5 Msps, 

respectively; 

 the carrier frequency is, therefore, set at fc= 2Rs = 10 MHz; 

 the ADC sampling frequency is assumed to be fsa =8fc =16Rs =80 MHz, with a 12-bit 

resolution and a dynamic range of 1 Vpp; 

 the global/system clock frequency is set at fclk = fsa =80 MHz; 

 samples of the QPSK signal have been read from a data file and transferred into the 

system under test by the test-bench, and at the sampling rate defined above; 

 the system then processes the input samples sequentially, over every cycle of the 

system’s clock (fclk) as defined above; and 

 the test has been performed after the place and route stage (timing and power analyses), 

in order to have results that are as close as possible to the on-chip performance.  

Note that the tests were run with different values of the SNR of the input signal, one value at a 

time. However, due to space constraint in this document, only the results obtained with 12 dB 

SNR are presented here (Figure 6.3 through Figure 6.9),  because it is the worst case scenario 

of SNR necessary to achieve a BER of 10-6 for the QPSK scheme.  

The results displayed in Figure 6.3 through Figure 6.9 have been extracted from ModelSim. 

These graphs present the input QPSK signal, the reproduced baseband signals (i and q) with 

both alternating and random input bit streams, the step-phase response of the carrier recovery 

system and the generated local carriers, the step-phase response of the timing recovery system 

and the generated clock for detection timing, as well as the reproduced bit streams on both i- 

and q-channels. 

 

Figure 6.3: Test-bench input QPSK signal 
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(a) Baseband signals reproduced with alternating bits stream 

 

 
(b) Baseband signals reproduced with random bits stream 

Figure 6.4: Baseband signals reproduced by the correlator blocks  

 

 

Figure 6.5: Simulated carrier recovery phase-step response  

 

 

Figure 6.6: Generated local carrier signals from the carrier recovery system 
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Figure 6.7: Simulated timing recovery phase-step response 

 

 

Figure 6.8: Clock signal generated by the timing recovery system for bit detection by the DDB 

 

 

Figure 6.9: Reproduced bit stream i-(top) and q-(bottom) channels 

 

For every symbol received, the captured amplitudes of the i- and q-bits can be used to plot the 

phase constellation diagram of the received QPSK signal, as shown in Figure 6.10. Also, the bit 

stream reproduced after each test is used to evaluate the bit-error-rate of the system for that 

particular signal-to-noise ratio of the input signal. The resulting BER versus SNR of the overall 

system is shown in Figure 6.11. Careful observation of graphs in Figure 5.8 and Figure 6.10 

shows that simulation results obtained with matlab compare well with the FPGA emulation 

results obtained from the Test-Bench.   
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(a) alternating bit stream 

 

(b) random bit stream 

Figure 6.10: Phase constellation diagrams with (a) alternating and (b) random bit streams with an 
input SNR of 12 dB 
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Figure 6.11: Simulated BER versus SNR plot 

 

6.6. Interpretation and evaluation of results 

6.6.1. Resource utilisation 

Memory utilisation as demanded by the system can be accommodated by selecting an 

appropriate chip, but is generally not considered a major consideration as chips with larger 

memory capacity can readily be found.  

Analysis of the power consumtion has shown that the static power consumption of the full 

system is about 12 mW, which is acceptably low.  

Timing analyses have shown that the maximum clock frequency that can be used for the QPSK 

demodulator is about fclk-max = 106 MHz. Given that the FPGA clock frequency should be equal 

to, or higher than, the ADC sampling clock, and since all the subsystems and sub-blocks run 

with the same clock, the FPGA clock frequency has been chosen to be equal to the ADC 

sampling frequency. Therefore, the maximum sampling frequency is 106 MHz. It was stipulated 

in the  theoretical design section that the number of samples-per-symbol should be 8 or more for 

the accurate modeling of the digital matched-filter. This design is indeed flexible in terms of the 

number of samples-per-symbol; it can be 8 or any multiple of 8. Consequently, when the system 
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is implemented with 8 samples-per-symbol, the maximum achievable symbol rate would be 

106/8 = 13.25 Msps, which results in a maximum data rate of Rd-max = 26.5 Mbps.  When the 

system is implemented with 16 samples-per-symbol, the maximum achievable symbol rate 

would be 106/16 = 6.665 Msps, which results in a maximum data rate of Rd-max = 13.25 Mbps. In 

either of these two cases, the achievable data rate is greater than the 10 Mbps specification set. 

6.6.2. Operational results  

The results presented in Figure 6.4 show that the mixers and matched-filters are working well; 

as a result the generated baseband signals are of good quality despite a moderate input signal-

to-noise ratio of 12 dB. 

Figure 6.5 shows the phase-step response of the carrier recovery system where the phase and 

frequency of the local carriers lock perfectly within 1o accuracy to the phase of the input carrier. 

The response also shows that the carrier acquisition time is 9945 ns. With the frequency of the 

main clock used, set to 80 MHz (for 10 Mbps), the clock period is 12.5 ns. Subsequently, with a 

symbol length of 16 samples-per-symbol, the symbol period is 16x12.5 = 200 ns. Therefore, a 

carrier acquisition time of 9945 ns corresponds to 9945/(16x12.5) = 50 symbols; and results in a 

loop bandwidth of BL=2.5%Rs ≈ 125 kHz. Achieving such a short acquisition time, coupled with a 

high system accuracy, is quite an achievement. This also reflects that the loop bandwidth is at its 

optimum value in terms of trade-off between being too large for poor accuracy and short 

acquisition time, and being too narrow for high accuracy and long acquisition time. Figure 6.6 

above shows the local carrier signals generated by the carrier recovery system, in which the 

phase adjustment process can be observed.  

In a similar manner, the timing recovery system’s phase-step response given in Figure 6.7 

shows the local timing locking accurately to the peak timing of the incoming basebands signal to 

within 1 sample accuracy. The response also shows an acquisition time of 43795 ns, which 

corresponds to 43795/(16x12.5) = 218 symbols, and results in a loop bandwidth of  

BL=0.6%Rs ≈ 30 kHz. The longer acquisition time here is a result of the time taken by the carrier 

recovery system to first achieve the carrier acquisition. However, the acquisition and the loop 

bandwidth are still acceptable as justified by the accurate results obtained. Figure 6.8 shows the 

clock generated by the timing recovery system for the detection block. 

The phase-constellation diagram in Figure 6.10, plotted for an input SNR of 12 dB, shows well-

concentrated symbols around the fixed decisions points, which verifies the good quality of the 
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demodulator implementation. A further verification of the good quality of the implemented QPSK 

demodulator can be observed from the BER versus SNR plot in Figure 6.11, which shows 

excellent agreement with the theoretical expectation. For example, with 12 dB SNR, the 

theoretical limit of the BER is 10-6, and the simulated BER for the FPGA-based demodulator is 

about 5×10-6. The simulated BER is therefore within a factor 5 of the theoretical BER limit. This, 

together with the high-speed capability of the implemented demodulator, is note-worthy. 

6.7. Chapter summary 

The implementation of the QPSK demodulator on an FPGA has been presented in this chapter. 

The FPGA has been selected for having the best trade-off between operating speed, flexibility, 

size and power consumption. Subsequently, the Microsemi family has been selected due to its 

robustness against space radiation.  The IGLOO2 FPGA from the Microsemi family has been 

selected for its extremely low power consumption features. Libero has been used for the VHDL 

implementation of the demodulator on the FPGA.  

In order to evaluate the speed capability and power consumption of the digital QPSK 

demodulator fully developed on FPGA, the system has been analysed with various tools in the 

integration and development environment. The results show that the maximum acceptable clock 

frequency of the system is 106 MHz, which means that the maximum achievable data rate would 

be 13.25 Mbps if an ADC sampling rate of 16 samples-per-symbol is used, and 26.50 Mbps if an 

ADC sampling rate of 8 samples-per-symbol is used. In either case, the achievable data rate is 

greater than the 10 Mbps specified. The results also show that the power consumption of the 

system when running at the maximum frequency (106 MHz) is less than 15 mW, which is 

adequately low. 

Similarly, in order to further evaluate its practical performance, the demodulator has been tested 

using a test-bench and a QPSK signal with –60 dBm of AWGN noise power and various 

possible values of SNR from 0 dB up to the maximal acceptable SNR value for a 12 bit ADC. 

However, only the results achieved with one value of SNR (in this case 12 dB) have been 

presented in this chapter ( Figure 6.3 though Figure 6.11) solely due to space constraints of this 

document. The results obtained with both alternating and random bit streams, and for different 

signal-to-noise ratios of the input signals, show that the good quality baseband signals 

reproduced by the correlator block are the result of good match-filtering and good carrier 

recovery. The test-bench results also reveal a well-functioning carrier recovery system with a 

short acquisition time of 50×Ts, and a phase-lock accuracy of 1o that is a result of an excellent 
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loop bandwidth of the order 2.5% of Rs. In addition, the results also show a well-functioning 

timing recovery system with a longer acquisition time of 218×Ts, but a phase-lock accuracy of 1 

sample that is a result of a narrow loop bandwidth of 0.6%Rs.  

Finally, the resulting phase-constellation diagramme of the received QPSK symbols with a 12 dB 

SNR reflects a very good quality QPSK demodulator. This has also been confirmed through the 

BER versus SNR plots for the overall system, which has proven to be very close to the 

theoretical expectation, in such a way that the simulated BER values are within a factor of 5 of 

the theoretical BER limits.  
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CHAPTER 7: 

CONCLUSION AND RECOMMENDATIONS 

7.1. Introduction 

This project was conceived from the perspective that the nanosatellites industry is fast growing.  

Nanosatellites are destined to provide services, such as Earth observation and real-time point-

to-point communication, which require high-speed communication links. The design and 

implementation of a high data rate QPSK demodulator for nanosatellites, as have been 

presented in this work,  form part of a broader programme at CPUT to develop such high-speed 

communications links. 

7.2. Meeting the research objectives 

It is recalled that the objectives defined for this research project include: 

 Design and implement a QPSK demodulator that meets the following specifications: 

o support data rates up to 10Mbps; 

o operate within available amateur VHF-, UHF-, L-, S-, C-, or X- bands. 

o be of a reasonably good quality, that is, BERsimulated within a factor of 10 of the 

ideal BERtheoretical; 

o comply with the PC104 standard that CubeSats generally deploy; 

o consume less than 100 mW at 10 Mbps; 

o be flexible and reconfigurable for the purpose of integration with software-defined-

radio (SDR) platforms; and 

o present some level of robustness against space radiation. 

 Understand the technical difference between different digital modulation schemes and be 

able to motivate the selection of one for a given application. 

 Investigate which implementation approach of the all-analog, all-digital or hybrid of both 

would be the most appropriate to implement the desired QPSK demodulator. 

 Identify, for each subsystem of the QPSK demodulator, existing techniques used to 

implement the subsystem; then select the one that would be most suitable to accomplish 

the expected task while complying with the constraints set. 

 Attempt to be creative through the design and development of the various subsystems in 

order to be able to either come up with a novel implementation technique of a subsystem 

or produce a novel overall system output. 
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The assessment of the QPSK demodulator implementation against each of these objectives is 

briefly discussed below. 

7.2.1. Performance of the developed QPSK demodulator system 

The desired QPSK demodulator was successfully developed fully on the IGLOO2 FPGA. Its 

performance as per the tests performed, are summarised below.  

7.2.1.1. Maximum supported data rate 

From the measurements presented in Sections 6.5 as well as the subsequent discussions in 

Section 6.6.1, data rates of up to 13.25 Mbps can be supported if a sampling rate of 16 samples-

per-symbol is applied; and up to 26.50 Mbps if a sampling rate of 8 samples-per-symbol is 

applied. This means that the developed QPSK demodulator meets and exceeds the required 

data rate of 10 Mbps. 

7.2.1.2. Operating frequency spectrum band 

Applying a root-raised-cosine pulse shaping-filter with α = 0.36 requires a channel bandwidth of 

at least 7 MHz to achieve the 10 Mbps data rate. This implies that S-, C- or X-bands should be 

utilised. However, if lower data rates are required (≤ 1 MHz),  lower bands (VHF or UHF) could 

be used. 

7.2.1.3. BER performance of the QPSK demodulator 

The demodulator’s performance test results as presented in Section 6.5.2 show that the BER-

SNR curves are in close agreement with the theoretical limits of the QPSK modulation scheme, 

without error correction. The demodulator achieves a BER of about 5×10-6 for a 12 dB SNR, 

whereas the theoretical  BER is 10-6 at the same SNR.  

Note that once error correction has been implemented, the overall BER of the receiver will 

improve from its current status. Also note that a way of improving on this performance would 

involve further optimisation of the design of the subsystems, such as the matched-filters. 

7.2.1.4. Adherence to PC104 standard  

The QPSK demodulator has been implemented totally on a single FPGA chip; hence, its small 

size allows it to be easily integrated with other hardware on a PC104 size printed circuit board.  
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7.2.1.5. Power consumption 

The measurements presented in Section 6.5 show that the maximum power consumption of the 

resulting FPGA-based QPSK demodulator  is of the order 15 mW when operating at the clock 

frequency of 106 MHz. Note that the achievable data rate is 13.25 Mbps if a sampling rate of 16 

samples-per-symbol is applied, and 26.50 Mbps if a sampling rate of 8 samples-per-symbol is 

applied. This means that for both cases, the achievable data rate with a clock frequency of 106 

MHz is more than 10 Mbps. Therefore, the FPGA-based QPSK demodulator meets the power 

consumption requirement set of less than 100 mW at a data rate of 10 Mbps. 

7.2.1.6. Flexibility and reconfigurability 

In order to comply with the software-defined-radio (SDR) requirements, a technical decision was 

made to implement all the subsystems of the QPSK demodulator fully digitally. It has been 

shown that the fully digital implementation is able to achieve the high data rates required,  

despite the speed limitations associated with the digital implementation due to the ADC 

maximum sampling frequency as well as the maximum possible clock frequency. The fully digital 

implementation has the advantage that different modulation or demodulation protocols 

(schemes) can be implemented on the same chip, without increasing the mass or size of the 

receiver/transmitter, as is the case with analogue implementations. Another advantage of the all-

digital implementation is that it is very flexible, as everything is set up in software. As a result of 

these two stated advantages, the developed system can be remotely modified, reconfigured or 

even isolated without necessarily adding or removing any hardware. That is the essence of 

SDRs, which this FPGA-based QPSK demodulator complies with. 

7.2.1.7. Mitigation of the effects of space radiation at design and development level 

In terms of ensuring that the system has some robustness against space radiation, the FPGA 

was selected based on its reported performance in a radiation environment. An anti-fused-based 

FPGA from Microsemic has, therefore, been selected during the development phase. Anti-fused-

based FPGAs are manufactured to be more immune to space radiation than other FPGA 

technologies, such as the flashed-based (Xilinx) and SRAM-based (Altera) FPGAs.  

7.2.2. Understanding the performance parameters of digital modulation schemes 

There exist many families of digital modulation techniques, including amplitude shift keying 

(ASK), frequency shift keying (FSK), phase shift keying (PSK) and possible hybrid of ASK and 
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PSK. These families comprise modulation techniques that employ the principle of coherent or 

non-coherent detection. The technical difference between digital modulation schemes lies in 

their spectral efficiency, power efficiency and the complexity to implement the respective 

modulation schemes. Therefore, the selection of a modulation scheme for a particular 

application considers the available power and spectrum,  the desired data rates as well as the 

expertise of the designer. The best choice is often the scheme that provides the best trade-off 

between the three limitations.  

7.2.3. Investigation of the most adequate implementation approach 

The difference between implementation approaches has been discussed in Section 4.2. From 

that discussion, the all-analog implementation is capable of operating at extremely high speeds; 

but at the cost of power and size. In addition, it will be very complex to implement, and will not 

be flexible or reconfigurable. The hybrid implementation will provide high-speed communications 

and reduced size, but with limited flexibility. In addition, it will be quite complex to implement and 

be costly in terms of power. The all-digital implementation, however, is flexible and 

reconfigurable, while also having small power and size requirements. Its major drawback is that 

it has a reduced capability in terms of operating speed.  

7.2.4. Understanding the various techniques used for the design of subsystems 

Various techniques for the design of each of the subsystems of the QPSK demodulator have 

been described in Chapter 4. The most appropriate techniques to implement the automatic gain 

control (AGC), correlator blocks, carrier recovery system (CRS), timing recovery system (TRS) 

and detection and decision block (DDB), which constitute the QPSK demodulator, have been 

described.  

7.2.5. Contribution and novelty of the research 

The primary contribution of this research is that the developed digital QPSK demodulator 

contributes to the completion of the high-speed receiver for nanosatellites under development at 

F’SATI. This high-speed receiver, once completed, will be combined with existing nanosatellite 

high-speed transmitters, to form high-speed transceivers that will be available off-the-shelf for 

F’SATI/CPUT nanosatellites.    
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The secondary contribution of this research is that the SDR-based high-speed receiver that 

supports high data-rate communications up to 10 Mbps, will be made available to the community 

of nanosatellites developers.  As  discussed in Section 1.8, this contribution is significant to the 

nanosatellite industry for a few reasons. On one hand, CubeSat developers such as Planet-Labs 

and Spire-Inc, who currently have advanced communication technologies, capable of achieving 

data rates above 10 Mbps with their nanosatellites receivers, do not make their products 

available to the community (Planet Labs, 2017; Spire, 2017). On the other hand, all of the 

nanosatellites communication products available to date, no CubeSat receiver can support 

uplink communications beyond 5 Mbps (Clyde-Space, 2017; F’SATI, 2017; Gomspace, 2017; 

ISIS, 2017; Syrlinks, 2017; Tethers Unlimited, 2017). Therefore, this product will be a relief to 

nanosatellites developers who wish to achieve applications, such as in-situ monitoring, instant 

point-to-point communication, space weather monitoring and high-quality Earth observation; 

which require high speed communications from ground-to-satellite or between satellites, and 

which therefore need a high speed receiver for such tasks. 

7.3. Recommendations 

 The FPGA-based QPSK demodulator has been emulated in this work. It is 

recommended to implement the demodulator practically, and productise it for future 

deployment in the nanosatellite missions of CPUT.  

 Furthermore, higher data rates can be achieved through a hybrid implementation. 

However, that will lead to increased complexity and power consumption. 
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APPENDICES 

Appendix-A: 

The Matlab Code of the QPSK demodulator 

%% *************************************************************************** 
%                       Name: Joel Scientifiq BIYOGHE                        * 
%                       Type: QPSK Demodulator                               * 

%                                                                            * 

% NB: THIS SCHIPT ONLY PRESENTS A SIMPLIFIED VERSION OF THE “TOP-LEVEL-CODE” * 

%     ie. THE CODE OF THE TOP-BLOCKS OF THE QPSK DEMODULATOR. THE CODES FOR  * 

%     ALL THE SUB-PROCESSES ARE NOT PRESENTED DUE TO SPACE IN THIS DOCUMENT, * 

%     AND ARE GIVEN IN THE CD-ROM OF THIS PROJECT!                           * 

%                                                                            * 
% **************************************************************************** 

 

while ((sample + sample_offset_pts)<= total_simulation_pts)  
    %% ****THE ADC PROCESS PROCESS**** 
    data = qpsk_sampled_data(sample+sample_offset_pts);%the "sampling_offset" 
    %% THE LCG PROCESS 
    i_car = i_lo(count_in_symbol); 
    q_car = q_lo(count_in_symbol); 
    %% ***************************THE CORRELATOR*************************** 
    %% THE MIXERS PROCESS 
    i_bpsk = data*i_car; 
    q_bpsk = data*q_car; 
    %SCALL DOWN THE I/Q MIXER DATA 
    scalling_factor = scal_factor_IQ; 
    value_to_scall_down = i_bpsk; 
    scaled_i_bpsk = 

Scalling_Down_function(scalling_factor,value_to_scall_down); 
    value_to_scall_down = q_bpsk; 
    scaled_q_bpsk = 

Scalling_Down_function(scalling_factor,value_to_scall_down); 
    %% THE MATCHED FILTER PROCESS 
    Xin = scaled_i_bpsk;             
    for k = 1:length(h_coef_mf) 
        interm_sums_mf_i(k) = h_coef_mf(k)*Xin + interm_sums_mf_i(k+1); 
    end 
    mfi_scal = interm_sums_mf_i(1); 
    Xin = scaled_q_bpsk; %scaled_af_q; % AF_output_q; % 
    for k = 1:length(h_coef_mf) 
        interm_sums_mf_q(k) = h_coef_mf(k)*Xin + interm_sums_mf_q(k+1); 
    end 
    mfq_scal = interm_sums_mf_q(1); 
    %SCALL DOWN THE MF FILTERED DATA 
    scalling_factor = scal_factor_MF; 
    value_to_scall_down = mfi_scal; 
    scaled_mf_i = Scalling_Down_function(scalling_factor,value_to_scall_down); 
    value_to_scall_down = mfq_scal; 
    scaled_mf_q = Scalling_Down_function(scalling_factor,value_to_scall_down); 

 

    %%  ******************TIMING RECOVERY SYSTEM (TRS)********************* 
    %% THE TED PROCESS 
    %%1st clk  
    %Define the new "cap-time" and the two adjacent sample pts. 
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    if(n==1) 
        if((trs_nco_out_cap_adr - symb_length/2)== -16) 
            b = -16 +1; 
        else 
            b = trs_nco_out_cap_adr - symb_length/2; 
        end 
        a = trs_nco_out_cap_adr + symb_length/2; 
        r = trs_nco_out_cap_adr; 
    end  
    %Fill the TRS array 
    if(n==1) 
        %transfer the new symbol stored into the search-array "mfis_2symb" 
        mfis_2symb(1:16) = mfis_2symb(17:32); 
        mfis_2symb(17:32)= mfis_symb; 
        mfis_symb(n) = scaled_mf_i; 
        mfqs_2symb(1:16) = mfqs_2symb(17:32); 
        mfqs_2symb(17:32)= mfqs_symb; 
        mfqs_symb(n) = scaled_mf_q; 
        n=n+1;     
    elseif(n==16)   %bring "n" back to 1 when it reaches 16 
        mfis_symb(n) = scaled_mf_i; 
        mfqs_symb(n) = scaled_mf_q; 
        n = 1; 
    else 
        mfis_symb(n) = scaled_mf_i; 
        mfqs_symb(n) = scaled_mf_q; 
        n=n+1; 
    end 
    %%2nd clk 
    %Capture the three samples 
    if(n==2) 
        xi_r = mfis_2symb(r + symb_length); %NB: + symb_length because 17-32  
        xi_b = mfis_2symb(b + symb_length); %NB: +1 to avoid case of 0 
        xi_a = mfis_2symb(a + symb_length); %NB: -1 to avoid case of 33 
        xq_r = mfqs_2symb(r + symb_length); 
        xq_b = mfqs_2symb(b + symb_length); 
        xq_a = mfqs_2symb(a + symb_length); 
    end 
    %%3rd clk 
    %Upper limit max value MF of samples to "peak_max_acceptable" 
    if(n==3) 
        if(xi_b>+peak_max_acceptable) 
            xi_b_lim = +peak_max_acceptable; 
        elseif(xi_b<-peak_max_acceptable) 
            xi_b_lim = -peak_max_acceptable; 
        else 
            xi_b_lim = xi_b; 
        end 
        if(xi_a>+peak_max_acceptable) 
            xi_a_lim = +peak_max_acceptable; 
        elseif(xi_a<-peak_max_acceptable) 
            xi_a_lim = -peak_max_acceptable; 
        else 
            xi_a_lim = xi_a; 
        end  
        if(xi_r>+peak_max_acceptable) 
            xi_r_lim = +peak_max_acceptable; 
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        elseif(xi_r<-peak_max_acceptable) 
            xi_r_lim = -peak_max_acceptable; 
        else 
            xi_r_lim = xi_r; 
        end 
    end 
    %Det sign() of xi_r 
    if(n==3) 
        if(xi_r>0) 
            xi_r_signum = +1; 
        elseif(xi_r<0) 
            xi_r_signum = -1; 
        else 
            xi_r_signum = 0; 
        end 
    end   
    %%4th clk 
    %Do the E/L Algo 
    if(n==4) 
        if(xi_a_lim>0 && xi_b_lim>0)           %Case of 2 positive bits 
            err_el = 0; 
        elseif(xi_a_lim >two_bits_id_lim && xi_r_lim >two_bits_id_lim)  %2+ve 
            err_el = 0; 
        elseif(xi_b_lim >two_bits_id_lim && xi_r_lim >two_bits_id_lim)  %2+ve 
            err_el = 0; 
        elseif(xi_a_lim<0 && xi_b_lim<0)                                %2-ve 
            err_el = 0; 
        elseif(xi_a_lim <-two_bits_id_lim && xi_r_lim <-two_bits_id_lim)%2-ve 
            err_el = 0; 
        elseif(xi_b_lim <-two_bits_id_lim && xi_r_lim <-two_bits_id_lim)%2-ve 
            err_el = 0; 
        else                                   %Case of 2 transition bits 
            err_el = xi_r_signum*(xi_a_lim - xi_b_lim); 
        end  
    end 
    %% THE LF PROCESS FOR THE TRS  
    if(n==5) 
        trs_lp_out = (k1_trs*err_el) + (k2_trs*(err_el + lp_2_trs)); 
        lp_2_trs = err_el + lp_2_trs;      
    end 
    %SCALL DOWN THE LF INTEGERS DATA 
    if(n==6) 
        scalling_factor = scal_factor_LF_TRS; 
        value_to_scall_down = trs_lp_out; 
        scaled_lp_trs = 

Scalling_Down_function(scalling_factor,value_to_scall_down); 
    end 

    %% THE TRS NCO PROCESS 
    % THE INTEGRATION AND LIMIT OUTPUT TRS-NCO INT TO 8192=8ko-trs = 8*1024! 
    if(n==7) 
        if(trs_nco_integrator_out >= 8192 && scaled_lp_trs > 0) 
            trs_nco_integrator_out = 8192; 
        elseif(trs_nco_integrator_out <= -8192 && scaled_lp_trs < 0) 
            trs_nco_integrator_out = -8192; 
        else  
            trs_nco_integrator_out = scaled_lp_trs + trs_nco_integrator_out; 
        end     
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    end 
    % NCO GAIN BLOCK "PHASE NCO DETERMIANTION" 
    if(n==8)  
        a_trs = ko_trs_num*trs_nco_integrator_out; 
        b_trs = ko_trs_den;   
        c_trs = rem(a_trs,b_trs);  
        d_trs = a_trs-c_trs; 
        trs_nco_gain_out = d_trs/b_trs; % aka: phase_dif_nco_trs; 
    end 
    %TRANSFERT OF INFO FROM TRS TO DDB B4 END-OF-CURRENT-SYMBOL 
    if(n==14) 
        if(trs_nco_gain_out>8) 
            trs_nco_out_cap_adr = +8; 
        elseif(trs_nco_gain_out<-8) 
            trs_nco_out_cap_adr = -8; 
        else 
            trs_nco_out_cap_adr = trs_nco_gain_out; 
        end 

         
        activate_ddm_detection=1; 
        sample_to_ddb_i = xi_r; 
        sample_to_ddb_q = xq_r; 
    else 
        activate_ddm_detection=0; 
    end 

  
    %% ***************THE DETECTION AND DECISION BLOCK (DDB)***************** 
    %% Detection Block 
    if(activate_ddm_detection==1)           %THIS WILL HAPPEN WHEN "n=15" 
        peak_adress = trs_nco_out_cap_adr; 
        peak_amplitude_i = sample_to_ddb_i; 
        peak_amplitude_q = sample_to_ddb_q;        
        activate_ddm_decision = 1;       
    else 
        activate_ddm_decision = 0; 
    end 
    %% Decision Block                         %THIS WILL HAPPEN WHEN "n=16" 
    if(activate_ddm_decision==1) 
        %make the decision 
        if(peak_amplitude_i > comp_lim) 
            bit_i = +1; 
        elseif(peak_amplitude_i < -comp_lim) 
            bit_i = -1; 
        else 
            bit_i = 0; 
        end 
        if(peak_amplitude_q > comp_lim) 
            bit_q = +1; 
        elseif(peak_amplitude_q < -comp_lim) 
            bit_q = -1; 
        else 
            bit_q = 0; 
        end 
    end 
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%% ******************THE CARRIER RECOVERY SYSTEM (CRS)********************* 
    %% THE PED "COSTAS'ERROR COMPUTATION ALGORITHM" 
    %The Limiter's output in the I-channel and Q-channel. 
    lim_out_i_scall = sign(scaled_mf_i_crs); 
    lim_out_q_scall = sign(scaled_mf_q_crs); 
    %Erreur on I-channel and Q-channel 
    erreur_i_scall = lim_out_i_scall*scaled_mf_q_crs; 
    erreur_q_scall = lim_out_q_scall*scaled_mf_i_crs; 
    erreur_g_scall = erreur_i_scall - erreur_q_scall; 
    %% THE LF PROCESS   
    lp_in = erreur_g_scall;    
    lp_1_crs = lp_in;  
    lp_2_crs = lp_in + lp_2_crs;                     
    lp_out = k1_crs*lp_1_crs + k2_crs*lp_2_crs;      
    %SCALL DOWN THE LPF FILTERED DATA 
    scalling_factor = scal_factor_LF_CRS; 
    value_to_scall_down = lp_out; 
    scaled_lp = Scalling_Down_function(scalling_factor,value_to_scall_down); 
    %% THE NUMERICALLY CONTROLLED OSCILATOR (NCO)  
    % THE INTEGRATION 
    nco_in = scaled_lp; 
    nco_integrator_out = nco_in + nco_integrator_out; 
    nco_integerator_out_array(sample) = nco_integrator_out;               
    % THE NCO GAIN BLOCK "PHASE NCO DETERMIANTION" 
    a = ko_crs_num*nco_integrator_out; 
    b = ko_crs_den;   
    c = rem(a,b);  
    d = a-c; 
    e = d/b; 
    nco_gain_out = e;                               % aka: phase_dif_nco; 
    % THE NCO CARRIER GENERATION PROCESS AFTER Z-1. 
    if(count_in_symbol == symb_length)  %here we aquire the new cycles 
        phase_nco = - nco_gain_out;  %NB: THE (-) IS DUE TO (FEEDBACK). 

         
        lo_cos_sin = 

nco_function(lut_coefs,phase_nco,fsa,adc_samp_rate,modulation_factor,num_symb_

nco_at_time); 
        i_lo = lo_cos_sin(1,:); 
        q_lo = lo_cos_sin(2,:);  

         
        %register the generated cycles in an array "JUST FOR DISPLAY". 
        lo_cos(((symb-1)*symb_length +1): symb*symb_length) = i_lo; 
        lo_sin(((symb-1)*symb_length +1): symb*symb_length) = q_lo; 
        %%SETUP FOR NEXT SAMPLE ITERATION 
        symb 
        phase_nco 
        count_in_symbol = 1; 
        symb = symb+1; 
    else %here the generated cycles are used, till whole symbol is processed 
        i_lo = i_lo; 
        q_lo = q_lo; 
        count_in_symbol = count_in_symbol + 1; 
    end 
    sample = sample+1; 
end 
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Appendix-B: 

The VHDL Code of the QPSK demodulator 

------------------------------------------------------------------------------------------------------------------------------- -------------- 
-- NB: THIS SCHIPT ONLY PRESENTS A SIMPLIFIED VERSION OF THE “TOP-LEVEL-CODE”        -- 
--        ie. THE CODE OF THE TOP-BLOCKS OF THE QPSK DEMODULATOR. THE CODES FOR      -- 
--       ALL THE SUB-PROCESSES ARE NOT PRESENTED DUE TO SPACE IN THIS DOCUMENT,    -- 
--       AND ARE GIVEN IN THE CD-ROM OF THIS PROJECT                                                             -- 
----------------------------------------------------------------------------------------------------------------------------- ---------------- 
 

----------------------------------------------------------------------------------------------------------------------------- 
--                                          Code Developed by: Joel Scientifiq BIYOGHE                                 -- 
--                                          Code Type:               QPSK Demodulator                                         -- 
--                                          Device:               IGLOO2 FPGA                                                       -- 
--                                          Language:                 VHDL                                                               -- 
----------------------------------------------------------------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.std_logic_1164.all; 
use ieee.numeric_std.all; 
 
entity QPSK_DEMOD is 
    generic( 
        symb_length  : integer := 16; 
        qpsk_max   : integer := 15;     -- 
        lo_max   : integer := 63;  -- ie: lut coefs max, as specified on matlab. 
        phase_max         : integer := 360;    -- ie max phase is in fact it is +/-80o. 
        MF_scaling_out_max : integer := 127;  -- ie: "mf-scaling-block output-max".  
        NCO_out_max          : integer := 32   -- ie: for ko = 4096/LF_SF. -32 to +32 
            ); 
    port( 
        clk, rst             : in std_logic; 
        qpsk_input     : in std_logic_vector(4 downto 0);   -- qpsk-data: ie: 5bits(4 + 1);  
        phase_nco_disp  : out std_logic_vector(9 downto 0); 
        lo_cos_disp   : out std_logic_vector(6 downto 0); -- LO_max = 63, ie: 7=(6+1) 
        lo_sin_disp   : out std_logic_vector(6 downto 0); -- LO_max = 63, ie: 7=(6+1) 
        MF_bb_out_disp_i   : out std_logic_vector(7 downto 0); -- MF_scaling_out_max = 127, 
        MF_bb_out_disp_q   : out std_logic_vector(7 downto 0); -- MF_scaling_out_max = 127, 
        trs_nco_cap_time_disp  : out std_logic_vector(5 downto 0); -- NCO_out_max = +/-32 => 6, 
        trs_clock_disp       : out std_logic; 
        MF_bb_cap_i_disp     : out std_logic_vector(7 downto 0);   
        MF_bb_cap_q_disp     : out std_logic_vector(7 downto 0);   
        bit_i_disp            : out std_logic_vector(1 downto 0); 
        bit_q_disp            : out std_logic_vector(1 downto 0) 
        );             
    end QPSK_DEMOD;       
 
architecture qpsk_demodualation of QPSK_DEMOD is 
--SUBTYPES 
    subtype range_std_logic is std_logic; 
    subtype range_phs_nco is integer range -phase_max to +phase_max; 
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    subtype range_qpsk_data is std_logic_vector(4 downto 0); 
    subtype range_lo_data is integer range -LO_max to +LO_max; 
    subtype range_scaled_MF_data is integer range -MF_scaling_out_max to 
+MF_scaling_out_max; 
    subtype range_nco_capture_time is integer range -NCO_out_max to + NCO_out_max; 
    subtype range_signed_binary is integer range -1 to +1; 
 
--SIGNALS 
    signal phase_nco_per_symb_signal : range_phs_nco; 
    signal lo_cosinus,lo_sinus   : range_lo_data;    --  
    signal MF_i_bb_signal             : range_scaled_MF_data; 
    signal MF_q_bb_signal             : range_scaled_MF_data; 
    signal trs_nco_cap_time_signal    : range_nco_capture_time; 
    signal trs_clock_signal           : range_std_logic; 
    signal activate_ddb_signal        : range_std_logic; 
    signal MF_bb_captured_i_signal    : range_scaled_MF_data; 
    signal MF_bb_captured_q_signal   : range_scaled_MF_data; 
 
    signal bit_i_signal                : range_signed_binary; 
    signal bit_q_signal                : range_signed_binary; 
 
--COMPONENTS 
    component CAR_RECOV_SYSTEM 
        port( 
            clk, rst    : in range_std_logic; 
            qpsk_input     : in range_qpsk_data; 
            phase_nco_per_symb : out range_phs_nco;    -- Just for display 
            lo_cos                : out range_lo_data;     -- For use in the cor 
            lo_sin                : out range_lo_data   -- For use in the cor 
            );  
    end component; 
 
    component CORRELATOR 
        port( 
            rst,clk           : in range_std_logic; 
            qpsk_input      : in range_qpsk_data; 
            lo_input  : in range_lo_data; 
            MF_bb_output     : out range_scaled_MF_data 
            ); 
    end component; 
 
    component TIM_RECOV_SYSTEM 
        port( 
            clk, rst          : in range_std_logic; 
            MF_bb_i           : in range_scaled_MF_data; 
            MF_bb_q          : in range_scaled_MF_data; 
            trs_nco_cap_time : out range_nco_capture_time; 
            trs_clock         : out range_std_logic; 
            activate_ddb     : out range_std_logic; 
            MF_bb_captured_i : out range_scaled_MF_data; 
            MF_bb_captured_q : out range_scaled_MF_data 
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            );  
    end component; 
 
    component DET_DEC_BLOCK 
        port( 
            clk, rst          : in range_std_logic; 
            MF_bb_i           : in range_scaled_MF_data;  --from cor (will not be used here) 
            MF_bb_q          : in range_scaled_MF_data;  --from cor (will not be used here) 
            trs_nco_cap_time : in range_nco_capture_time; --from trs (will not be used), 
            MF_bb_i_cap      : in range_scaled_MF_data; 
            MF_bb_q_cap      : in range_scaled_MF_data; 
            activate_ddb     : in range_std_logic; 
            bit_i             : out range_signed_binary; 
            bit_q             : out range_signed_binary 
            ); 
    end component; 
 
begin  
    LOCAL_COS_SIN_CAR     : CAR_RECOV_SYSTEM 
        port map(  
            rst                =>  rst, 
            clk                =>  clk,  
            qpsk_input        =>  qpsk_input,  
            phase_nco_per_symb   =>  phase_nco_per_symb_signal,  --just for display 
            lo_cos                =>  lo_cosinus,                       --for use in cor 
            lo_sin            =>  lo_sinus                         --for use in cor 
                ); 
 
            phase_nco_disp  <= std_logic_vector(to_signed(phase_nco_per_symb_signal,10)); 
            lo_cos_disp     <= std_logic_vector(to_signed(lo_cosinus,7));      --for display 
            lo_sin_disp     <= std_logic_vector(to_signed(lo_sinus,7));            --for display 
 
    CORRELATOR_I      : CORRELATOR 
        port map(  
            rst        => rst, 
            clk        => clk, 
            qpsk_input        => qpsk_input, 
            lo_input       => lo_cosinus, 
            MF_bb_output      => MF_i_bb_signal 
                ); 
 
    CORRELATOR_Q      : CORRELATOR 
        port map(  
            rst        => rst, 
            clk        => clk, 
            qpsk_input       => qpsk_input, 
            lo_input   => lo_sinus, 
            MF_bb_output      => MF_q_bb_signal 
                 ); 
 
            MF_bb_out_disp_i <= std_logic_vector(to_signed(MF_i_bb_signal,8));  -- for display 
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            MF_bb_out_disp_q <= std_logic_vector(to_signed(MF_q_bb_signal,8)); -- for display 
 
    TIM_REC_SYS             : TIM_RECOV_SYSTEM 
        port map( 
            clk                => clk, 
            rst                => rst, 
            MF_bb_i            => MF_i_bb_signal, 
            MF_bb_q           => MF_q_bb_signal, 
            trs_nco_cap_time     => trs_nco_cap_time_signal,       -- to ddb and for display 
            trs_clock             => trs_clock_signal, 
            activate_ddb          => activate_ddb_signal,               -- to ddb 
            MF_bb_captured_i      => MF_bb_captured_i_signal,     -- to ddb and for display  
            MF_bb_captured_q     => MF_bb_captured_q_signal     -- to ddb and for display  
                );  
 
            trs_nco_cap_time_disp   <= std_logic_vector(to_unsigned(trs_nco_cap_time_signal,6));  
            trs_clock_disp                 <= trs_clock_signal;                                          
            MF_bb_cap_i_disp        <= std_logic_vector(to_signed(MF_bb_captured_i_signal,8));  
            MF_bb_cap_q_disp       <= std_logic_vector(to_signed(MF_bb_captured_q_signal,8)); 
 
    DET_DEC                 : DET_DEC_BLOCK 
        port map( 
            clk               => clk, 
            rst               => rst, 
            MF_bb_i           => MF_i_bb_signal, 
            MF_bb_q          => MF_q_bb_signal,         
            trs_nco_cap_time => trs_nco_cap_time_signal,  
            activate_ddb     => activate_ddb_signal, 
            MF_bb_i_cap      => MF_bb_captured_i_signal, 
            MF_bb_q_cap      => MF_bb_captured_q_signal, 
            bit_i             => bit_i_signal, 
            bit_q             => bit_q_signal 
                ); 
             
            bit_i_disp   <= std_logic_vector(to_signed(bit_i_signal,2));  --for display 
            bit_q_disp   <= std_logic_vector(to_signed(bit_q_signal,2));  --for display 
 
end qpsk_demodualation; 
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Appendix-C:  

The System’s Resource Analysis Reports 
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Appendix-D: 

The Test-Bench for emulation of the FPGA-based QPSK demodulator 

------------------------------------------------------------------------------------------------------------------------------- 
--                                          Code Developed by: Joel Scientifiq BIYOGHE                                 -- 
--                             Code Type: TEST BENCH FOR THE QPSK Demodulator                           -- 
--                    Device: IGLOO2 FPGA, Die: M2GL010T, Pacakge: 484FBGA                             -- 
--                                          Language:                 VHDL                                                              -- 
------------------------------------------------------------------------------------------------------------------------------- 
 
library ieee; 
library std; 
use ieee.std_logic_1164.all; 
use ieee.std_logic_unsigned.all; 
use ieee.numeric_std.ALL; 
use std.textio.all;      
--use ieee.std_logic_textio.all; 
 
entity QPSK_DEMOD_TB is 
end QPSK_DEMOD_TB; 
 
architecture behavioral of QPSK_DEMOD_TB is 
 
    --Component 
    component QPSK_DEMOD 
        -- ports 
        port(  
            -- Inputs 
            clk          : in std_logic; 
            rst          : in std_logic; 
            qpsk_input   : in std_logic_vector(4 downto 0); 
 
            -- Outputs 
            phase_nco_disp        : out std_logic_vector(9 downto 0); 
            lo_cos_disp           : out std_logic_vector(6 downto 0); 
            lo_sin_disp           : out std_logic_vector(6 downto 0); 
            MF_bb_out_disp_i      : out std_logic_vector(7 downto 0); 
            MF_bb_out_disp_q      : out std_logic_vector(7 downto 0); 
            trs_nco_cap_time_disp    : out std_logic_vector(5 downto 0); 
            trs_clock_disp        : out std_logic;  
            MF_bb_cap_i_disp      : out std_logic_vector(7 downto 0); 
            MF_bb_cap_q_disp     : out std_logic_vector(7 downto 0); 
            bit_i_disp            : out std_logic_vector(1 downto 0); 
            bit_q_disp            : out std_logic_vector(1 downto 0) 
            ); 
    end component; 
     
    --constants and signals 
    constant CLK_PERIOD : time := 12.5 ns; 
    constant No_symb_pro: integer := 20000026; -- should be = core_tx + crs_trs_fe + 0_data 



159 
 

    constant symb_length: integer := 16; 
 
    signal CLK              : std_logic := '0'; 
    signal RST                : std_logic := '0'; 
    signal QPSK_INPUT         : std_logic_vector(4 downto 0) := (others => '0'); 
    signal PHASE_NCO_DISP    : std_logic_vector(9 downto 0);-- := (others => '0');  
    signal LO_COS_DISP        : std_logic_vector(6 downto 0);-- := (others => '0');  
    signal LO_SIN_DISP        : std_logic_vector(6 downto 0);-- := (others => '0'); 
    signal MF_BB_OUT_DISP_I  : std_logic_vector(7 downto 0);-- 
    signal MF_BB_OUT_DISP_Q  : std_logic_vector(7 downto 0);-- 
    signal TRS_NCO_CAP_TIME_DISP : std_logic_vector(5 downto 0); 
    signal TRS_CLOCK_DISP    : std_logic;  
    signal MF_BB_CAP_I_DISP  : std_logic_vector(7 downto 0); 
    signal MF_BB_CAP_Q_DISP  : std_logic_vector(7 downto 0); 
    signal BIT_I_DISP         : std_logic_vector(1 downto 0); 
    signal BIT_Q_DISP         : std_logic_vector(1 downto 0); 
 
    file file_in_qpsk:text open read_mode is 
"C:\Joel_MTech\5_Vhdl_Work_Chap5\Matlab_QpskSamGen_FurBitPro\qpsk_samples.txt”; 
 
begin 
 
    --Define "reset" input 
    process 
        variable vhdl_initial : BOOLEAN := TRUE; 
    begin 
        if ( vhdl_initial ) then 
            -- Assert Reset 
            RST <= '0'; 
            wait for (CLK_PERIOD*10); 
             
            RST <= '1'; 
            wait; 
        end if; 
    end process; 
 
    -- Define the "clk" input :10MHz Clock Driver 
    CLK <= not CLK after(CLK_PERIOD/2.0); 
 
    --Define the "in_data" input data process: the input comes sample-per sample! 
    process         
        variable IN_LINE_QPSK   : line; 
        variable data_in_qpsk   : integer range -15 to +15; 
    begin 
        wait for (CLK_PERIOD*(10)); -- wait the same time rest is 0.  
         
        for i in 1 to (No_symb_pro*symb_length) loop 
            wait until rising_edge(CLK); 
 
            --inputing process 
            readline(file_in_qpsk,IN_LINE_QPSK); --get the line number from the data file "file-in"  
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            read(IN_LINE_QPSK,data_in_qpsk);     -- "input data" extracts the input-data in the line. 
            QPSK_INPUT <= std_logic_vector(to_signed(data_in_qpsk,5));  -- the input-data 
obtained is transfer to the signal "IN_DATA" to go to input port.   
        end loop; 
    end process; 
 
    -- Instantiate Unit Under Test:  QPSK_DEMODULATOR 
    QPSK_DEMOD_0 : QPSK_DEMOD 
        -- port map 
        port map 
            (  
            -- Inputs 
            clk         => CLK, 
            rst         => RST, 
            qpsk_input  => QPSK_INPUT, 
 
            -- Outputs 
            phase_nco_disp      => PHASE_NCO_DISP, 
            lo_cos_disp         => LO_COS_DISP, 
            lo_sin_disp         => LO_SIN_DISP, 
            MF_bb_out_disp_i    => MF_BB_OUT_DISP_I, 
            MF_bb_out_disp_q    => MF_BB_OUT_DISP_Q, 
            trs_nco_cap_time_disp => TRS_NCO_CAP_TIME_DISP, 
            trs_clock_disp      => TRS_CLOCK_DISP, 
            MF_bb_cap_i_disp    => MF_BB_CAP_I_DISP, 
            MF_bb_cap_q_disp    => MF_BB_CAP_Q_DISP , 
            bit_i_disp          => BIT_I_DISP, 
            bit_q_disp          => BIT_Q_DISP 
            ); 
 
end behavioral; 
 

 


