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ABSTRACT 

We live at a time when so much information is created. Unfortunately, much of the 
information is redundant. There is a huge amount of online information in the form of 
news articles that discuss similar stories. The number of articles is projected to grow. 
The growth makes it difficult for a person to process all that information in order to update 
themselves on a subject matter. There is an overwhelming amount of similar information 
on the internet. There is need for a solution that can organize this similar information into 
specific themes. The solution is a branch of Artificial intelligence (AI) called machine 
learning (ML) using clustering algorithms. This refers to clustering groups of information 
that is similar into containers. When the information is clustered people can be presented 
with information on their subject of interest, grouped together. The information in a group 
can be further processed into a summary.  
 
This research focuses on unsupervised learning. Literature has it that K-Means is one of 
the most widely used unsupervised clustering algorithm. K-Means is easy to learn, easy 
to implement and is also efficient. However, there is a horde of variations of K-Means. 
The research seeks to find a variant of K-Means that can be used with an acceptable 
performance, to cluster duplicate or similar news articles into correct semantic groups.  
 
The research is an experiment. News articles were collected from the internet using 
gocrawler. gocrawler is a program that takes Universal Resource Locators (URLs) as an 
argument and collects a story from a website pointed to by the URL. The URLs are read 
from a repository. The stories come riddled with adverts and images from the web page. 
This is referred to as a dirty text.  
 
The dirty text is sanitized.  Sanitization is basically cleaning the collected news articles. 
This includes removing adverts and images from the web page.  The clean text is stored 
in a repository, it is the input for the algorithm. The other input is the K value. All K-Means 
based variants take K value that defines the number of clusters to be produced. 
 
The stories are manually classified and labelled. The labelling is done to check the 
accuracy of machine clustering. Each story is labelled with a class to which it belongs. 
The data collection process itself was not unsupervised but the algorithms used to cluster 
are totally unsupervised. A total of 45 stories were collected and 9 manual clusters were 
identified. Under each manual cluster there are sub clusters of stories talking about one 
specific event.  
 
The performance of all the variants is compared to see the one with the best clustering 
results. Performance was checked by comparing the manual classification and the 
clustering results from the algorithm.  
 
Each K-Means variant is run on the same set of settings and same data set, that is 45 
stories. The settings used are,  

• Dimensionality of the feature vectors,  

• Window size,  

• Maximum distance between the current and predicted word in a sentence,  

• Minimum word frequency,  

• Specified range of words to ignore, 

• Number of threads to train the model. 

• The training algorithm either distributed memory (PV-DM) or distributed bag of 
words (PV-DBOW),  

• The initial learning rate. The learning rate decreases to minimum alpha as training 
progresses,  

• Number of iterations per cycle,  
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• Final learning rate,  

• Number of clusters to form,  

• The number of times the algorithm will be run,  

• The method used for initialization. 
 
The results obtained show that K-Means can perform better than K-Modes. The results 
are tabulated and presented in graphs in chapter six. 
 
Clustering can be improved by incorporating Named Entity (NER) recognition into the K-
Means algorithms. Results can also be improved by implementing multi-stage clustering 
technique. Where initial clustering is done then you take the cluster group and further 
cluster it to achieve finer clustering results.  
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CHAPTER ONE 

1. Introduction 

 

1.1. Introduction 

The development and improvement of the internet and technology has seen an increase 

in the amount of information that is available to the internet users (Fitriyani & Murfi, 2016). 

There are millions of pages of information on each topic on the internet (Ross & Wolfram, 

2000). The amount of information is projected to grow. In 2008, Google found about one 

trillion new links (Mulwad et al., 2010), which in 2001 were one billion (Li et al., 2002). A 

study by IBM and CISCO shows that we are generating about 2.5 Quintillion bytes of 

data every day and it is estimated to grow to 40 Yottabytes by year 2020 (Ranjan et al., 

2016).  

  

The websites on the internet have become the most common way to share information 

(Piskorski et al., 2011). The type of information most accessed on the internet is textual 

data. It is one of the main sources of information. Text information is a valuable resource 

and the analysis thereof is important and valuable (Gong et al., 2011). 

 

Internet data is mainly in the form of blogs, social media and web news articles. Of these, 

web news articles are the most used means of sharing recent world events and it is an 

easily accessible media for keeping abreast with world events (Mahmud et al., 2018). 

Research has shown that there was a growth of online news articles by about 20% 

between 2012 and 2014. This growth results in large volumes of digital news stored in 

repositories. The huge volumes of news and text data are more than what an average 

human being can process (Forsati et al., 2008; Ong et al., 2005). Study has shown that 

85% of information that is generated, is not utilized (IBM, 2018). 

 

The growth of news articles can be attributed to ease of access to the internet, low cost 

and publishing freedom (Sun et al., 2002). The normal editing, proper checks and 

balances and journalistic ethics are not followed when it comes to internet publishing. 

Anyone who has access to a computer and internet or mobile devices that are data 

capable (Biscuitwala et al., 2013) can publish on the internet (Jacobson, 2000). 

 

The publishing freedom of the internet has led to duplication of stories (Azzopardi & Staff, 

2012). People just take stories from other sites, change the setting of the story then re-

publish it (Pal & Gillam, 2013). Other people cover the same story from a different angle 

(Redden & Witschge, 2010). The resultant effect of internet news duplication is growth 
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of digital repository, and flooding of news articles (Messina & Montagnuolo, 2009). The 

internet is full of stories that discuss the same events. 

 

As a result of the growth of online news articles and flooding of the internet, there is a 

need for an algorithm that can cluster news articles (Azzopardi & Staff, 2012). News 

article clustering refers to unsupervised assignment of news articles into groups. The 

groups are such that news articles in one group are related, while news articles in another 

group are not similar to the other groups (Xiong et al., 2009).  

 

News articles can be clustered based on term frequency statistics, thus news articles 

with similar terms can be placed in the same cluster. Terms in news articles are 

compared, the similarity of terms will indicate if the news articles share the same topic. 

News articles are represented as term vectors. Distinct terms that appear in a news 

article space, are contained in a document vector (Jing et al, 2007). Each entry in the 

news article vector constitutes a measurement called term frequency. The term vectors 

of the news articles are then compared to each other to calculate the threshold of 

similarity. Cosine is an example of a similarity measure. The similarity threshold is the 

one that is used to place a news article in a cluster (Singh et al, 2011).  

 

 

Figure 1.1: The clustering process  

 

Figure 1.1 shows the clustering process. News articles are mixed on the internet. They 

are passed through an algorithm and separated into groups representing similar articles. 
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1.2. Background to the research problem 

The internet has increased news production because of its speed and extended 

coverage, and it is an agent of diverse multiplicity news. It has also enabled public 

participation in news production because of its interactivity (Redden & Witschge, 2010). 

These factors have contributed to the increase in the amount of online news. However, 

much of the news articles are the same (Paterson, 2006). News duplication is rife on the 

internet. 

 

The duplicated news is very annoying to the user (Henzinger, 2006). The duplication 

makes it difficult for a user to process information presented to them (Kumaran & Allan, 

2005). A user has limited reading capacity, yet information continues to grow. This 

inability to process all the information creates knowledge gaps.  

 

Duplication arises when the publisher issues follow up stories, or publishes a story and 

keeps updating it, or the same story  is covered from different angles or uses different 

headings but referring to the same event (Redden & Witschge, 2010). 

 

Duplication results in information overload of the internet. Information overload is another 

motivation for news clustering (Azzopardi & Staff, 2012). Clustering news articles will 

reduce the time wasted sifting through similar news articles and help readers to find what 

they are looking for easier. With the help of search engines, relevant news articles can 

be made to appear at the top of the search results. It improves efficiency because the 

news articles will be found in predefined clusters (Sahani et al., 2013).  

 

Clustering is a ML technique that involves grouping of data. ML is a branch of AI 

(Buchanan, 2019), one of the concerns of AI is building algorithms that enable computers 

to learn on their own (Shabbir & Anwer, 2018). The algorithm is given data and learns to 

make models on its own without human intervention. Some of the categories that ML can 

be classified into are supervised learning, unsupervised learning, semi-supervised 

learning and reinforcement learning.  

 

1.3. Supervised learning 

Supervised learning is a task in ML of deducing a meaning from training data. The 

training data is a set of training examples. Each example is made up of a vector of an 

input object and an output value (Al-rubaie & Chang, 2018). A supervised learning 

algorithm analyses training data to produce an inferred meaning, which is called a 

classifier or a regression meaning. The function or meaning that the algorithm produces 
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from the training data should be able to be generalized. This generalization is what is 

referred to as concept learning in human beings and animal psychology (François-lavet 

et al., 2018).   

 

1.4. Unsupervised learning 

In unsupervised learning there is no training data, the algorithm consumes input data 

with the aim of deriving a summarised version of the data (Hall et al., 2014). The data is 

then categorised into similar subsets (Xiong et al., 2009). Unsupervised learning is 

finding pattern in unstructured and noisy data. With unsupervised learning there is no 

external entity to perform the adjustments to the system weights. In most cases it is not 

known what result the system will generate. The system makes necessary adjustments 

according to the given data and decides what result to produce. Results of unsupervised 

learning are a new explanation or representation of the observation data, which will lead 

to improved responses or decisions (Oja, 2002).  

 

Unsupervised learning performs the clustering task without prior knowledge of the 

structure of the data to be clustered. The fact that there is no prior knowledge of the 

structure of data, is what makes clustering an unsupervised learning task (Grira et al., 

2004). 

 

1.5. Semi-supervised learning 

Semi-supervised learning uses mainly unlabelled data and labelled data. The small 

amount of labelled data is used to increase efficiency of the algorithm (Li & Liang, 2019).  

 

1.6. Reinforcement learning 

Reinforcement learning uses input data from the environment to inform the model how 

to react. Feedback is generated by punishment and rewards from the environment, and 

not through training like in supervised learning (Kaelbling et al., 1996).  

 

1.7. Research focus 

This research focuses on unsupervised learning. The advantage of unsupervised 

learning is that it can work in an environment where the researcher does not have prior 

knowledge, or structure of the news articles to be clustered (Sathya & Abraham, 2013). 

Supervised learning, semi-supervised learning and reinforcement learning require 

labelled data (Oliver et al., 2018). Labelled data is prior knowledge or information that 

informs the algorithm on how the clusters will be formed. They are not suited to work with 
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unlabelled data, where it is not possible to have prior knowledge of the news articles 

before clustering. 

 

1.8. Unsupervised learning categories 

 The two broad categories that unsupervised learning can fall in are Hierarchical and 

Partitional algorithms.  

 

1.9. Hierarchical clustering 

Hierarchical clustering is represented in a tree like structure, often called a dendrogram. 

It shows nested groups in patterns and similarity levels at which groups change. Further 

clusters can be created by breaking the dendrogram at different levels (Zhao & Karypis, 

2002).  Most hierarchical algorithms stem from two popular methods, which are single-

link and complete-link. In single-link the distance between two clusters is the minimum 

of the distances between all pairs of patterns drawn from the two clusters. In the 

complete-link algorithm, the distance between two clusters is the maximum of all pairwise 

distances between patterns in the two clusters (Saad et al., 2012).  

 

1.10. Partitional clustering 

Partitional clustering assigns news articles into unique clusters. A data set with a certain 

number of news articles will be divided such that the number of clusters formed may be 

equal or less than the number of news articles. A cluster will contain at least one news 

article. Each article will belong to only one cluster (Kutbay, 2018). 

 

Partitional algorithms can produce a single partition, instead of a tree cluster that is 

obtained from the hierarchical technique. Partitional techniques perform better in 

applications with huge data sets (Jain et al., 2000).  

 

K-Means is one of the algorithms that fall under the partitional algorithms group. It is one 

of the most popular, widely used and studied unsupervised clustering algorithms. Its 

popularity is due to its simplicity, ease of implementation and efficiency (Jain, 2010).  

 

K-Means algorithm is used to cluster online news articles (Bradley & Fayyad, 1998; 

Owen & Owen, 2012). The K-Means algorithm has some weaknesses. Some of the 

weaknesses are the number of clusters has got to be defined beforehand. It is sensitive 

to outliers. The initial grouping tends to have a significant influence on the clusters, if 

there is little data (Teknomo, 2006). The weaknesses have led to the development of 

many variants to improve the algorithm.  
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1.11. Statement of the research problem 

Duplication of online news articles increases the amount of information on the internet 

which leads to users being presented with monotonously similar results. Research has 

found out that K-means is the best algorithm to cluster online news articles (Jain, 2010). 

The challenge is finding the best variation of K-means that will produce better 

performance to cluster news articles, on a given set of news articles, number of clusters 

and number of iterations. Finding an algorithm with good performance to cluster news 

articles, using a specific variation for a given number of news articles and number of 

clusters is a challenging task. 

 

News summarization can be performed after the successful implementation of an 

efficient clustering algorithm to cluster duplicate news articles scattered over the internet. 

Once the news articles are put in pre-defined containers, it will be easier to summarize 

them. Implementation of an algorithm with good performance to cluster online content 

into containers would manage the duplication of news articles on the internet. 

 

1.12. Aim and objectives of the research problem 

The aim of the research is to explore an algorithm that can be used to accurately cluster 

duplicate or similar online content into an accurate theme or topic using k-means 

unsupervised learning. 

The objectives are as follows: 

1. To compare the performance of variants of K-Means algorithms. 

2. To filter the vast amounts of information by means of clustering.  

3. To cluster articles that are similar. 

 

1.13. Main research question 

Given a set of news articles and K-means variations, how can we find the best variant 

with good performance to cluster news articles? 

Formally: We are looking for a mapping to take a set of news articles (X), number of 

clusters (N), the K-Means variant algorithm (V) and the number of iterations (I), which 

can produce the best clustering results. 

 

1.14. Methodology 

The method used to answer the research questions was an experiment. There are 

independent and dependant variables that were manipulated, and results observed. The 

methodology is discussed in more detail in chapter three. 
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1.15. Research flow 

 

 

Figure 1.2: Research flow 

The Figure 1.2 above gives an outline of how the research was carried out. Research 

motivation is informed by observation and experiences. The motivation leads to research 

questions. Research motivation and research questions are guided by literature.  

 

1.16. Delineation of the research  

The research looked at clustering online news articles using unsupervised learning and 

was delineated to K-means and variant algorithms. Clustering is a very broad and vast 

subject, with many algorithms and techniques. They would need a lot of time and 

resources to explore. However, the research was constrained in resources, hence it 

delineated its focus to look at a smaller scope of the subject so that it can be completed 

within a reasonable time. 

 

1.17. Research contribution 

The research is an input to the content summarization model, accurate summarization 

of content can happen if data is accurately clustered. The experiment will identify the 

variable set of K-Means variation (V), number of clusters (N) and number of iterations (I) 

that can be used to produce optimum performance. This knowledge can be used for the 

development of content summarization algorithms. When content has been correctly 

clustered it becomes easy to summarize it with an algorithm. 
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1.18. Ethical consideration 

The research was carried out in an ethical and responsible manner. Ethics refers to 

norms for conduct that distinguish between acceptable and unacceptable behaviour. An 

ethically conducted research can be replicated and is generalizable (Shamoo & Resnik, 

2009). Basic ethical and legal principles underlie all scholarly research and writing to 

ensure the accuracy of scientific knowledge, to protect the rights and welfare of research 

participants and to protect intellectual property rights (Roberts, 2010).  

 

Researchers follow principles and updates established by their professional 

associations. These principles should also be observed in the design and implementation 

of research involving experimentation. Ethics is avoiding research misconduct. 

Misconduct is fabrication of research results, plagiarism and fabrication of data. Ethics 

ensures protection of the rights of participants such as anonymity, and the protection of 

vulnerable populations (Bornmann, 2013). 

 

Before undertaking an experiment or any research for that matter, certain things must be 

observed such as, soliciting informed consent from the participants. The data collected 

should be anonymous. The participants should have the right to opt out of the research 

at any time they feel to do so. The integrity of the research should be safeguarded. The 

participants must be protected from emotional, physical and mental harm. Ensure that 

the wellbeing and privacy of participants is safeguarded. 

 

Participants are safeguarded by using informed consent. Informed consent is an 

enrolment form that the participant signs to state that they have willingly agreed to 

participate in the research. The participant must be informed of factors such as the 

benefits and risks of the research. They must also be informed of the purpose of the 

research and the fact that they are free to withdraw participation at any time if they so 

wish (Shahnazarian et al., 2013).  

 

This research complied with ethical principles and requirements of the Informatics and 

Design Faculty of the Cape Peninsula University of Technology (CPUT). It also complied 

with the general principles of experimental research. It does not manipulate the 

processes of data collection and analysis. The research used open source software and 

as such must comply with terms and conditions thereof. The news articles came from 

freely available public news sources. There was no ethical clearance needed before 

collecting the news articles. 
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Participation of social actors was not required, since the researcher was the sole 

participant in the research. There was no ethical clearance needed before commencing 

the experiment. There was no need to do informed consent enrolment since there is no 

external participants.  

 

1.19. Thesis overview 

Chapter one gives an introduction and background to the research problem. It discusses 

the statement and the aim of the research problem. It gives an outline of how the 

research was carried out. The delineation of the research, the research contribution, 

ethical consideration, voluntary participation and informed consent are discussed in 

chapter one.   

 

Chapter two presents a systematic literature review. It discusses the review protocol to 

be followed in conducting the systematic literature review. It outlines an inclusion and 

exclusion policy which determines which studies will be selected. The chapter will also 

lay out a foundation for the research by explaining and defining the relevant terms used 

in this thesis. 

 

Chapter three discusses the methodology and research process that was used in this 

investigation. It also discusses the motivation for the research, research questions, 

conceptual framework, data collection and generation. 

 

Chapter four discusses the experimental planning. This includes the goals of the 

experiment, overview of how the goal was achieved, the participants and materials of the 

experiment, the specific tasks involved in the experiment and procedure of how the tasks 

are executed and deviation from the plan if any. 

 

Chapter five discusses the experimental set up. Experimental set up is the outline of the 

experiment, how the data for the experiment is collected and passed to the clustering 

models and the parameters of the models used. 

 

Chapter six discusses the results and findings of the research. The discussion precedes 

with the metrics that are used for evaluation. The results obtained are then discussed. 

Chapter six concludes by discussing the findings and future direction of the research. 

 

Chapter seven is a summary of the thesis. 
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CHAPTER TWO 

2. Literature review 

2.1. Introduction 

This chapter presents a systematic literature review. The systematic literature review 

was done in accordance to a planned protocol. A carefully laid out inclusion and 

exclusion policy was used to determine which studies would be selected. The purpose 

of the systematic literature review is to identify and evaluate available research that 

pertains to this research. Before discussing the systematic literature review, the chapter 

lays out the foundation of the research by explaining and defining some terms relevant 

to the research and thesis. The definitions will help the reader to have a better 

understanding of the research. 

 

2.2. Artificial intelligence 

AI is a term that is coined using two words which are artificial and intelligence (Russell & 

Norvig, 2003). Cambridge English dictionary defines artificial as something made by 

human beings to mimic something that exists naturally.  It also defines intelligence as 

the ability to understand, learn and arrive at opinions and judgements based on 

reasoning. Coppin (2004) defines intelligence by the properties it exhibits. The properties 

include the ability to deal with new problems, new situations and the ability to come up 

with a plan related to a situation and to answer questions.  

 

There are two definitions that this thesis will adopt.  Shaikh & Fegad (2013) give the 

following definitions: “Artificial intelligence is the study of systems that act in a way that 

to any observer would appear to be intelligent.” and “Artificial Intelligence involves using 

methods based on the intelligent behaviour of humans and other animals to solve 

complex problems.”  

 

The latter definition is a more fitting description of the attempt of this research. The work 

of AI started around 1950s. In 1950 Alan Turing published an article titled Computing 

Machinery & Intelligence. Shi (2011) discusses that since the inception of AI more than 

60 years ago, its goal has been to build machines with human level intelligence. In other 

words, the development of intelligent systems and machines that can emulate, extend 

and expand human intelligence and exhibit intelligent behaviour. Shi further discusses 

that AI has had a lot of progress, especially in the fields of data mining, expert systems, 

natural language processing, robotics, and other applications related to ML applications 

(Nilsson, 2014). These have brought about some social and economic benefits 

(Robertson et al., 2018). 
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2.3. Machine learning 

The last few decades have seen an increased amount of information available in digital 

form and online. The increase is due to advancement in computational hardware power 

and advancement in software, which  enable us to generate, transmit and store large 

amounts of information (Witten et al., 2016).  

 

This has necessitated the need for the branch of AI called ML to cluster and organise 

the information for easy access and retrieval (Sebastiani, 2002). ML is the ability of 

computational algorithms to learn from their environment and emulate human 

intelligence (El Naqa & Murphy, 2015). 

 

The study of ML has grown from efforts of computer science and engineers, who were 

experimenting to see if computers can learn to play games, to learning algorithms that 

are used in speech recognition, computer vision and many other tasks. It has also seen 

a growth in the study of data mining, to discover hidden patterns in the ever-growing 

online data (Mitchell, 2006).  

 

The high volumes of information and news articles on the world wide web has seen an 

increase in research focusing on development of algorithms that can process news. 

Progress in this respect will have benefits for applications that have to do with machine 

translation, speech recognition, information filtering, information retrieval, pattern 

detection of large datasets, knowledge extraction and online news clustering (Hofmann, 

2001).  

     

2.4. Clustering 

A cluster or group is made up of objects that are similar. The objects in one group are 

different to objects in another group. A large amount of news articles is represented by 

a few clusters, this achieves simplification of the news articles (Rai & Singh, 2010). News 

article clustering is a search for underlying patterns in the set of news articles. The search 

for underlying groups in news articles is unsupervised learning. The result of the 

groupings is a new data model. Clustering is then described as unsupervised learning of 

an underlying data model (Berkhin, 2006). 

 

2.5. Document vector 

A document cannot be passed to a clustering algorithm in plain text. The document must 

be converted to a numerical value. The document vector model that was used for this 

experiment is Doc2vec. Doc2vec uses two models which are Paragraph Vector Direct 
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Memory (PV-DM) and Paragraph Vector Distributed Bag of Words (PV-DBOW). The 

document vectors can be passed to the clustering algorithms.  

 

2.6. K-Means Variants 

Clustering of news articles can be achieved using K-Means algorithm. There are many 

variants that were developed from the popular K-Means algorithm. Some of the variants 

are K-Median, k-Harmonic means, k-SVMeans, K-Modes and Weighted K-Means. 

 

2.7. K-Median 

K-Median minimizes the 1-norm distance between each point and the closest cluster 

centre (Whelan et al., 2015) in comparison to K-Means which uses squares of 2-norm 

distances to generate cluster centres (Bradley et al., 1997). The median is a statistic that 

is not easily affected by outliers, the median can only be affected by outliers, when about 

50% of the data is tainted.  k-Median algorithm places each point in the data set to its 

closest centre. The points put in the same centre will form a cluster. They are also put in 

a disjoint set. The new disjoint set is used to recalculate and update the cluster centre. 

A sum of distances from each point and respective cluster centres is calculated and 

forms a new epsilon. The iteration is carried out until improvement to epsilon is better 

than the one previously determined.  

 

2.8. K-Harmonic Means 

K-Harmonic Means is an algorithm that iterates and improves the clusters given by K 

centres, at each iteration. K-Harmonic Means approach is different from K-Means, in that 

K-Harmonic sums all data points of the harmonic average, of the squared distance from 

a data point to all the centres as its performance function, unlike K-Means which sums 

the with-in cluster variance (Zhang et al., 1999). 

 

2.9. K-SVMeans 

K-SVMeans groups datasets using heterogeneous similarity characteristics. The K-

SVMeans will cluster one dimension of the data while at the same time it is learning a 

classifier in another dimension, this influences the intermediate cluster assignment 

decision on the original dimension. K-SVMeans is a hybrid algorithm that combines two 

clustering solutions, it is made up of K-Means and Support Vector Machines (SVM). 

Support Vector Machines is a popular supervised learning solution that is effective with 

text classification tasks (Bolelli et al., 2007). K-SVMeans is a hybrid algorithm, it 

combines an unsupervised algorithm with a supervised algorithm. This eliminates the 

need for labelled training examples for Support Vector Machine learning. The K-Means 
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cluster assignments are used to train an Online Support Vector Machine in the secondary 

data type, and the Support Vector Machine has effect on the clustering decisions of K-

Means in the primary clustering space. This clustering style of heterogeneous datasets 

increases the clustering performance in comparison to clustering using a homogeneous 

data source (Deshmukh, 2014). 

 

2.10. K-Modes 

K-Modes algorithm was first published in 1997 and has become a common method for 

solving categorical data clustering problems in diverse application domains. The K-

Modes algorithm modifies the K-Means algorithm to use a simple matching difference 

measure for categorical objects, it uses modes instead of means for clusters, and a 

frequency-based method to update modes in the clustering process to minimize the 

clustering cost function. The modification has removed the numeric-only restriction of the 

K-Means algorithm and enable the K-Means clustering procedure to be used to 

successfully cluster huge categorical data sets from real world databases (Ng et al., 

2007). 

 

2.11. Weighted K-Means 

Weighted K-Means algorithm with distributed centroids was developed to cluster data 

sets ranging from numerical, categorical and mixed type data sets. The approach of this 

proposal allows given features, such as variables, to have different weights at different 

clusters. It supports the intuitive idea that features have different degrees of weight at 

different clusters. The idea is that feature weights become feature re-scaling factors for 

any considered exponent (de Amorim & Makarenkov, 2016). 

 

Despite all the algorithms discussed above, clustering online news articles is still a 

challenge. The challenge is that some news articles may have the same title or theme 

but talk about different events. Example is one article may be talking about President 

Jacob Zuma opening parliament while another article talks about President Jacob Zuma 

visiting a prison facility. When clustering these two articles they can fall into one cluster, 

because the common term is President Jacob Zuma. There is a need for a solution that 

will cluster news articles on specific events.  

 

The clustering solution is chosen after comparing the algorithms and evaluating their 

performance. An experiment is conducted, and a few identified metrics are used to 

evaluate the performance of the algorithms. There is a myriad of evaluation metrics, they 
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cannot be used all because of time constraint.  The metrics used for this experiment are 

discussed below. 

 

2.12. Evaluation parameters 

The parameters that were used to measure the performance of the algorithm are Rand 

Index, F1 measure, Precision and Recall. These are common metrics used to compare 

the performance of ML algorithms. The metrics can be used for supervised learning, 

clustering and information retrieval tasks (Hanczar & Nadif, 2019).  

 

Moerchen et al. (2007) did similar work, they developed a system for clustering high 

streams of news articles. The system analyses high streams of textual data and cluster 

similar articles into one cluster. They compare the performance of K-Means and other 

non-K-Means algorithms. The results are evaluated using F1 measure metric. 

 

The confusion matrix below will help to understand how the different equations for the 

evaluation metrics were derived. 

 

Table 2.1: Confusion matrix 

 P (Predicted) N (Predicted) 

P (Actual) True Positive False Negative 

N (Actual) False Positive True Negative 

 

The confusion matrix in Table 2.1 was adapted from Sokolova & Lapalme (2009). 

 

Cluster evaluation is made in reference to the manual cluster and the algorithm 

generated clustering results. 

 

True positive (TP) is when a news article is correctly clustered into a correct cluster. 

False positive (FP) is when a news article that does not belong to a cluster is put in the 

cluster. 

False negative (FN) is when a news article is clustered elsewhere and not in the cluster 

to which it belongs to. 

True negative (TN) is when a news article that does not belong to a cluster group, is 

assigned to the cluster (Kumar & Rathee, 2011). 
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2.12.1. Rand Index 

Rand index (RI) measures pairwise similarity between the manual cluster and the 

clustering generated by the algorithm (Handl et al., 2003). Rand Index is a value between 

0 and 1. A value of 1 denotes a perfect similarity (Rokach & Maimon, 2010).  RI is 

computed as 

RI =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
                                                                    

Equation 2.1 

 

2.12.2. Precision 

Precision looks at the proportion of news articles that were assigned to one cluster, how 

many belong to that cluster.  Precision is calculated according to the formula below. 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Equation 2.2 

 

2.12.3. Recall 

Recall considers the proportion of the news articles that are known to belong to a certain 

cluster, how many have been correctly put in the cluster they belong to. Recall uses the 

formula below. 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Equation 2.3  

 

The Precision and Recall values range between 0 and 1. In an ideal situation it is 

desirable to have a score value of 1 for Precision and Recall. 

 

2.12.4. F1 measure 

F1 measure is a single figure that shows the effectiveness of an algorithm. The measure 

is computed from Precision and Recall. It is a harmonic mean of the two metrics  

(Forman, 2003). The Precision and Recall values can be weighted differently depending 

on what you want to measure. A 50% weight which is also called beta (β), means 

Precision and Recall are weighted equally. A higher beta (β) favours Precision. 

𝐹𝛽 =
1

𝛽 ×
1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + (1 − 𝛽) ×
1

𝑅𝑒𝑐𝑎𝑙𝑙

 

Equation 2.4  
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2.13. Related work 

In Ding & He's ( 2004)  work in  “Principal Component Analysis and Effective K-means 

Clustering” their approach applies K-means clustering on internet news articles. They 

use term frequency inverse document frequency for their story retrieval and weighting 

method. They explore the relationship between PCA and K-Means. This research is 

similar to the work above and will use the same approach taken by Ding & He. This 

research is different in that it compares performance of only K-Means based algorithms 

on clustering of news articles. While the work above was comparing K-Means and non-

K-Means based algorithms. 

 

Azzopardi and Staff (2012) present a design and evaluation of Incremental Clustering of 

News Reports. This is a system that reads news reports from RSS feeds. It clusters them 

as they come. The clustering is event specific. The news reports are presented using 

Bag of Words (BOW) and Term Frequency Index Document Frequency (TF.IDF) and 

uses a variation of K-Means that cluster in a single pass without need for cluster 

reorganisation. The system does not know the number of clusters before beginning. They 

conclude that the system is effective on clustering event specific news but performs 

poorly when doing general clustering. 

 

Atefeh & Khreich (2015) provides a survey of techniques for event detection in twitter 

streams. The event detection in twitter is a challenging task. The challenge is that tweets 

are limited in length and are written by diverse people using informal language. These 

challenges have a negative effect on the performance of event detection algorithms. 

They note the potential that twitter has as a fast-growing microblog that can be used to 

extract user generated knowledge on real time world events. They mention the challenge 

of unavailability of testbeds for performance evaluation and comparison of different 

approaches. 

 

In their paper, Sankaranarayanan et al. (2009)  presented an algorithm using Naive 

Bayes classifier. The application called TwitterStand is used to extract the breaking news 

from twitter posts.  

 

Phuvipadawat & Murata (2010) developed Hotstream, which is a web application that 

can track breaking news in twitter. The stories are collected by a streaming API, using 

predefined queries such as hash tags. Apache Lucene indexing is then used to group 

similar stories together. Similarity comparison of stories is done using TFIDF. Merge 
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Threshold technique is used to ensure that stories being assigned to a group are related 

to the story or stories already inside the group. 

 

2.14. Other clustering techniques 

2.14.1.1. Mean Shift 

Mean-Shift clustering algorithm is referred to as a sliding window-based technique. It 

looks for dense area in data points. The difference between Mean-Shift and K-Means, is 

that Mean-Shift does not require user to give the K value or number of clusters, it can 

discover it automatically (Konstantinos, 2005). Its desirable attribute is cluster centres 

converge to the points of maximum density. The disadvantage is window size selection 

is sometimes non- trivial. 

 

2.14.1.2. Density-Based Spatial Clustering of Applications with Noise (DBSCAN) 

DBSCAN is like mean shift because it is density based. DBSCAN's disadvantage is poor 

performance with clusters of varying density. The reason is threshold distance and min 

points that identify neighbourhood points vary with each cluster (Wang et al., 2015). 

 

2.14.1.3. Expectation–Maximization (EM) Clustering using Gaussian Mixture Models 

(GMM) 

EMGMM is more flexible than K-Means. Gaussian Mixture Models assumes data points 

are gaussian distributed. This removes the assumption that data is circular when using 

the mean. Data is described using mean and standard deviation, clusters can take 

elliptical shape. GMMs are flexible on cluster variance compared to K-means. They can 

also assign a data point to multiple clusters (Ari & Aksoy, 2010). 

 

2.15. Systematic literature review 

A literature review is compiled to evaluate and organise literature on a subject. It serves 

to access the knowledge pool available on the topic. After completing a literature review 

you get a broader understanding of the subject area. Literature review can help you to 

develop the conceptual framework. Wide readership may help you to find similar 

research that has been conducted. Reading similar research helps you to know methods 

that have been used before. 
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2.16. Research questions 

RQ1: What are the existing solutions for clustering online news articles using different 

algorithms? 

RQ2: How does the different solutions for clustering online news articles compare to 

each other with respect to specific constraints, methods or approaches? 

RQ3: What is the strength of the evidence in support of the different solutions? 

RQ4: What implications will these findings have when creating an online news article 

clustering system?  

 

2.17. Review Protocol 

2.17.1.1. Databases 

The systematic literature review was done by collecting papers from the following online 

Databases: ACM Digital Library, IEEE Xplore, Science Direct, Elsevier and google 

scholar. 

 

2.17.1.2. Search Terms 

Unsupervised AND (K-*) AND (online OR Web) AND (articles OR news OR content) 

AND (clustering OR grouping OR classification).  

 

2.17.1.3. Inclusion and Exclusion Policy 

The following inclusion and exclusion criteria were used to limit our search results: 

• Inclusion Criteria: Primary studies  

• Exclusion Criteria: Secondary studies (Reviews); Studies before 2000 

 

2.17.1.4. Quality Assessment 

This paper answers the systematic review questions by providing the evidence from the 

carefully selected literature after the screening process. Quality assessment questions 

are adopted from Malhotra (2015).  

 

2.18. Results 

Table 2.2 lists the results of studies obtained from the review protocol and a carefully 

selected search term, and a consideration for the inclusion and exclusion policy. The 

articles obtained answer literature review research questions. 
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Table 2.2:Results of literature review 

Study Reference Type Method(s) Conclusion 

S1 Salloum et al 
(2017) 

Text Mining from 
social platform. 

K-Means, Text Parsing 
Node 

They used K-Means with 
different k value, k=4 was 
the reasonable value. 

S2 Vishwakarma 
et al (2017) 

Social media text 
mining. 

K-means, K-medoid K-Medoid perform better 
than K-Means on time and 
space complexity. 

S3 Lo et al (2017) Multilingual 
social media 
topic 
identification. 

Peak Identification 
algorithm, TF- TFDF 
Clustering techniques: 
Means, Dirichlet Process 
Mixture Model, Latent 
Dirichlet Allocation. 

Peak Identification found 
more relevant terms 
compared to TFIDF and 
TF. TFIDF found more 
hashtags, TF identified 
more generic terms. 
Selecting best performing 
algorithm is difficult each 
algorithm performs 
differently on different 
candidate dates. 

S4 Li et al  (2016) Short text 
clustering from 
micro-blogs 

Biterm Topic Model 
(BTM), Hierarchical 
Clustering (HC), BTM and 
K-means 

K-Means performs better 
than HC. 

S5 Hu et al 
(2017) 

Event detection 
to discover news 
documents that 
report on the 
same event. 

Word embeddings, then 
cluster words semantic 
classes via K-means 
algorithm. Adaptive 
clustering algorithm. 

Adaptive online clustering 
method for online news 
event detection has 
improved precision and 
recall performance using 
time slicing and merging 
over traditional clustering 
algorithms. 

S6 Makkonen et 
al (2004) 

Spotting 
something 
previously 
unreported, 
tracing even 
development, 
grouping 
news on same 
event. 

TDT approach using 
semantic classes, TFIDF, 
Connexor Functional 
Dependency Grammar 
parser for English (EN-
FDG), Connexor’s Term 
Extractor 
(ENBRACKETS) 

 

S7 Moerchen et 
al (2007) 

Clustering high 
frequency news 
streams. 

Geospace and media 
tool, Locality sensitive 
hashing and TFIDF. 

Clustering documents with 
limited memory and 
processing time. 

 

 

RQ1: There are several solutions for clustering online content. The studies listed in the 

table above present the solutions. S1, S2, S3, S4, S5, S6 and S7. S1 and S2 look at text 

mining on social media. S3 looks at multilingual social media topic identification. S4 

addresses microblog short text clustering. S5 is about event detection to discover news 

documents that report on the same event. S6 is aimed at spotting something previously 
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unreported, tracing the development of an event, and grouping together news that 

discuss the same event. S7 looks at clustering high frequency news streams.   

 

RQ2: The different clustering solutions work with one or two feature selection techniques. 

S1 uses Text Parsing Node, S3 uses Peak Identification Algorithm, Term Frequency and 

Term Frequency Document Frequency; S5 uses Word embeddings; S6 uses Term 

Frequency Document Frequency, Connexor Functional Dependency Grammar parser 

for English (EN-FDG), Connexor’s Term Extractor (ENBRACKETS); and S7 uses 

Locality sensitive hashing and Term Frequency Document Frequency. Of all these 

studies the most used term feature is Term Frequency Document Frequency and the 

most used algorithm is K-Means.  

 

RQ3: Of the seven studies listed above five of them use one or two of K-Means or variant 

of K-Means algorithms. This goes to show the popularity of K-Means algorithm. 

 

RQ4: Most solutions are created using Term Frequency Document Frequency and K-

Means techniques as evidenced by the studies listed in this review. Therefore, it makes 

sense to use them when creating an online news clustering system.  

 

However, this research has found another model that is easy to implement and has 

readily available libraries to use for document vectorisation. The model is Doc2vec which 

is discussed in more detail in the subsequent sections of this thesis. 

 

2.19. Discussion 

In S1 they used K-Means with a different K value, k=4 was the reasonable value. On S2 

they compared K-Means to K-Medoid. K-Medoid perform better than K-Means on time 

and space complexity. On S3 they compare K- Means, Dirichlet Process Mixture Model 

and Latent Dirichlet Allocation. The results are not conclusive as each algorithm 

performed better on a different parameter. S5 used Adaptive Clustering algorithm and 

complemented it with K-Means algorithm, the algorithms were not compared but 

Adaptive Clustering algorithm was observed to perform better on precision and recall by 

using time slicing and merging over traditional algorithms. 

 

2.20. Conclusion 

From the literature obtained it is evident that K-Means is the most popular among other 

algorithms due to its performance. Research on comparing several K-means variants on 

the same set of parameters and constraints still needs to be done.  
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CHAPTER THREE  

3. Methodology 

3.1. Introduction 

This chapter discusses the methodology and research process that will be used in this 

experimental research. The literature review in chapter two identified a research gap that 

this investigation seeks to address. The methodology to be utilised in addressing the 

research gap is experimental research. The explanation of the experimental 

methodology will cover the research process. This chapter also discusses the research 

motivation, literature review analysis, research questions, conceptual framework, data 

collection and data generation. 

 

3.2. Research process  

 

Figure 3.1: Research process 

Figure 3.1 above shows the research strategy followed in the experimental research.  

The experience, motivation and literature review lead to the development of the research 

questions and the conceptual framework. The methodology used to answer the research 

questions is experimental research. A conceptual framework was used to design the 
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experimental setup. Data was gathered by observing the output of the experiment. The 

data is quantitative in nature. 

 

3.3. Experiences and motivation 

The motivation for this research was the need to cluster online news articles using ML 

algorithms, to manage duplication. Manual clustering of news articles using human effort 

is possible. However, the task is tedious and expensive for a human being. Human effort 

is prone to error and fatigue. Hence ML clustering is more desirable. Clustering is 

important because of overload of news articles. The news articles are polluted with noisy 

information. Clustering will reduce the noise and make provision for cleaner information.  

 

Another motivation of this research is identifying an algorithm with a satisfactory 

performance. The algorithm should be able to cluster content that is similar.  If there are 

three stories that are written by three different people, probably using different headings, 

but are discussing the same entities and time, they are similar. They should be put in the 

same cluster. 

 

There are other solutions that have been developed to cluster news articles. These other 

solutions fall short when it comes to clustering stories that are the same. A story is 

considered the same if it discusses the same event and setting. The same story can be 

written by different people using different versions. Some solutions, for example 

recommender systems, will suggest stories based on titles of a story. Others will give 

results based on a search term or query. 

 

3.4. Literature review analysis 

Literature has it that K-Means is the most popular, efficient, studied and used clustering 

algorithm (Liberty et al., 2016). K-Means algorithm is popular because it is easy to 

understand and implement.  

 

There are known weaknesses of K-Means. These weaknesses led to the development 

of many variants of the algorithm. In the process of improving the weaknesses new K-

Means variants emerged. The many variants have opened a research gap of comparing 

the performance of these variants in order to identify the variant with acceptable 

performance. Other researchers have compared non-K-Means and K-Means algorithms. 

The problem now, is selecting a variant of K-Means to use from the horde of variants.  
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3.5. Research questions 

Given a set of news articles and K-Means variations, how can we find the best variant 

with good performance to cluster news articles? 

Formally: We are looking for a mapping to take a set of news articles (X), number of 

clusters (N), the K-Means variant algorithm (V) and the number of iterations (I), which 

can produce the best clustering results. 

 

3.6. Research sub questions 

Table 3.1: Research questions and sub-questions 

Research Sub-Questions Method(s) Objectives 

I. What K-Means algorithm variation 

can accurately cluster online 

content into semantic clusters? 

Experiment To evaluate the variation of K-means 
algorithm that can accurately cluster 
content into semantic clusters. 

II. What is the effect of increasing 

the number of clusters on the 

accuracy of clustered content? 

Experiment To examine the effect of increasing 
the number of clusters on the 
accuracy of clustered content. 

 

3.7. Research Design and Methodology 

The aim of the research was to experiment and find the best K-Means variation, with a 

good performance that can be used to cluster online duplicate or similar content into 

themes or topic. The research is quantitative in nature. There are five variables that were 

observed in this research, which are size of the news set (X), K-Means algorithm 

variation (V), number of clusters (N), the number of iterations (I) and the clustering 

performance (e). 

 

The X, V, N and I are independent variables and e is dependant variable. In order to 

ensure viability and reliability of the research the effects of the independent variables 

upon the dependent variable will be observed. This research methodology is closely 

aligned to the research approach used by (Easterbrook et al., 2008) where the effect of 

the independent variables shall be observed on the outcome of the number of dependent 

variables. 

 

The performance was accessed using the following metrics, Rand Index, F1 measure, 

Precision and Recall. The metrics are discussed in section 3.8 under the evaluation 

parameters. 
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3.8. Conceptual framework 

 

Figure 3.2: Conceptual framework 

Figure 3.2 explains how the research was conducted. The experiment was implemented 

using Python programming language. In stage [1] the person does manual clustering of 

news articles and specifies the number of articles and clusters for the algorithm. In stage 

[2] the variables are put into the algorithm which then makes iterations and assign news 

articles into containers. The implemented algorithms took a set of news articles and 

number of clusters and a variation of K-means. The variables were run on all the 

variations and the performances were compared. The performance was obtained by 

comparing the result of the algorithm to manual analysis. The variables are then changed 

and run again. In stage [5] the person makes a manual comparison of the original clusters 

and the result of the algorithm.  

 

3.9. Data collection 

The data that was used in this experimental research was collected from websites in the 

form of stories. The stories are publicly available on the websites of news publishing 

houses. In that regard there was no need to request for permission to harvest the stories. 

However, care was taken to harvest the stories in an ethical manner. Ethical manner 

means that the collection of stories would not cause the websites from which the stories 

are collected, to crash or render them inaccessible. There would not be an injection of 

bots or programs that could harm the websites or servers that host them. The K-Means 

variants algorithms were obtained from literature.  
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The size of news article set X, which was obtained from online news sites, was manually 

clustered by the researcher. The manual clustering was done to validate the clustering 

performance. 

 

The data collection was a two-prong approach.  There was data that was fed into the 

system and data which was generated by the system itself. Algorithm variation V was 

selected from the literature, the number of clusters N and iterations I were carefully 

chosen during the experiment. The news articles X were obtained from the internet.  The 

data generated from the system is discussed below.  

 

3.10. Data generation 

The experiment generated quantitative data. The data is the clustering output. The 

stories were allocated to the containers or labels. The labels are dependent on the 

defined K value, which is the number of clusters.  

 

3.11. Data analysis 

The stories obtained from different websites were manually clustered.  Quantitative data 

was generated by the algorithm. The data generated by the algorithm and the manual 

clustering were evaluated to check the performance of the algorithms.  

 

3.12. Experimental Research 

3.12.1. Research definition 

The research is an experimental type. The results obtained from the experiment are 

quantitative data. Research is a term that is made up by two syllables, “re” and “search” 

. Re is a prefix, denoting doing again, and search is a verb that describes a careful 

examination of a subject matter. These two syllables describe a process of establishing 

new knowledge by systematic and diligent inquiry (Mahmood, 2011). Research is defined 

as a systematic and diligent investigation of a subject matter to discover new facts or 

revise theories (Eneh, 2008). It is human nature to be inquisitive. When confronted by a 

phenomenon or the unknown, being inquisitive makes us quest for answers. The 

inquisitiveness is the route to seek knowledge, and the methods used to attain the 

knowledge is research. The goal of research is to report and communicate the newly 

discovered knowledge. 

 

3.12.2. Experimental research 

Experimental research has its roots in psychology and education. In the 19th century 

when psychology emerged as a discipline, its research methods were shaped around 



40 

 

the established method of physical sciences. Physical sciences relied on 

experimentation to establish principles and laws (Ross & Morrison, 2004).  

 

3.12.3. Experimental research core 

The research main question and sub questions are properly outlined in sections 3.5 and 

3.6 respectively. The core of an experimental research is the research question. If the 

research question is not properly defined or operationalised, the experiment may lead to 

invalid results (Orero et al., 2018). Experimental research follows a strict design. The 

manipulation of variables in an experiment produces results that are used to validate the 

objective of the research (Harland, 2011).  

 

Four characteristics exist in experimental research. These include control, manipulation, 

observation and replication. Variables that are not of direct interest need to be controlled. 

Controlling is basically minimizing the effect or influence of such variables by means of 

several methods. The methods include random assignment of subjects to groups, 

statistical techniques and standard deviation of groups. Manipulation is an operation on 

the independent variables. Manipulation influences the dependent variables. 

Observation is taking note of the resultant effect of the independent variables on the 

dependant variables.  Replication basically means one can conduct subsequent 

experiments within the same experimental design. Several observations can be made 

on the experimental and control groups (Kirk, 2012). 

 

Experimental research methods are skills that are needed to reduce errors, in the 

process of acquiring and communicating results. Communicating results is a very 

important aspect of experiments. The results can be communicated in the form of a 

report, journal or thesis that can be published. The way the results are communicated 

can also affect the way the experiment is conducted (Maxion, 2009). This calls for 

specification of a criteria that is relevant to the experiment and metrics that correspond 

with the measuring tools. If an experiment can be repeated, it means its results can be 

validated (Papadimitriou et al., 2012).  

 

3.13. Experimental research quality 

The quality of the research was guided by the instrument used to measure performance. 

The instrument and terminology thereof are discussed in chapter under Evaluation 

metrics. The quality of a research study is judged by considering threats to validity of a 

study and the results. A consensus by the research community has got to be reached on 
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how the reporting of validity will be done. A consensus must also be reached on the 

common terminology that must be used (Feldt & Magazinius, 2010).  

 

The two forms of validity are internal and external validity (Jiménez-Buedo & Miller, 

2010). Internal validity exists when the results obtained are a direct manipulation of the 

independent variable (Aziz, 2017). External validity means that your results can be 

generalized. It means your results can be applied to similar situations (Altermatt, 2009).   

 

3.14. Conclusion 

The chapter has discussed the research process. It discussed the motivation for 

undertaking the research, and literature review, and research questions.  It discussed 

the research design, the research methodology, and the parameters that were used to 

evaluate performance. It outlined the conceptual framework and data collection, 

generation and analysis process. It concluded with definitions of research and 

experimental research.   
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CHAPTER FOUR 

4. Experiment planning 

4.1. Introduction 

This chapter discusses the experimental goals. The experimental goals are the focus of 

this research, what the research is trying to answer or find out. It also discusses the 

participants that are involved in the research, the participants’ roles including the 

researcher, computational hardware used, the clustering libraries and algorithms used 

are also described. It also discusses the tasks and procedures that were implemented 

to carry out the research. It discusses the deviation from the plan. 

 

4.2. Experimental goals 

The goals of this experimental research were:  

• To compare the performance of several variants of K-Means algorithms. The idea 

is to use the same set of input data, the same set of constraints and the same k 

value. The input data is used on the K-Means variants and measure the 

performance. The variant with best clustering result will then be identified. 

 

• To filter the vast amounts of information using clustering algorithms, information 

can be containerised into predefined containers. Such that information in the 

same container is the same.  This will make it easy for users when they search 

for information to find it in one location. 

 

• To cluster articles that are similar together. The title of the articles may be 

different, but if the theme of the story is the same in terms of the event being 

discussed, all the stories pertaining to the event should be able to be assigned to 

the same container by the algorithm.  

 

4.3. Goal overview 

The research questions below were the goal and focus of this experiment. They informed 

the experimental set up. The experiment was designed to answer these questions.  

Main question: Given a set of news articles and K-means variations, how can we find the 

best variant with good performance to cluster news articles? 

The main question is answered using experimental research methodology. The best 

algorithm can be found by setting up the experiment and feed the data to the algorithms 

then observe the results. 
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Formally: We are looking for a mapping to take a set of news articles (X), number of 

clusters (N), the K-Means variant algorithm (V) and the number of iterations (I), that can 

produce the best clustering performance. The clustering performance e was accessed 

using Rand Index, F1 measure, Precision and Recall. 

 

Research sub questions: 

I. What K-Means algorithm variant can cluster online content into semantic clusters 

with good performance? 

The research sub question was answered by obtaining the variants from literature and 

iterate through the different algorithms, then observing the results. 

 

II. What is the effect of increasing the number of clusters on the accuracy of clustered 

content? 

The research sub question was answered by iterating through the different algorithms 

and increasing the number of clusters, then observing the results. 

 

 

Figure 4.1: Schematic view 

Figure 4.1 above shows the schematic view of this research.  From the internet we get 

curated data in the form of news articles. The news articles are fed into the algorithm. 

The algorithm produces results of clustered news. The participant manipulates the 

variables of the algorithm and checks the accuracy of the results. The literature review 

identifies the research gap. 
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4.4. Participants 

The experiment had no other participants besides the researcher. The researcher was 

the sole participant in this research. In that regard there was no need for ethical clearance 

or consideration before undertaking the research.  

 

The participant interacted with websites on the internet from which the data was 

collected. The literature review component provided input in terms of algorithm variants 

to be used in the experiment. The Literature review also provided the research gap which 

was pursued. An algorithm manipulated the data and other variables. After the 

manipulation it produced output data. Figure 4.2 shows the participants of the research. 

 

 

Figure 4.2: Interaction Between Participants and other Research Components 

4.5. Research components 

The researcher carried out the experiment, using a laptop and open source software. 

The open source software used was Python. The laptop used to carry out the experiment 

was supplied courtesy of CPUT. The university also supplied a venue to conduct the 

research. The K-Means algorithms came from the literature and libraries were open 

source github projects obtained from the internet. The libraries used were done in 

Python. The Doc2vec algorithm was an open source Python library obtained from the 

internet. A gocrawler was used to harvest stories from several websites. The stories were 

stored in a database file. Python is the programming language that was used together 

with an IntelliJ IDEA 2019.1 x64 IDE. 
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The stories were collected from internet and manually clustered or assigned labels. The 

stories were then stored in a Cassandra database. The stories were converted to vector 

representation using Doc2vec algorithm. An algorithm was run on the story vectors (X), 

K-Means variant (V) and number of clusters (K). The results obtained are compared to 

the manual clustering. The results are analysed to determine the variant that produces 

the best results. 

 

4.6. Procedure 

A gocrawler collects articles from the internet. The stories came contaminated with 

adverts and pictures. They were cleansed so that only text or image of the article 

remains. The cleansing will make the clustering task easier. 

 

The articles were stored in a database where they were retrieved for clustering. It is not 

possible to pass the stories directly into the algorithm from the sanitization process. 

Doc2vec had to convert the stories into a vector representation first. The vector 

representation of the stories was fed into the K* model together with other settings.  

 

4.7. Deviation from plan 

In any experiment or set up there is a risk of deviating from the set-out plan, because of 

unforeseen eventualities. A contingent plan should be put in place to accommodate such 

eventualities. There is a risk of using alternatives to the tasks and procedures explained 

earlier. An example is, instead of using gocrawler to collect stories, an alternative is 

simply copying a story from a website. The story can be copied and pasted on word or 

any other text capable application then be stored in a database. Another programming 

language other than Python can be used. A different database design and development 

program other than Cassandra can be used. The above-mentioned options would be a 

deviation from the plan.  

 

This research will be carried out strictly using gocrawler, Python and a database as per 

experiment plan. Any deviation from plan will delay completion of the research. The 

researcher does not have skills for other languages, it would mean learning another 

language other the planned one and looking for algorithm libraries in other language, 

which may prolong the research. 
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4.8. Conclusion 

Chapter four expanded on the methodology discussed in chapter three. Chapter four 

discussed the experimental goals. It talked about the participants that are involved in the 

research, the participants’ roles. The participants are the researcher, computational 

hardware, the clustering libraries and algorithms used. It also talked about the tasks and 

procedures that were implemented to carry out the research. It discussed how the 

deviation from plan can be controlled. 
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CHAPTER FIVE 

5. Experimental setup 

 

5.1. Introduction 

Chapter five discusses in detail how the experiment was carried out. It talks about how 

the news articles were converted into a suitable form for the algorithms to consume and 

the algorithms involved. It talked about the data, which is the news articles. It also talked 

about the parameters or settings for the algorithms. The chapter uses a diagram to 

explain the experimental setup. The diagram gives details of how the experiment was 

conducted.  The diagram is a step by step outline of the process. The diagram was 

developed from the research motivation. The chapter answers the research questions. 

The results of the experiment were evaluated for performance. 

 

5.2. Experimental outline diagram 

 

Figure 5.1: Experimental outline 

Figure 5.1 above explains the experimental outline. 

 

5.3. Experiment outline 

The experiment was run on a windows machine, using Microsoft windows 10 pro. The 

processor used is an Intel(R) Core(TM) i7-8550U CPU @ 1.80GHz, 1992 Mhz, 4 Core(s), 

8 Logical Processor(s). The RAM size was 8GB. 
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The input to the experiment is stories that came from the internet. The stories were 

published between April 2015 and April 2019.  A gocrawler was used to collect the stories 

from the internet. A gocrawler is a program that takes a Universal Resource Locator 

(URL) as an argument and collects a story from a website pointed to by the URL. The 

stories on the websites are contaminated with adverts and images. The gocrawler will 

remove the adverts and images and return a clean text.  

 

The stories that are collected will be manually classified and labelled. The labelling is 

done (see Table 5.1) to check the accuracy of machine clustering. Each story is labelled 

with a class to which it belongs. Below is a table showing the stories and manual labels 

to which they belong. 

 

 

Table 5.1: Shows labels and indexes of stories under the label 

Story category Story Label Number 

Accident 7 11         

Car Breaking 43          

Election 5 6 20        

Floods 31 32 33 34 35 40 44    

Inflation 36 37 38 39       

Land 1 10 16 25 26 27     

Murder 2 3 21 22 23 24     

Rape 8 9 12 13 14 15     

Terrorism 4 17 18 19 28 29 30 41 42 45 

 

The gocrawler reads a list of URLs from the database. It outputs an array of articles. The 

output is stored in a Cassandra database. This is the raw data that was fed into the 

algorithm. The algorithms were varied on the same data set.  

 

5.4. Parsing Documents to The Algorithm 

The collection of the news articles was not a totally unsupervised process. The 

algorithms that were used to cluster the stories are the ones that are totally unsupervised. 

The database was manually created by copying and pasting the URL into the file. The 

columns used to save the links in the database are Number, URL, Cluster category and 

Cluster key. The Cluster category is used to check the accuracy of the algorithm.  

 

The stories which were collected from the internet were stored as single documents in 

plain text. The documents cannot be parsed to the clustering algorithm in plain text. The 

document needs to be converted into a numerical value. Numerical value or document 
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vector is the form appropriate for the algorithm to process. There are many techniques 

available to make numerical representation of documents, but most of them do not offer 

good performance. The document vector representation technique for this experiment is 

discussed below. 

 

5.5. Numerical Document Representation Techniques  

5.5.1. Doc2vec 

The research used Doc2vec algorithm to convert documents into a vector representation.  

Doc2vec is known for producing good results. It is a simple technique and very easy to 

use. Doc2vec evolved from word2vec. To understand how Doc2vec works it is important 

to discuss word2vec first. 

 

5.5.2. Word2vec 

Word2vec is a useful model that can transform words into vector representation. It 

captures the semantic relationship of words. The word and word’s context relationship 

are modelled. The modelling will bring out relationships such as synonyms, analogies 

and antonyms of the word. A word vector can be several hundred dimensions. Every 

unique word in a corpus is assigned a vector in the space. The words are converted to 

vector representation so that algorithms can perform some operation on the vector, 

which is a numerical value, rather than on the text (Landthaler et al., 2017). 

 

Word2vec is a combination of two algorithms. The algorithms are Continuous Bag-Of-

Words (CBOW) and Skip-gram (SG). 

 

5.5.3. Continuous Bag of Words 

Continuous Bag of Words (CBW) is a very simple task. It is also a very common 

technique. The output of CBW is poor. This is because CBW has some disadvantages 

such as it does not make consideration for word ordering (Meyer, 2016). 

 

5.5.4. Skip Gram 

Skip Gram Model is a simple neural network model. The neural network is trained on a 

single hidden layer to perform a certain task. The training is usually done on a huge 

vocabulary corpus. The weights of the hidden layer are the vectors of the words. If the 

neural network is given an input word from a sentence, it should look at the nearby words 

and pick one at random. It then computes the probability of the random word being in 

the vocabulary. There are several steps involved in the algorithm. These include: 
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Data Preparation - Text data from internet is dirty. The process of cleaning text data, 

removing punctuations, stop words, replacing digits and converting text to lowercase. 

After cleaning the text, the corpus is then tokenized on white space. This will create a list 

of words. 

 

Hyperparameters - Parameters used are window size, this is the number of words that 

are considered context neighbours of the target words. The window does slide along the 

sentences and each word becomes the target word. 

 

n is the size of the hidden layer. It is the size of the word embedding. A good n value 

normally has the range of 100 to 300 dimensions. 

 

Epochs is the number of iterations. Each iteration goes through the entire training set. 

Learning rate controls the amount of adjustment made to the weights with respect to the 

loss gradient. 

 

Generate training data - at this juncture the corpus is turned into a one-hot encoding 

representation for the word2vec to train on. To generate the one-hot training data, 

word2vec() object is initialised first then using the object w2v call the function 

generate_training_data and pass settings and corpus as arguments. 

Generate_training_data performed the following sub functions: 

v_count — Length of vocabulary that is the number of unique words in the corpus. 

words_list — List of words in vocabulary 

word_index — Dictionary with each key as word in vocabulary and value as index 

index_word — Dictionary with each key as index and value as word in vocabulary 

for loop to append one-hot representation for each target and its context words to 

training_data using word2onehot function. 

 

Model training - training_data function will train the model. We run the function 

w2v.train(training_data) and pass in the training data which then calls the function train. 

The word2vec model is made up of 2 matrices w1 and w2. For demonstration purposes 

w1 is initialised to 9x10 matrice and w2 initialised to 10x9. This allows the back-

propagation error to be calculated. In the actual training the weights should be randomly 

initialized with function np.random.uniform(). 

 

Forward pass - The training of the first epoch is done using first training example by 

passing in w_t which represents one-hot vector for target word to the function 
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forward_pass. In the forward_pass function produces h by doing a dot product between 

w1 and w_t. Another dot product is done between w2 and h to which produces output 

layer u. A run u through softmax to force each element to the range of 0 and 1 to give us 

the probabilities for prediction before returning the vector for predictiony_pred, hidden 

layer h and output layer u.   

 

Error - The error for a certain set of target and context words can be calculated using 

y_pred, h and u. The error is calculated by the sum difference between y_pred and each 

of the context words inw_c. 

 

Backpropagation - backprop function is used to calculate the amount of adjustment 

needed to alter the weights. This done by giving arguments error EI, hidden layer h and 

vector for target word w_t. The weights are updated by multiplying, weights to be 

adjusted (dl_dw1 and dl_dw2) with learning rate and then subtracting it from the current 

weights (w1 and w2). 

 

Loss - the loss function is used to calculate the total loss. It is divided into two parts as: 

One part takes the negative of the sum for all the elements in the output layer. Another 

part takes the number of the context words and multiplies the log of sum for all elements, 

after exponential, in the output layer.  

 

Inference - from the trained weights, search the word vector for a word in the vocabulary. 

This can be achieved by searching the index of the word against a trained weight(w1). 

To find similar words, implement function vec_sim compute the cosine similarity between 

words. 

 

Further improvements - The backpropagation step requires the adjustment of the 

weights for the words that were not in the training sample. The process can long for a 

large vocabulary. To speed up the process you can implement Skip-gram Negative 

Sampling (SGNS) to improve the training speed and quality of the output word vectors. 

This is done by adjusting the training to modify a smaller percentage of the weights and 

not all of them. 

 

5.5.5. Overview of Doc2vec 

Doc2vec was developed from word2vec. It has two models embedded in it. The models 

are Paragraph Vector Distributed Memory (PV-DM) and Paragraph Vector Distributed 
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Bag of Words (PV-DBOW). They work almost similarly to the Skip-gram and CBOW 

models.  

 

5.5.6. Paragraph Vector Distributed Memory 

PV-DM is a technique for generating vector of words for a document. The technique was 

developed from Continuous Bag of Words model. PV-DM uses a target word to predict 

a context. A sliding window is used to create a vector of the whole paragraph. A SoftMax 

is used to predict context for all the words in the sentence as the window slides to create 

word embedding. The embeddings are averaged or concatenated.  A vector is created 

for each paragraph and another vector is created for each word. The vectors are then 

concatenated or averaged. The paragraph and word vectors are trained using stochastic 

gradient descent. Backpropagation is used to obtain the gradient. A random fixed length 

context is used to calculate the gradient error which is used to update the parameters in 

the model (Le & Mikolov, 2014). 

 

5.5.7. Paragraph Vector Distributed Bag of Words 

PV-DBOW tries to use a word to predict a context. The method of updating the 

parameters is the same as PV-DM. PV-DBOW works in the same way as Skip-Gram. 

Doc2vec generates two vectors. One produced by PV-DM and another by PV-DBOW 

(Le & Mikolov, 2014). In this experiment one could make a choice on which vector model 

technique to use. 

 

5.6. The clustering models 

There are two methods for clustering that are being used to analyse the data. The 

methods are K-Means and K-Modes. Though there are several variants of K-Means, the 

experiment can-not explore more, because of time constraint.  The experiment can be 

replicated on a larger scale later. The documents that were collected from the internet, 

were converted to numerical representation using Doc2vec. Word and document vector 

training run parallel, while word vectors are being trained, the document vector is also 

trained. The output will be the numerical value of a document. The numerical value is 

the one that is then passed to the clustering algorithm. 

 

5.7. Performance 

The two algorithms used the same data set and run on the same settings. Settings mean 

same number of iterations, word size, cluster size etc. The output of the algorithms is 

cluster labels. Each news article is assigned to a cluster label. The two algorithms’ 

performance is measured in terms of run time. The algorithms’ output is checked against 
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the manual cluster to evaluate performance. The performance is basically to compare 

the input data against the output data. The metrics used to access performance are Rand 

Index, F1 measure, Precision and Recall. 

 

5.8. Data 

Input data are news articles that will be consumed by the algorithm. The amount of input 

data collected is forty-five stories. More data can be used when the experiment is run on 

a larger scale. They are manually clustered into groups, the groups are further clustered 

into particular events by use of keys. The stories are indexed 1 to 45 in the database file. 

For example, there are stories that discuss terrorism. They marked with key “T”.   

 

Output data is generated by the algorithm. The output data are the labels, the stories 

pertaining to the label and the run time. Performance will be measured by comparing the 

input and output data. The stories discussing a particular event should be grouped 

together. 

 

5.9. Parameters 

The parameters are the settings that are adjusted on the algorithms. They were used to 

train the Doc2vec model. The Doc2vec model is the one that converted the documents 

into vectors. Once the document was converted into a vector it was then passed to a 

clustering model. The parameters are defined as below. 

1) w_size – is dimensionality of the feature vectors. 

2) w_window - The maximum distance between the current and predicted word within 

a sentence. 

3) w_min_count – ignores words with frequency less than specified range. 

4) w_workers - is the threads to train the model, training will run faster on a multicore 

machine. 

5) w_dm - Defines the training algorithm. If dm=1, ‘distributed memory’ (PV-DM) is 

used. Otherwise, distributed bag of words (PV-DBOW) is employed. 

6) w_alpha - is the initial learning rate. 

7) w_min_alpha – learning rate will decrease to w_min_alpha as the training 

progresses. 

8) w_epochs – is the number of iterations per cycle. 

9) w_start_alpha - Initial learning rate, if given it replaces starting alpha from 

constructor, for one call to train. This can be used when making multiple calls to 

train, it is not recommended to manage alpha learning-rate yourself. 
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10) w_end_alpha - Final learning rate, this has a linear drop from w_start_alpha. If it is 

given it replaces the final w_min_alpha from constructor, for one call to train (). It 

can be used if you are making multiple calls to train (), it is not recommended to 

manage alpha learning-rate yourself. 

11) nclusters - is number of clusters to form as well as the number of centroids to 

generate. 

12) n_init - is the number of times the algorithm will be run, with the best output selected 

from those independent runs. 

13) init - is the method used for initialisation. 

 

5.10. Cluster algorithm 

 

Figure 5.2: Clustering process stages 

Figure 5.2 above shows the clustering process. 

Stage 1)  

Input: Target (table, column) 

Output: List of stories (Plain text) 

Procedure: 

Def read news articles 

Return stories 

 

Stage 2)  

Input: Corpus C, Settings S 

Output: Vector of Words V 

Procedures: 

Generate_Training_Data(C,S) 

 v_count(C) 

  return the number of unique words in C 

words_list(C)  

list each v_count( C) number of words in C 

word_index(words_list(C)) 

 return a dictionary i as the index of the word of each word in words_list(C ) 

 index_ word(words_list(C)) 

return a dictionary word as value to index of words in words_list(C) 
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Stage 3)  

Input: (story vector, story id) 

Output: story id cluster label 

Procedure: 

Pick random points as cluster centres called centroids. 

Assign each story to nearest cluster by calculating its distance to each centroid. 

Find new cluster centre by taking the average of the assigned points. 

Repeat Step II & III until none of the cluster assignments change. 

Return story id cluster label. 

 

5.11. Conclusion 

Chapter five discussed in detail how the experiment was conducted. It discussed how 

the news articles were converted into a form suitable, for the algorithms to consume. It 

also discussed the algorithms involved. It discussed the data, which is the news articles 

that came from the internet. It also discussed the parameters or settings for the 

algorithms. The chapter uses a diagram to explain the experimental setup. The diagram 

gives details of how the experiment was run.  The diagram is a step by step outline of 

the process. The diagram was developed from the research motivation.  
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CHAPTER SIX 

6. Findings and discussions 

6.1. Introduction 

This chapter discusses the results and findings of the experiment. The results are a 

comparison of K-Means and K-Modes algorithms. They are presented in the form of 

graphs. They show the different scores obtained for the different evaluation metrics. 

 

6.2. Experiment results 

6.3. Doc2vec Run time in seconds 

 

Figure 6.1:Graph shows run time of Doc2vec 

 

The graph in Figure 6.1 shows Doc2vec run time in seconds. The duration taken in 

seconds on the Y axis against the different settings on the X axis. The graph shows the 

time it took the Doc2vec algorithm to convert the news articles into vectors. The highest 

time taken was on point 38 with a time run of 58832.1582 seconds. The lowest run took 

28.96024585. The average run time was 2947.31316 seconds. The settings for the 

maximum and minimum iterations are shown below. 
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6.3.1. Doc2vec settings 

Table 6.1: Doc2vec settings 
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150 3 7 20 1 0.005 0.001 50000 0.001 -0.006 10 20000 10 Maximum 

100 5 500 8 1 0.025 0.001 1000 0.001 -0.006 8 1000 10 Minimum 

 

Table 6.1 shows Doc2vec settings or parameters that obtained the maximum and 

minimum time to convert the news articles into vector representations. The parameters 

were explained in Chapter 5 section 5.9 Parameters.  

 

6.3.2. K-Means model run time in seconds 

 

 

Figure 6.2: Graph shows K-Means run time 

 

Figure 6.2  shows the runs made by the K-Means model. After the Doc2vec model has 

generated vectors, the output was then sent to the K-Means model to produce clusters. 

The runs show how long it took for the K-Means model to produce clusters for the 

different settings. The longest run was for run 33, took 0.523695946 seconds for k=8, 

N=45 and 20000 iterations. The shortest run was for run 44 for K=10, N=45 and 20000 

iterations. 
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6.3.3. Combined Doc2vec and K-Means run time in seconds 

 

Figure 6.3: Graph shows Doc2vec and K-Means combined run time 

 

Figure 6.3 is a graph with combined run time for the two models. Doc2vec converted 

news articles into vectors, then the vectors are passed to K-Means to do the clustering. 

The graph illustrates the run time for converting the news articles into vectors and the 

clustering model, combined.  

 

6.3.4. K-Modes model run time in seconds 

 

Figure 6.4: Shows K-Modes run time 
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The graph above in Figure 6.4  shows the time taken by the K-Modes to produce clusters. 

K-Modes took the output vectors from the Doc2vec model and produced clusters. The 

longest run was for run 5 which took 3.120784998 seconds for K=10, N=45 and 1000 

iterations. The shortest run was for run 1which took 0.43283534 for K=8, N=45 and 1000 

iterations. The average run was 1.606172689 seconds. 

 

6.3.5. Combined Doc2vec and K-Modes run time in seconds 

 

Figure 6.5: Shows Doc2vec and K-Modes combined run time 

 

Figure 6.5 is a graph with combined run time for the two models. Doc2vec converted 

news articles into vectors, then the vectors are passed to K-Modes to do the clustering. 

The graph illustrates the run time for converting the news articles into vectors and the 

clustering model, combined. 
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6.3.6. K-Means results for all metrics 

  

Figure 6.6: K-Means results 
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Figure 6.6 shows the highest and shortest values obtained for all the metrics on K-

Means. 

• K-Means Rand Index 

o Run 14 had the highest Rand Index measure with a value of 

0.818318318. The settings were K=12, N=45 and 10000 iterations. 

o Run 24 had the shortest Rand Index measure with a value of 

0.695459579. The settings were K=12, N=45 and 5000 iterations. 

 

• K-Means Precision 

o Run 43 had the highest Precision of value 0.209090909. The settings 

were K=10, N=45 and 20000 iterations. 

o Run 6 had lowest Precision of value 0.080645161. The settings were 

K=10, N=45 and 1000 iterations. 

 

• K-Means Recall 

o Run 23 had the highest Recall of value 0.314049587. The settings were 

K=10, N=45 and 5000 iterations. 

o Run 6 had the lowest Recall of value 0.082644628. The settings were 

K=10, N=45 and 1000 iterations. 

 

• K-Means F1 Measure 

o Run 17 had the highest F1 Measure of value 0.222222222. The settings 

were K=12, N=45 and 5000 iterations. 

o Run 6 had the lowest F1 Measure of value 0.081632653. The settings 

were K=10, N=45 and 1000 iterations. 
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6.3.7. K-Modes results for all metrics 

 

Figure 6.7: K-Modes results 
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Figure 6.7 shows the highest and shortest values obtained for all the metrics on K-

Modes. 

• K-Modes Rand Index 

o Run 44 had the highest Rand Index measure with a value of 

0.429292929. The settings were K=10, N=45 and 20000 iterations. 

o Run 2 had the shortest Rand Index measure with a value of 0.341414141. 

The settings were K=8, N=45 and 1000 iterations. 

 

• K-Modes Precision 

o Run 44 had the highest Precision of value 0.147619048. The settings 

were K=10, N=45 and 20000 iterations. 

o Run 13 had lowest Precision of value 0.104761905. The settings were 

K=10, N=45 and 10000 iterations. 

 

• K-Modes Recall 

o Run 44 had the highest Recall of value 0.768595041. The settings were 

K=10, N=45 and 20000 iterations. 

o Run 13 had the lowest Recall of value 0.545454545. The settings were 

K=10, N=45 and 10000 iterations. 

 

• K-Modes F1 Measure 

o Run 44 had the highest F1 Measure of value 0.247669774. The settings 

were K=10, N=45 and 20000 iterations. 

o Run 13 had the lowest F1 Measure of value 0.175765646. The settings 

were K=10, N=45 and 10000 iterations Means and K-Modes Rand Index 

comparison
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6.3.8. K-Means and K-Modes Rand Index comparison 

 

Figure 6.8 is a graph showing comparison of Rand Index scores obtained for K-Means and K-Modes. 
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Figure 6.8: K-Means and K-Modes Rand Index comparison 
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6.3.9. K-Means and K-Modes Precision comparison 
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Figure 6.9: K-Means and K-Modes Precision comparison 
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6.3.10. K-Means and K-Modes Recall comparison 
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Figure 6.10:K-Means and K-Modes Recall comparison 
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6.3.11. K-Means and K-Modes F1 measure comparison 
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Figure 6.11: K-Means and K-Modes F1 measure comparison 
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6.3.12. Performance and time comparison 

 

Figure 6.12: Performance and Time
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Figure 6.12 shows the score of the algorithms against time. It demonstrates that there is 

no significant difference in score in relation to the amount taken. The least time taken 

does not translate to low score and the highest time taken does not translate to a high 

score either. 

 

6.4. K-Means results 

K-Means had a high Rand Index measure than K-Modes. It also had a relatively low 

Precision, Recall and F1 measures as shown in Figure 6.8: K-Means and K-Modes Rand 

Index comparison.   

 

6.5. K-Modes results 

K-Modes has a higher recall than K-Means, this shows poor performance of K-Modes. 

There are stories that were correctly clustered, but there is also a higher number of 

stories which were incorrectly clustered. A cluster with known stories that belong to it, 

had some stories correctly assigned to it, and some stories that should have been 

assigned to it put elsewhere. Hence the number of high recall and low precision as shown 

by the graph. The average recall rate was 0.63054121, the highest and lowest Recall 

rates are shown above. K-Modes has a low Rand index measure. 

 

𝐹1 =
2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

Equation 6.1 

 

Equation 6.1 was derived from Equation 2.4 . F1 score is low if both precision and recall 

are low, or when 1 of them is low. In the case of K-Modes we have a high recall and low 

precision. Equation 6.1 was used to calculate the F1 score. 

 

6.6. Results and findings 

The results answered the three research questions, one main question and two sub 

questions.  

 

6.7. Main research question 

The experiment was set up to find an algorithm with decent performance that can be 

used to cluster news articles. The experiment manipulated different variables as shown 

below on the research question. There were Doc2vec parameters which were also 

manipulated. 
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The main research question was, given a set of news articles and K-means variations, 

how can we find the best variant with good performance to cluster news articles? 

Formally: We are looking for a mapping to take a set of news articles (X), number of 

clusters (N), the K-Means variant algorithm (V) and the number of iterations (I), that can 

produce the best clustering results. 

 

6.8. Sub question one 

The first sub question was: What K-Means algorithm variation can accurately cluster 

online content into semantic clusters? 

 

K-Means performs better than K-Modes. The settings and the best Rand Index value for 

the performance has been shown above in section 6.7. Those are the settings that can 

be used to achieve the best clustering results. The clustering algorithm is also supported 

by a vector representation technique, which is Doc2vec. It also has its own settings that 

are separate from the clustering algorithms.  The settings for Doc2vec that achieved this 

good result are tabulated below. 

 

Table 6.2: Best performing Doc2vec settings 
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300 4 7 8 1 0.005 0.001 100000 0.001 -0.006 12 

 

Doc2vec is an algorithm that is used to form vectors of documents. There are parameters 

that were varied to favour good performance. Some of the parameters are, w_size, which 

is dimensionality of the feature vectors. This affects the number of features that are 

formed. Increasing w_size increases the number of features, like wise decreasing w_size 

decreases the number of features, and it has an effect on the cluster results.  w_window 

is the maximum distance between the current and predicted word within a sentence. This 

affects how the document vector is made. Increasing or decreasing w_window has an 

effect on the size of the context that is used to create features the word vectors. 

w_epochs is the number of iterations per cycle that the algorithm does to create the 

vectors. Table 6.2 shows the parameters that obtained a good result. Appendix A is a 

table with different Doc2vec settings. 
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6.9. Sub question two 

The second sub question was: What is the effect of increasing the number of clusters on 

the accuracy of clustered content? 

 

There was no significant difference in accuracy from increasing the number of clusters. 

The highest Rand Index obtained for K-Means for K value 12 was a score of 

0.818318318. After incrementally changing the K value from 9 to 20 the highest Rand 

index obtained was 0.84. The detailed results are shown below. 

 

6.10. Results for varying the K Value 

6.10.1. K-Means results for varied K Value 

 

Figure 6.13: K-Means results for varied K value 

 

Figure 6.13 shows results obtained on running the algorithm with different K values. The 

results above are for the K-Means algorithm, comparing the number of clusters and the 

score obtained. The K value was varied to evaluate the effect of increasing the number 

of clusters on the clustering performance. The clusters are varied from 9 to 20. The 

results for varying the K value for the K-Means algorithm are shown in the table below. 
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Table 6.3: K-Means results for varied K value 

 
1 2 

3 4 

  
Rand Index K-Value 

Iterations 
Precision K-Value 

Iterations Recall 
K-Value Iterations 

F1 Score 
K-Value Iterations 

Highest 
0.84 12 

10000 
0.196078 10 

20000 0.24 
10 5000 

0.214286 
12 5000 

Lowest 
0.7746289 12 

5000 
0.054545 10 

1000 0.044118 
10 1000 

0.04878 
10 1000 

 

Table 6.3: K-Means results for varied K value with maximum and minimum score obtained for each parameter. 
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6.10.2. K-Modes results for varied K Value 

 

Figure 6.14: K-Modes results for varied K value 

 

Figure 6.14 is a graph showing results obtained on running the algorithm with different K 

values. The results above are for the K-Modes algorithm, comparing the number of 

clusters and the score obtained. The K value was varied to evaluate the effect of 

increasing the number of clusters on the clustering performance. The clusters are varied 

from 9 to 20. The results for varying the K value for the K-Modes algorithm are shown in 

the table below. 
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Table 6.4: K-Modes results for varied K value 

 1 2 3 4 

  Rand Index K-Value Iterations Precision K-Value Iterations Recall K-Value Iterations F1 Score K-Value Iterations 

Highest 0.4555556 10 20000 0.132773 10 20000 0.681034 10 20000 0.222222 10 20000 

Lowest 0.3606061 8 1000 0.108466 10 10000 0.486486 10 1000 0.179431 10 10000 

 

 Table 6.4: K-Modes results for varied K value with  the maximum and minimum score obtained for each parameter. 
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6.11. Discussion of results 

The experiment’s performance was done using evaluation metrics discussed in previous 

sections. The experiment was run with limited computing power, and small amount of 

data set. The research had a constraint of time. The study program had to be done and 

completed within a short space of time. The results of the comparison of two algorithms 

namely K-Means and K-Modes are presented in figures and tables in the previous 

sections. The results obtained and presented show that K-Means has a better 

performance over K-Modes. 

 

6.12. General observation 

The experiment ran very successfully. The research was done on a smaller data set. The 

experiment was run on a laptop with less computing power, this limited the number of 

runs. Not all possible settings and runs could be done as each run took a long time to 

complete, with the highest run going for as long as about ten hours. This affected the 

generalizability of the results. The experiment can be replicated on a server with higher 

resources and more data can be used for generalizability.  

 

Clustering can be improved by incorporating Named Entity (NER) recognition into the K-

Means algorithms. NER happens where an algorithm takes a news article and identifies 

relevant information. The relevant information  can be people, time, product organisation, 

place or any relevant entity (Tkachenko & Simanovsky, 2012). NER can be used to scan 

an entire corpus of news articles and identify major entity tags discussed in them. The 

tags can help to quickly and efficiently cluster news articles (Foley et al., 2018).  

 

NER is used in Natural Language Processing (NLP) tasks. The tasks include machine 

translation, text summarization and question answering applications. NER can also be 

used as a stand-alone tool for text search (Konkol, 2012). 

 

Results can also be improved by implementing a multi-stage clustering technique. This 

is where initial clustering is done and then you take the cluster group and further cluster 

it to achieve finer clustering results. Multi-stage clustering is discussed in the work of 

Chakraborti & Dey (2016), where they propose a two-stage clustering technique. The 

first stage clusters phrases at sentence level. Similar phrases in a sentence discuss 

similar activities. The second stage is to apply a divisive clustering technique that 
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identifies subgroups in the sentences. They conclude that the two-stage system performs 

better than K-Means, Fuzzy C-Means and cosine similarity technique. 

 

6.13. Conclusion 

This chapter presented the results and findings of the experiment. The results were a 

comparison of K-Means and K-Modes algorithms. The results are presented in the form 

of graphs. They show the different scores obtained for the different evaluation metrics. 
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CHAPTER SEVEN 

Conclusion 

 
The research was motivated by the need to manage the vast amount of news articles on 

the internet.  Users are presented with a huge amount of news articles, most of which 

are similar. Much of the news articles are redundant, as there is a lot of duplication on 

the internet. The huge amount of information and duplication makes it difficult for users 

to get information they want easily. The reading rate of a user has not changed, yet 

information continues to grow every day. The duplicated information is annoying to the 

user, because the user has got to sift through hundreds of pages, in order to update 

themselves on a subject matter. There is a need to cluster the duplicated news articles 

into containers.  

 

Literature has shown that K-Means is widely used for the task of clustering. The 

challenge is that there are hordes of K-Means variants that have been developed. It is 

therefore difficult to pick the variant with good performance. Comparing the variants to 

identify the one with better performance was the focus of this research. However, the 

research was constrained in terms of time, as such not many variants were able to be 

compared. 

 

 A literature review was conducted to align this research in view of other past studies that 

have been conducted. The results of the literature review showed that K-Means is the 

most popular among other algorithms due to its performance. Research on comparing 

several K-means variants on the same set of parameters and constraints still needs to 

be done.  

 

An experiment was conducted to answer the research questions and the goals. The 

goals were, to find the best variant of K-Means that can cluster news articles with a good 

performance and observe the effect of increasing the number of clusters on the 

performance of the algorithms. The experiment compared two algorithms namely   K-

Means and K-Modes. Forty-five news articles were collected from the internet. The 

collected news articles were converted to a numerical value using Doc2vec algorithm. 

The vector representation of news articles from Doc2vec was fed into the two clustering 

algorithms that were compared. The number of clusters were varied on each iteration, 

then the effect was observed. The iterations were run with different settings of Doc2vec. 

The settings have been discussed in chapter 5. The clustering performance was 

accessed using Rand Index, Precision, Recall and F1 score metrics. The results 
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obtained from the experiment show that K-Means performs better than K-Modes. The 

experiment results also show that there is no significant difference in performance that 

can be realised by increasing the number of clusters. 

 

The experiment was run on a laptop with limited computing power. An iteration of 

Doc2vec took an average run time of about 1 hour, with the highest recorded run time of 

10 hours. It is desirable to replicate the experiment on more powerful computing power 

like a server or cluster and to use more data. Results can also be improved by using 

NER, where clustering is done based on entities in the news articles. Entities like names 

of people, organisations, places and date and time can help to cluster stories discussing 

the same event. A future direction to pursue is multi-stage clustering, where clustering is 

done to put stories into containers. After which, the containers can be further clustered 

to increase the granularity of the clusters.  
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Appendix A 

Table below shows the different settings applied to Doc2vec. 

 

Setting 
No. w_size w_window  w_min_count  w_workers w_dm w_alpha w_min_alpha w_epochs w_start_alpha w_end_alpha nclusters 

Run Time in 
secs 

1 100 5 500 8 1 0.025 0.001 1000 0.001 -0.006 8 28.96 

2 100 5 500 8 1 0.025 0.001 1000 0.001 -0.006 8 46.87 

3 100 5 5 8 1 0.025 0.001 1000 0.001 -0.006 10 68.84 

4 500 5 5 8 1 0.005 0.001 10000 0.001 -0.006 10 1133.25 

5 500 5 5 8 1 0.005 0.001 10000 0.001 -0.006 10 1133.46 

6 500 5 5 8 1 0.005 0.001 1000 0.001 -0.006 10 59.87 

7 500 5 5 8 1 0.005 0.001 1000 0.001 -0.006 10 61.59 

8 500 5 5 8 1 0.005 0.001 1000 0.001 -0.006 10 61.14 

9 500 5 5 8 1 0.005 0.001 1000 0.001 -0.006 10 59.49 

10 300 3 5 8 1 0.005 0.001 1000 0.001 -0.006 10 40.05 

11 300 3 5 8 1 0.005 0.001 10000 0.001 -0.006 10 448.97 

12 300 3 5 8 1 0.005 0.001 100000 0.001 -0.006 10 4306.63 

13 300 4 7 8 1 0.005 0.001 100000 0.001 -0.006 10 4585.39 

14 300 4 7 8 1 0.005 0.001 100000 0.001 -0.006 12 4540.81 

15 300 3 7 8 1 0.005 0.001 20000 0.001 -0.006 12 900.54 

16 300 3 7 8 1 0.005 0.001 20000 0.001 -0.006 12 857.29 

17 300 3 7 8 1 0.005 0.001 40000 0.001 -0.006 12 1700.70 

18 300 3 7 8 1 0.005 0.001 40000 0.001 -0.006 14 1709.73 

19 300 3 7 8 0 0.005 0.001 40000 0.001 -0.006 14 1208.55 

20 300 3 7 8 0 0.005 0.001 40000 0.001 -0.006 12 1212.31 

21 300 3 7 8 0 0.005 0.001 30000 0.001 -0.006 10 823.23 

22 300 3 7 8 0 0.005 0.001 40000 0.001 -0.006 10 1226.59 

23 300 3 7 8 0 0.005 0.001 100000 0.001 -0.006 10 2971.82 
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24 300 3 7 8 0 0.005 0.001 100000 0.001 -0.006 12 2839.17 

25 300 3 7 8 0 0.005 0.001 50000 0.001 -0.006 10 1477.82 

26 300 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2191.18 

27 300 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2113.99 

28 300 3 7 8 0 0.005 0.001 10000 0.001 -0.006 10 285.72 

29 300 3 7 8 0 0.005 0.001 50000 0.001 -0.006 10 1429.73 

30 300 3 7 8 1 0.005 0.001 50000 0.001 -0.006 9 2180.90 

31 300 3 7 8 1 0.005 0.001 50000 0.001 -0.006 11 2213.33 

32 300 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2180.93 

33 300 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2193.92 

34 150 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2065.61 

35 150 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2086.70 

36 100 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 1955.19 

37 150 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2795.99 

38 150 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 58832.16 

39 150 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2123.48 

40 200 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2218.72 

41 250 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2437.28 

42 300 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2519.92 

43 350 3 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2701.01 

44 150 4 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2200.28 

45 200 4 7 8 1 0.005 0.001 50000 0.001 -0.006 10 2399.96 

 




