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ABSTRACT 

The increased convenient use and the openness of cyberspace increased cyberrisks in all institutions. 

The cybercriminals use innovative ways to gain unauthorised access to systems and leave them 

vulnerable to cyberthreats and cyberattacks. The common cyberthreats range from intrusion, 

ransomware, fraud, unauthorized access and modification of information, malicious codes, and denial 

of service. The exposure of small and medium-sized enterprises (SME) to these cyber attacks 

compromises business and information systems. When cyber attacks materialize they pose risks that 

impact SME’s business continuity client trust, economic growth and performance. This study designed, 

developed and evaluated cyberrisk tools for SMEs in South Africa using AgenaRisk package with 

artificial intelligence (AI) capabilities through the Bayesian network tools. 

Within the qualitative approach, the study purposive sampling to select 45 respondents (females and 

males) from the businesses that operated during the Covid-19 pandemic. Data were collected using a 

questionnaire deployed in Google Forms. The research gathered qualitative and quantitative data about 

the existing cybersecurity risks, their impact, likelihood and current protection measures. The collected 

data were analysed and interpreted using thematic analysis and descriptive statistics. In addition, the 

study used quantitative risk assessment using the modelling and analytical techniques to perform 

sensitivity analysis, scenario analysis, Tornado graphs, decision trees, and expected monetary value. 

Lastly, the work adopted the NIST framework to align with the existing cybersecurity controls to 

improve cybersecurity, employee awareness, and training, aiding the extensive implementation of 

cybersecurity. 

The results indicated that all small businesses have been affected by different cyberthreats and 

cyberattacks that compromise the entire information systems resulting in cyberrisks. Some risks are 

planned and some are unplanned. Even though some SMEs implemented mitigation measures, the extent 

of their usage and implementation still needs to be improved. Simulated cases demonstrated different 

threat levels, which ultimately led to unauthorised information being accessed These different cases act 

as a clear guide showing the threat level, its impact and the risk likelihood. The framework shared 

insights about cybersecurity risk management and highlighted the strategies to promote the use of 

cyberspace and improve secure surfing. The developed risk tool illustrated the risk likelihood and the 

risk impact based on the key dependent and independent variables, prior indicators, as well as posterior 

indicators. Cyberrisk models demonstrated possible risks that SMEs are exposed to, different connected 

variables that determined the risk likelihood of the uncertain variables and the risk impact.    

Recommendations to improve the state of cybersecurity in the context of SMEs were made, followed 

by suggestions for future work and a conclusion. 
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THESIS STRUCTURE AND SUMMARY 

This work is divided into four sections as shown in the figure below.  

 

SECTION A: INTRODUCTION AND THE BACKGROUND   

This section consists of two chapters which are the introductory and the literature review chapter. The 

introductory chapter presented the research problem, the study's primary aim, and objectives, followed 

by the research questions, conceptual model, rationale, the significance of the study, the delineation 

section, and concluding remarks. Chapter 2 reviewed the current and relevant literature to identify the 

gap in the research problem statement.  

SECTION B: ANALYSIS AND DESIGN OF THE TOOL 

This section consists of three chapters that presented the research methodology, analysis of the results, 

design of the risk tool based on the NIST framework, and AgenaRisk package.  

SECTION C: DEVELOPMENT OF THE TOOL 

This section covers Chapter 6 which developed the risk tool using the AgenaRisk package. The chapter 

also demonstrated the simulated case scenarios that showed the connections between the nodes that link 

to interdependent variables to illustrate the risk likelihood and impact.  

SECTION D: EVALUATION AND DISCUSSION OF THE TOOL 

In this section, there is Chapter 7 and Chapter 8.  Chapter 7 evaluated cyberrisks using the risk 

management processes based on the ISO 31000:2018 standard. The seven risk management phases 

include communication and consultation, establishing the context, risk analysis and evaluation, risk 

treatment, monitoring and reviews, and reporting, and these were accounted for. The last chapter 

reviewed the research objectives concerning the results, reflecting on the researcher's experience during 

the data collection, followed by the research contribution, future research, and recommendations. This 

chapter is followed by the list of references used in the study and the appendices. 

SECTION D:  RISK EVALUATION AND CONCLUSION
Evaluation of risk management techniques and conclusion

SECTION C: USE OF AGENARISK FOR THE DEVELOPMENT OF RISK TOOL
Cybersecurity risk tool development and simulation of real-life case scenarios

SECTION B: ANALYSIS AND DESIGN OF THE TOOL
Research methodology Results and discussions Design of the risk tool 

SECTION A: RESEARCH BACKGROUND
Introduction Literature review
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BN Bayesian Network 

BPC Brutus Password Cracker 

CET Cybersecurity evaluation tool 

CPT Conditional Probability Table  

CSF Cybersecurity Framework 

DDoS Distributed denial of service 

DoS Denial of Service  

DTA Decision tree analysis 

DTI Department of Trade and Industry 

DTPS Department of Telecommunications and Postal Services 

EMV Expected maximum value 

EMV Expected Monetary Value 

FSB Federation of Small Businesses 

GDP Gross Domestic Product 

ICT Information and Communication Technology 

IP  Internet Protocol 

IS Information Systems 

ISO International Organization for Standardization 

IT Information Technology 

NCSS National Cyber Security Strategy 

NIST National Institute of Standards and Technology 

PCI-DSS Payment Card Industry Data Security 

PGM Probabilistic Graphical Modelling 

PMBOK Project Management Body of Knowledge 

PMI Project Management Institute 

RAM Risk Assessment Matrix 

RM Risk Management 

RMF Risk Management Framework 

RMP Risk Management Processes 

SA South Africa 

SABRIC South African Banking Risk Information Centre  

SMB Small-Medium Businesses 

SME Small-Medium Enterprise  

SMEs Small-Medium Enterprises  

SMME Small Micro and Medium Enterprises 

SMMEs Small Micro and Medium Enterprises 

TPS Telecommunications and Postal Services 

UK United Kingdom 

WCT Wifi Cracking Tool  
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CLARIFICATION OF TERMS 
The key terms used.  

 Term Used Definition of the term 

Artificial 

intelligence 

It is the art of determining the core of intelligence and improving quick, intellectual 

machines, which help discover methods for solving complex and challenging problems to 

resolve without applying some intelligence. It makes correct decisions based on the 

available data pool. (NCSS, 2016). 

Conceptual model  It is a set of concepts that support people to recognize, better understand, or demonstrate 

the meaning of the model. 

Cyber-attack Cyber-attack means an attempt to expose, alter, disable, destroy, steal, or gain 

unauthorised access to or make unauthorised use of an asset 

Cybercrime  The offenses such as intrusion, misuse of business resources, and unauthorized access are 

committed in cyberspace. (Sutherland, 2017; Dilek et al., 2015) 

Cyberrisks Cyberrisks are the possible danger or harm that can affect businesses negatively or 

positively (Dilek et al., 2015).  

Cyberspace Internet platform connects individuals and institutions through telecommunication 

infrastructure and internet-connected devices (NCSS, 2016). 

Cybersecurity Cyber-security refers to securing data in electronic form (IBM, 2018) 

Cyberthreats They mainly compromise the state of the data, device and network security (NCSS, 2016). 

Information 

Security 

This term can sometimes be called InfoSec, a practice protecting data from unauthorised 

access, alteration or removal of information.  

Risk Risk represents a given chance of particular exposure to the form of danger, harm and 

possibly loss of value. Exposure to this risk can lead to two possible states, which are 

either positive or negative (Koeze, 2017).  

Risk Management Risk management is the process of calculating to reduce risk for an organisation not to 

fail in its activities or lose money. The activity identifies and manages unknown and 

known risks (Koeze, 2017). 

Risk Management 

Process 

Refers to the process of managing risk: ’communicating, consulting, establishing the 

context and identifying, analysing, evaluating, treating, monitoring and reviewing risk 

(ISO, 2018). 

Risk Management 

Framework 

RM framework is a written description of a risk management system; an example of a risk 

management framework includes ISO 31000, which is the risk management standards 

(Koeze, 2017). 

Security 

awareness 

training 

A formal process of educating employees about the cybersecurity training 
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SECTION A: RESEARCH BACKGROUND  

INTRODUCTION AND BACKGROUND 

 
This section introduces this work by presenting the background to the research problem as well as the 

main aim and the supporting objectives, followed by the conceptual model, significance and rationale 

of the study.  

In addition, the work reviews the relevant and latest literature about cybersecurity in small and medium-

sized enterprises (SMEs). Furthermore, it gives an overview of the SMEs in South Africa (SA), followed 

by cyberspace and its impact on businesses, risk overview, SME's perception of cybercrimes, 

cybercrimes, risk management and the impact of cyberrisks and security measures. The chapter 

concludes with a summary.  
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CHAPTER 1: INTRODUCTION AND BACKGROUND 
 

1.1 INTRODUCTION 

Small and medium-sized enterprises (SMEs) have continuously increased in South Africa (SA) and 

other countries over the past years. These small businesses come about to alleviate poverty, create job 

opportunities, and ultimately contribute to the South African economy (Such et al., 2019; Kupec & 

Pisar, 2021). These features are evident because SMEs provide employment opportunities to 8.9 million 

people in SA (SEDA, 2018). Marais (2018) shared the information that the chief executive officer of 

the Small Business Project (SBP), Chis Darroll, had explained that 95% of businesses were SMEs, 

which ultimately contributed up to 60% to the Gross Domestic Product (GDP). Moola (2020) states that 

South African SMEs contribute 6% towards corporate taxes, 20% to the GDP, and 47% to the 

workforce. Most SMEs depend on cyberspace to operate to their full potential, meet market needs and 

reach more diverse target markets (Reddy, 2016;  Van Niekerk, 2017; Adepetun, 2018; Lejaka et al., 

2019).  

Cyberspace comprises the networking infrastructure and Internet-worked end devices (computers) to 

share applications or resources (Ning et al., 2019; Cisco Cyber Report, 2018). As a platform, 

cyberspace, also called the Internet, acts as a library of information, entertainment, and social 

networking. Even though most businesses use the Internet to attract new clients, they also perform 

business transactions on the Internet (Dzomira, 2014). The convenient increased usage of cyberspace 

creates open systems resulting in exposure and innovative ways for cyberattackers to engage in 

cybercrimes (Choo, 2011; Koeze, 2017). Cybercrimes, also computer-oriented crimes, involve end 

devices like computers, smart devices, tablets, and networks, to commit crimes or as the target point. 

However, cyberattackers target Internet Protocol (IP) addresses assigned to those end devices. This 

action ultimately quantified cyberrisks (Olayiwola, 2012), leaving SMEs vulnerable and exposed to 

cyberattacks. 

Despite the increased cyberspace usage, which improves business continuity, the SME sector finds that 

the lack of cybersecurity negatively influences growth. Studies by Sarre, Lau, and Chang (2018) 

highlight the gradual increase in cybercrimes, which is a global problem. IT News Africa (2017), SABC 

News (2017), and Adepetun (2018) have explained the gradual increase in cyberattacks in SA, which 

has yielded a critical point. Adepetun (2018) argues that the effects of increased cybersecurity risks 

have changed the state of businesses in SA and that change affects the rest of Africa.  

The current study conducted a cybersecurity risk analysis at SMEs by means of risk management 

processes to identify the risk matrix, common cyberrisks affecting SMEs and the current safety 

measures used for mitigation. For a clear understanding of the common cyberrisks and the mitigation 
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purposes, the study referenced the National Institute of Standards and Technology (NIST) cybersecurity 

framework and AgenaRisk package which embedded the Bayes network tools.  

1.1.1 An Overview of Cybersecurity 

Cybersecurity is one of the most common, critical, and current issues in all sectors and has gained more 

recognition in the business space. Increased dependence on cyberspace, including the complex 

connections of networked devices, has increased cyberrisks for small businesses (Ponsard, 

Grandclaudon & Dallons, 2018). Cybersecurity presents some form of securing and promoting the well-

being of the cyberspace platform known as the 'Internet' and its applications against known and 

unknown cyberthreats and cyberattacks (Zhang et al., 2021). As used in this study, security refers to the 

safety of information, assets, people, and the platform or system used to communicate with internal and 

external stakeholders. A 'secured system' protects business information from the public and conforms 

to the collective security properties, including confidentiality, integrity, non-repudiation, and privacy. 

In addition, cybersecurity requires individuals to understand both the technological perspective (for 

example, database, software, computer programming and networking) and the organisational and 

human perspective (for example, administrative controls) (NIST Special Publication, 2017; González-

Manzano & De Fuentes, 2019). 

1.1.2 Cybersecurity at SMEs 

Neil Cosser, the data protection manager for Africa at Gemalto, explains four critical trends in 

cybercrimes between 2017 and 2018 in South Africa which threaten data security. Out of these four 

trends, the first cybercrime is ransomware, a malware attack, namely, namely the crypto1 and the locker 

2 ransomware. As cited by Cosser (2018), ransomware affects two hundred thousand organisations on 

a global level. The second trend is the critical data and information breaches, which took place in 2017 

and affected Dropbox, Yahoo, and LinkedIn. This significant cybercrime allowed access to the client's 

data from various organisations. The third trend in 2017 was the increased use of hacking tools such as 

the Wifi Cracking Tool and the Brutus Password Cracker, which became available to cybercriminals. 

Finally, the last trend recorded in 2017 was hackers breaking the set boundaries. This trend includes the 

cryptocurrency exchanges motivated by Bitcoin, which focus on penetrating victims' mobile devices. 

All the cybercrimes committed are equivalent to a currency of the country Sword (2016) cited that the 

Federation of Small Businesses (FSB) had announced an economic loss amounting to £5.26 billion to 

the UK economy caused by cybercrimes. Linington (2016) says 8.8 million South Africans have fallen 

victim to various cybercrimes. The Minister of Telecommunications and Postal Services in South 

                                                      
1 Crypto ransomware aims to deny access to the victim’s files by identifying and encrypting valuable files. 
2 Locker ransomware is the computer locker that denies access to the device by locking the device's user interface 

and then demands ransom from the victim. 



Page 3 of 224 

 

Africa, Siyabonga Cwele, estimated 32% of SMEs in the country are affected by cyberthreats and 

phishing attacks (Peyper, 2016; DTPS, 2017). The government does not have a public or national 

document that records cyberrisks affecting SMEs. Ashford (2017) says that in the study conducted by 

the Ponemon Institute in the United Kingdom and the United States, the main cyber-attacks to hit SMEs 

were due to employees’ weak passwords, ransomware, data breaches, and phishing. Asian Pacific SMEs 

explained that the primary sources of cyberattacks are malfunctioning SME systems affecting business 

continuity and eventually losing data. However, it is not clear whether data loss is through the system 

itself or human error at this stage. Human error could either be through the company's loss of 

information or an employee unintentionally divulging information owing to a lack of skill (Howard, 

2018). 

There is an extremely high rate at which cyberattackers are active. Some attacks include viruses, worms, 

Trojans, spyware, botnets, hacking, spam, denial of service, and ransomware. With the high number of 

cyberattacks, including their high rate, the human mind is generally not enough for regular analysis of 

an attack and the appropriate intervention. Computer-generated means must intervene where the human 

mind falls short. The computer-generated agent could promptly manage the entire cyber-attack process. 

With its intelligence, the agent could quickly detect early warning signs of an attacks, evaluate various 

attacks and respond to cyberattacks accordingly. The step-by-step process can analyse which 

cyberattacks are happening at any specific time, the target areas in which the attack is heading, and 

relevant control measures needed to be applied. Thus, cybersecurity can be managed, improved, and 

maintained adequately through risk management, cybersecurity framework and a technological means 

to predict the risk probability. 

1.1.3 Risk Management  

The Oxford dictionary explains risk management as the process of calculating and decreasing 

cyberrisk, for an organization not to lose money or fail. This explanation carries two bold statements. 

The first part of the definition calculates the identification of risk, and the second part calculates the 

probability of risk through risk analysis and assessment. Thus, a risk calculation or assessment as a 

basis for risk management is relevant to many sectors and is critical for cybersecurity (Jones, 2006). It 

is essential for businesses to perform regular cyberrisk reviews to analyse, treat, estimate and evaluate 

risk (Frosdick, 1997). Even though there are several risk management standards, this study is guided by 

the ISO 31000:2018 standard to establish the context to assess, analyse, evaluate, monitor, treat, review 

and communicate risks. The application of the risk management standard to the seven phases of risk 

management, namely communication and consultation, establishing the context, risk analysis, and 

evaluation, risk treatment, monitoring and reviews, and reporting, is presented thoroughly in Section D. 

This study adopted the NIST framework to understand cyber security risks better.   
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1.1.4 Relevance of NIST Framework to SMEs. 

NIST is the cybersecurity framework that acts as a tool to analyse, organise and eventually improve the 

state of cybersecurity in organisations (Mahn et al., 2021). The framework consists of guidelines, 

standards, and best practices for organisations to develop and improve their cybersecurity. In addition, 

the framework has a list of recommendations and standards that benefit organisations by preparing them 

to identify and detect the intruding and provoking cyberattacks and threats, as well as providing the 

guidelines to respond, mitigate and recover from cyberincidents. Section B presents the adoption and 

relevance of the NIST cybersecurity framework to analyse, organise and improve cybersecurity risks at 

SMEs.   

Even though the study used the NIST framework, Reddy (2016) suggests that businesses must take 

specific precautionary measures while using the Internet. The increasing advancement of technology 

and ways to commit cybercrimes leads to the human mind's failure and health systems becoming 

ineffective in mitigating dynamic and evolving cyberattacks. A technology-based solution is required 

to illustrate the risk likelihood and impact on managing and reducing cyberrisk. A mitigation technique 

with AI3 capabilities and tools is necessary to determine the risk probability and mitigation beyond 

human measures.  

1.1.5 AgenaRisk Package with Bayesian Network Tools 

As cyberattacks and threats increase in cyberspace, there is a high demand to identify, reduce, combat, 

and minimise cyberrisks. Some cyberrisks can depend on the Internet, independent of or dependent on 

one other, which ultimately quantifies cyberattacks (McGuire & Dowling, 2013). The situation can 

result in a high demand for more sophisticated information or technology to improve and minimise 

cyberrisks as well as managing healthy systems behaviour and detecting and predicting unusual risk 

likelihood and cybercrimes. Owing to the grave concern for the future of information security and 

privacy, AI tools show promising techniques that discover the essence of computer intelligence to solve 

complex problems known and unknown  (Hans, 2016). AI suggests improving security in cyberspace 

(Dilek et al., 2015).  

Several studies have used the Bayesian network tools to identify, evaluate and reduce risks. Some 

authors have used the tools to assess the risk difference, measured by the proportion of failures versus 

the percentage of losses in the experimental group and predicting the failure rate (Biau et al., 2017). 

This study adopted the AgenaRisk package with Bayesian network tools to illustrate the risk likelihood 

and the risk impact. The selected technique uses mathematical formulae to calculate the conditional 

                                                      
3 Artificial intelligence helps to find methods for solving complex and various challenging problems without the application of some 

intelligence. It is emerging as a next major wave of innovation. 
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probability of the possible cyberrisks caused by a given observed outcome and performance-sensitivity 

analysis. The work embedded the Bayesian network tools to identify the dependent and independent 

variables connected to determine the risk likelihood.  

The following section explains the background of the research problem. 

1.2 BACKGROUND TO THE PROBLEM  

Despite cyberspace's significance and contribution to small businesses, the Internet remains vulnerable 

to cybercrimes (Barn & Barn, 2016; Van Niekerk, 2017). The primary aim of the cyberthreats is to alter 

and corrupt business information, to data intrusion, withhold business data and eventually discontinue 

the business (Van Zyl, 2016; Vermeulen, 2016; Ponsard, Grandclaudon, & Dallons, 2018; Lejaka et al., 

2019). Studies indicate that malware, spyware, data breaches, denial of service, and network 

exploitation trigger cyberthreats (Abomhara, 2015; Eno-akpa, 2016; Van Zyl, 2016). While some 

cybercrimes are internet-dependent, others are cyberenabled (Barn & Barn, 2016). These cyberattacks 

target internet platforms, stand-alone or networked computers, smart devices, and external data storage.  

A cyberattack on a vulnerable small business causes harm to its reputation, physical damage to the 

devices, discontinues the entire business, or threatens the business’s financial health (Venktess, 2016; 

Van Niekerk, 2017; Adepetun, 2018; Sarre, Lau & Chang, 2018). SABRIC report (Online), which 

stands for South African Banking Risk Information Centre, states that SA has become the main target 

for cyberattacks and is rated the third-highest country with the number of cybercrimes globally, losing 

around R2.2billion a year to cyberattacks. Most small business owners assume that cyberattackers 

mainly target big and established businesses. The fact is that cyberthreats come in different forms and 

eventually affect enterprises negatively. Even though small business owners still conduct small online 

businesses, their activities are still vulnerable to cyberthreats. 

Similarly, cyberattackers enjoy the lucrative business benefits of small businesses that grow and 

generate profit. In one way or another, cyberattacks increase as the business grows (Sen, Ahmed & 

Islam, 2015). The South African SMEs in 2022 faced a 69% increase in Trojan-PSW (Password Stealing 

Ware) detections compared to 2021 (Staff writer, 2022). Cybersecurity risks represent a highly ignored 

field in the small business sector. The reality is that cybersecurity risks are constant and have become a 

daily topic of conversation. Its nature is current and relevant to the SME sector. Literature indicates that 

SME owners pay minimal attention to cyber-security (Ngugi, 2016; Xero, 2018). South African SMEs 

face high cyberspace demands and usage that come with cyberthreats. Cyberthreats are intentional or 

accidental dangers that could exploit vulnerability leading to a cybersecurity breach and eventually 

causing possible harm. These cyberthreats may vary from business to business. For example, 

cyberthreats may come from different cyberattacks ranging from malware (automatic pop-up adverts), 
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stealing private, sensitive, and critical information (theft), and also causing unexpected network 

downtime (Ngugi, 2016; Xero, 2018).  

Some of these cyberattacks may threaten both individuals and business sectors. These attacks may aim 

to gain access to the IP address of the networked computer or device. The main aim of the attackers 

varies. The process of securing these attacks is connected to cybersecurity. Privacy, confidentiality, and 

safety issues arise when there is a lack of cybersecurity4 in the businesses: the cause of cyberrisk, the 

impact, the likelihood, and proximity trigger cybersecurity issues. Any cybersecurity risk happens when 

the cyberattack threatens the business or system, which eventually causes an effect when the event has 

taken place. Knowing the cause of the cyberrisk, the impact5 and likelihood become difficult to define 

without performing risk management processes. Risk probability6 helps determine the risk likelihood, 

then the proximity relates to when exactly a risk happens. The use of cyberrisk management will 

minimise the costs of risks.  

1.2.1 Research Problem 

Cyberspace has become every society's central and leading resource, especially during the Covid-19 

pandemic. However, its openness compromises trust, security and the safety of many users and systems, 

ultimately attracting cybercriminals (Chen et al., 2022). The consequences of cyberrisks are a result of 

higher exposure to cyberthreats because of inherent vulnerabilities. The situation challenges 

cybersecurity for SMEs and their business partners. The main issue is that larger organisations have 

mitigation strategies that SMEs don’t, making SMEs the primary target for cybercrime activities 

(Twisdale, 2018). However, SMEs have fewer resources than more prominent organisations (Dahlberg 

& Guay, 2015). In addition, Chak (2015) has discovered that SMEs predominantly lack funding, 

knowledge and human resources to defend themselves against various cybercriminals.  

Henson and Garfield (2016) posited that with limited resources, there is still much work to be done in 

the SME sector compared to the large organisations that have made significant progress in their 

practices. Furthermore, the cyberrisk likelihood within the SME sector is unclear. Abdulrahim (2019) 

states that there is minimal research conducted on using the technology-based Bayesian Network (BN) 

tools to illustrate risk likelihood and cyberrisk mitigation, and the security of information for small 

businesses. As a result, there is a high demand for a technology-based solution to manage and reduce 

cyberrisk and its impact. So this study designed, developed and evaluate the cyberrisk tool for SMEs. 

The following section presents the main aim and objectives of this study. 

                                                      
4 Cyber-security refers to securing data in electronic form (IBM, 2018) 

5 Risk impact is the damage, which the cyberrisk attack could cause to the business. 

6 Risk probability is the random chance that a risk can occur or a probability of a loss. 
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1.2.2 Aim and Objectives  

This work aims to design, develop and evaluate the cybersecurity risk tool for SMEs in SA. The 

supporting objectives of this work are to:  

a) Conduct qualitative cyberrisk assessment to determine the risk matrix based on the risk profile 

and the risk register of common cyberrisks. 

b) Conduct a quantitative cyberrisk assessment using modelling and analytical techniques to 

perform sensitivity analysis, scenario analysis, Tornado graphs, decision trees, and EMV.  

c) Develop and evaluate a cybersecurity risk tool for SMEs in SA using the AgenaRisk package 

with Bayesian network tools 

d) Develop five different cyberrisk scenarios using the AgenaRisk package to demonstrate the risk 

likelihood and the risk impact. 

1.2.3 Research Question and Sub-Questions 

In line with the research problem, the main research question has sub-questions.  

Research Question 1: How can the AgenaRisk with Bayesian network tools be used to develop a 

cybersecurity model demonstrating cyberthreat indicators, measures, and relationships with variables 

for ultimate data breaches for SMEs in SA?  

The following table illustrates the research sub-questions. 

Table 1-1: Research sub-questions 

SUB-QUESTIONS APPROACH OBJECTIVE  TYPE SECTION 

a) What does the risk matrix for 

cybersecurity risks look like based on 

the common threats SMEs face? 

 Qualitative  

 Risk Analysis 
A Knowledge Sections A, 

B, and D 

b) What can the quantitative results 

look like when performing sensitivity 

analysis, calculating the expected 

monetary value, and using the 

decision trees? 

 Risk Analysis B Knowledge/ 

Design 

Section D 

c) How can the AgenaRisk package 

develop a tool with prior indicators 

and security measures to predict the 

cyberrisks leading to data breaches? 

 AgenaRisk 

package with 

Bayesian 

network tools 

C Design Section C 

d) How can the AgenaRisk package 

develop a real-life case scenarios with 

prior indicators and security 

measures to predict the cyberrisks 

leading to data breaches? 

 AgenaRisk 

package with 

Bayesian 

network tools 

D Design Section C 
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1.3 A CONCEPTUAL MODEL AS A TOOL 

The study developed a cybersecurity conceptual model for SMEs in SA. The model shows all the 

elements, such as the intentional and accidental threats leading to a data breach, prior indicators, security 

measures, and the post-threat indicator. Every business experiences cyberattacks and threats that pose 

a risk to its assets. For this study, threats are initiated through employee errors and accidental and 

intentional actions of criminals. Even though some cyberthreats yield a diverse impact, this study's 

interest lies in the threats resulting in data breaches. Cyberthreats to businesses affect the safety and 

security of the company, which ultimately results in a significant data breach that dents the business 

growth, profit, and reputation of the business.  

Figure 1-1 presents the conceptual model for SMEs. The model offers business elements that are 

affected by the data breach process. Some cyberattacks do not result in data breaches; instead, those 

attacks still become complicated, costly, and a waste of time-solving. The conceptual model illustrates 

the model's relationship between dependent and independent variables. The model shows that the 

business data and information are based on an organisation's assets, which the protection measures 

should protect. The business information includes client information, finances, and product or business 

information. However, if the protection measures are ineffective, the attackers may threaten the business 

system and eventually cause a data breach. The attackers may use information, network threats, BYOD 

(Bring Your Own Device), and malware to gain unauthorised access to the business system. An incident 

would be an example of a case where an attack could have taken place. The presence of an attack or 

threat can be detected through a prior indicator showing initial abnormalities in the system. Without 

adequate protection measures, the business would experience a post-indicator data breach. If the 

protection measures are updated and practical, the incidents will not escalate further. The study focused 

on the orange variables, the prior indicators, protection measures and the data breach, as illustrated 

below. 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 1-1: Conceptual model (Orange areas present the scope)  (Own work, 2021) 
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The protection measures include physical, and technical systems, devices, procedures and encryption. 

The prior indicators represent various threats that are motivated and gain the opportunity to attack the 

business and ultimately cause the data breach. Lastly, the posterior indicators are the results of the 

cyber-attack.  

1.4 RATIONALE 

A global shift resulted in people and small and medium businesses changing the way they functioned. 

The transition forced all institutions to use cyberspace for all daily activities. Most businesses use 

cyberspace for information-searching, finding new business prospects or marketing services, making 

business transactions, and developing a competitive advantage (Jordaan, 2014; Gheorghică & Croitoru, 

2019). While these SMEs depend on cyberspace, the rapid increase of cyberattacks and cybersecurity 

for small businesses remains the problem. Studies reveal that cyberattacks do not target a certain size 

or a specific business sector; instead, cyberattacks are after the business's lucrative benefits (Huang, 

Siegel & Madnick, 2018; Lejaka et al., 2019).  

Some authors have shared their views about cybersecurity in the SME sector. For example, Paulsen 

(2016) reveals that most SMEs do not have a system to combat cyberattacks. For some SMEs, 

cybersecurity is not a consideration, resulting in the financial loss (Sarre, Lau, & Chang, 2018). 

Goldenson and Goldenson (2018) explain that cybersecurity in the SME sector receives minimal 

attention because the security aspect of SMEs is disregarded. Almeida,  Carvalho, and Cruz (2018) 

explain that many small–medium enterprises do not take as much notice of the different aspects of 

security in the way that large businesses do; instead, SMEs have ignored this. Studies by Sarre, Lau, 

and Chang (2018) suggest that academics should conduct investigations and be involved with 

cybersecurity research and prevention. 

The ignorance and impact of cybersecurity could reduce business operations and limit SME potential, 

yet studies only address the development of cybersecurity assessment tools and evaluate the feasibility 

of cyberattacks. Most of these studies have not combined the risk management standards, cybersecurity 

framework, and the AgenaRisk package with Bayesian tools to determine the risk likelihood at SMEs. 

This study will triangulate the methods for determining the likelihood of risk at SMEs. Furthermore, 

the work proactively addresses risk management to pre-empt known and unknown cyberattacks. 

Therefore, this work analyses, designs, and develops the cybersecurity risk model for the SME sector 

in South Africa.  
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1.5 SIGNIFICANCE  

This work's significant contribution is the design, development, and evaluation of a cybersecurity risk 

model illustrating the risk probability and the impact to benefit SMEs in their quest to implement 

cybersecurity risk response plans and their attainment and maintenance of cyberhygiene. Other benefits 

include minimising risk brainstorming meetings and time and money spent on cybersecurity risk 

management activities. In addition, the AgenaRisk package with embedded Bayesian network tools will 

introduce proactive cyberrisk response measures and save SMEs considerable resources. 

Furthermore, this study benefits various business sectors using Information and Communication 

Technology (ICT) for business production and daily operations. For example, academics and scholars 

will benefit from this work's outcomes and findings as it contributes significantly towards and 

incorporates cybersecurity, risk management, a cybersecurity framework and AgenaRisk with a 

Bayesian network in its design. The AgenaRisk package determines the risk probability and effect based 

on independent and dependent risk causes or variables. In addition to this, SMEs can be more prepared 

when exposed to cyberattacks and threats leading to the ultimate cyberrisk. Third, the study results 

encourage researchers in the cybersecurity field to enlarge the research field to embrace AI’s attractive 

properties. Also, government institutions may introduce innovative ways to finance SMEs' cyber-

security policies, standards, and regulations. This study provides risk managers with benchmarks to 

help adjust security resources to position ideal protection levels. Finally, IT management consultants 

may find the analytical instruments helpful with its creative ways to structure and develop cybersecurity 

measures tailored for SMEs to mitigate future cybersecurity threats.  

1.6 DELINEATION OF THE STUDY  

This study carried out the primary research aim with detailed objectives and questions. The work 

analysed, designed, developed and evaluated a cybersecurity risk model for SMEs in SA. These SMEs 

will be from any business sector using ICT for business transactions and activities. The study used ISO 

31000:2018 as the risk management standard, cybersecurity framework, and an embedded AgenaRisk 

package to carry out the research objectives. The package demonstrated the connections between the 

dependent and independent variables to analyse cyberrisks. The work used AgenaRisk with Bayesian 

network tools to calculate the probability of cyberthreats for independent and dependent risk causes. 

The study has only used a sample from small and medium-sized enterprises in SA. Due to time 

constraints, this work did not use the posterior predictive densities like expected log-predictive density 

(ELPD) or information criteria such as Akaike information criterion (AIC) and widely applicable 

information criterion  (WAIC) to evaluate the Bayesian network algorithms. 
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1.7 CONCLUSION 

The chapter outlined the research background and discussed the SME's challenges, the research 

problem, the research objectives, the rationale, and the research questions. As discussed, small and 

medium-sized enterprises play a significant role in SA. The businesses create job opportunities, 

alleviate poverty and contribute to the GDP. However, these small businesses become the target of 

cybercrimes and are vulnerable to various cyberrisks relating to end devices (hardware), networks, 

applications (software), and people (employees). Cyberrisks relate to known and unknown cybercrimes, 

cyberthreats, and cyberattacks. The number of cybercrimes increases equally as Internet usage and 

technology advance.  

In conclusion, SMEs are one of the targets of various cybercriminals. Their increased use of cyberspace 

exposes them to a range of cyberattacks which leave them vulnerable. Therefore it becomes essential 

for small businesses to understand and implement cybersecurity measures that promote the overall 

protection of their business assets.  
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CHAPTER 2: LITERATURE REVIEW 
 

2.1 INTRODUCTION  

This chapter presents an overview of the relevant literature that relates to the cybercrimes which pose a 

risk to small and medium-sized enterprises that use cyberspace. The rest of the chapter introduces 

SMEs, cyberspace, cyber risks, cybercrimes, and their impact on small businesses as well as the security 

measures that can reduce and mitigate risks.  

2.2 SMALL AND MEDIUM-SIZED ENTERPRISES 

SMEs are the fundamental components of global economic growth and stability (Alahmari & Duncan, 

2020). However, to this day, there is no uniform way to describe small–medium enterprises. SMEs 

represent a single concept with many different elements and sizes (Makina et al., 2015). SMEs across 

various South African industries range from five as the average number of micro to 200 employees for 

a medium-sized business. The total annual turnover ranges from R15 million (micro) to R40 million or 

R50 million (medium) (Mahembe, 2011; Quartey, 2015; Odendaal, 2018). The SME size differs from 

author to author. For example, if a company has 1–99 employees, that company would fall under the 

small business sector (World Bank). Quartey (2015) cites a general description of SMMEs varying from 

medium, small, and very small to micro in the National Small Business Act. 

Table 2-2 summarises the number of employees in the business, annual turnover, and gross assets, as 

referenced in the National Small Business Act. Various businesses are highlighted according to the 

table, ranging from micro, tiny, and small to medium businesses. Each enterprise has a specific number 

of employees, an annual turnover represented in South African rand, and gross assets. This study 

focused on small and medium-sized enterprises with one to 150 employees and a maximum turnover 

of R2 million. The study selected a sample of SMEs from six of the nine South African provinces: the 

Eastern Cape, Free State, Gauteng, KwaZulu-Natal, Northern Cape, and Western Cape.  

Table 2-2: SMMEs (Adapted from Quartey (2015); Business Tech, 2019) 

Enterprise 

Size 

Number of Employees Annual Turnover (in South 

African Rand) 

Gross Assets  

Excluding Fixed Property 

Medium Fewer than 100 to 200 

depending on industry 

Less than R4 million to R50 

million depending on industry 

Less than R2 million to R18 

million depending on industry 

Small  Fewer than 50 Less than R2 million to R25 

million depending on industry 

Less than R2 million to R4.5 

million depending on industry 

Very Small Fewer than 10 to 20 

depending on industry 

Less than R200 000 to R500 

000 depending on industry 

Less than R150 000 to 

R500 000 depending on 

industry 

Micro Fewer than 5  Less than R150 000 Less than R100 000 
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The interest of the study is in small and medium-sized enterprises owing to their business size. The 

study also focuses on the state of cybersecurity to determine cyberrisks experienced since ICT is the 

main and central part of businesses.  

2.2.1 SME Entities  

Generally, any business, regardless of size, aims to serve customers or clients face-to-face or through 

the business platform, which could be the system. The company representative's business personnel 

would authorise all the activities captured on the system. Figure 2-2 illustrates the customers or clients 

who support the business daily. These clients become the number one supporter or focus of the day-to-

day business operations on a business system. The SME system is used to exchange services for money 

(Sobihah et al., 2014). The system is connected through ICT, which becomes an integral part of the 

business. This platform can handle the services and finances at once. It illustrates how these different 

entities connect through the ICT platform. Thus, these entities are dependent on one other, as can be 

seen in the following diagram.  

 

 

 

 

 

 

 

 

 

 

2.3 CYBERSPACE  

Ngugi (2016) explains cyberspace as an online platform SMEs use to market their existence on the 

Internet. The term cyberspace is sometimes known as the Internet. Thus, the Internet connects devices 

using transmission media to share resources or information. However, businesses need to prioritise 

cybersecurity as big companies connect their devices to the Internet. Therefore, cybersecurity in big 

companies represents a section of the industry (Almeida, Carvalho & Cruz, 2018). Generally, the 

literature does not separate the term ‘security’ from information security because those terms are used 

jointly (Von Solms & Van Niekerk, 2013). Security refers to the safety of information, company assets, 

people, and platforms or systems used to communicate with internal and external stakeholders. A 

secured system protects business information from the public and conforms to the collective security 

properties, including confidentiality, integrity, non-repudiation, and privacy (Almeida, Carvalho & 

Cruz, 2018). However, the openness of cyberspace grants access to diversified attitudes and behaviour 

of people, business structures, and quantified cybercriminals (Salam, Imtiaz & Burhan, 2021) which 

has left SMEs exposed to various cyberthreats. 

, 
 

System/Platform (ICT) 
Se 

Customer 
SME 

Personnel 

Figure 2-2: SME Entities (Author’s work, 2018) 

This diagram shows all SME entities interacting with each other through 
the information and communication technology platform.  

Request a service Rendering a service 
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2.3.1 Top Cybersecurity Threats 

As SMEs increase in number and are forced to rely on technology to become visible to the world, the 

sector becomes more susceptible to cyberthreats and risks. A cyberthreat is a potential action that has a 

negative and unwanted impact on a computer system or an application. Similarly, cyberattacks attempt 

to destroy, modify, expose, steal, gain and delete information through unauthorised access to the asset 

(Jain, Sahoo, & Kaubiyal, 2021). The many entities in the SME field have increased the number of 

cyberattackers. So, these different cyberattacks affect every SME entity depending on the methods used 

by multiple criminals on the network. Ngugi (2016) indicates that there is no clear or straightforward 

form of attack; instead, cyberattacks vary from one criminal to another. Figure 1-3 shows various 

cyberthreats that affect businesses daily, ranging from threats to information security, abusive content 

like spam, fraud, malicious codes (malware), illegal information gathering, loss of availability through 

network malfunctions and intrusion by outsiders, which involves all institutions. These cyberattacks 

negatively affect the SME systems and carry out certain operations in the SME sector. Therefore, the 

threats should be classified to identify risks in a structured manner. 

Figure 1-3 shows the top cybersecurity-related threats in South Africa, which are discussed below.   

 

 
Figure 1-3: Top cybersecurity-related threats in SA (adopted from DTPS, 2017) 
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2.3.1.1 Information Security 

The term ’information security’ can be described in various ways. According to Saravanan and Bama, 

(2019), information security protects confidentiality, integrity, and availability to ensure that 

information is only changed, read, heard, and used by authorised people. Chudasama, and Rajput (2021) 

explain the importance of protecting systems and information from unauthorised use, disclosure, access 

disruption, modification, or destruction. In addition, information security relates to data integrity, 

confidentiality, and availability. Information security can be clearly explained when connected to the 

security properties of integrity, confidentiality, and data availability and information. Confidentiality 

refers to the security of information against theft (Wu, Dwivedi, & Srivastava, 2021), while integrity 

refers to protecting information against unauthorised modification, stealing, and deletion (Shukla et al., 

2022). Lastly, availability means user access to authorised information at all times (Dwivedi et al., 2019). 

2.3.1.2 Abusive Content 

Small business people connected to cyberspace may be vulnerable to cyberthreats like spam, 

cyberbullying, cyberstalking, violence, and pornography (Herath, Khanna & Ahmed, 2022). The 

abusive content can be disturbing and destructive to cyberusers as it is mainly designed to irritate people 

so they may accidentally click on their content. The abusive content mostly comes up as the intruding 

pop-up message, which aims to harm the device and results in data modification, loss and deletion. 

Paulsen (2016) explains that small businesses are the most vulnerable institutions as a result of 

cybercrimes. Therefore, the small business sectors must become aware and learn to interpret persuasive 

cybercrimes. Kaigorodova et al. (2019) state that in 2013, cyberrisks were in 15th place among other 

business risks, explaining further that the level of risks is gradually increasing. When ignored, the nature 

of the risk can cause uncontrollable damage of various types and magnitudes. Therefore, it is necessary 

to identify significant and critical risks. The Project Management Body of Knowledge (PMBOK, 2013) 

and Project Management Institute (PMI, 2008) suggest that many project stakeholders should 

participate in risk identification. A thorough process of risk identification and analysis is presented in 

Section D, which is then used to build the risk register. 

2.3.1.3 Fraud 

One of the common cybersecurity risks is that SMEs are vulnerable to an invasion of the client’s credit 

card. Literature reveals that credit cards are one of the hackers' chief targets (Kshetri, 2006). Hoffower 

(2018) explains that in 2018, there was an extremely high rate of credit card fraud, which occurred in 

several of forms of attack. This author explains that modern and innovative hackers use the latest 

defrauding tricks, including stealing credit card codes, unlike in the old days when attackers grabbed 

the card. The SABRIC (2014) report showed that credit card fraud had increased by 23% from 2013 to 
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2014. In monetary value, this cost R366 million in 2013 and R453.9 million in the following year. 

According to the SABRIC report, most credit card crimes happen through the Internet, where fraudsters 

apply for credit cards using false details. The fraudsters then receive the card and pin. This type of fraud 

went from R6.2 million in 2013 to R78.3 million in 2014. In SA, credit card fraud represents 88% of 

fraudulent transactions. 

In the report (SABRIC online, 2014), Pillay, the SABRIC CEO, states:  

When debit cards are used outside of South Africa's borders, a high percentage of the cards are used 

in neighboring countries such as Lesotho, Namibia, Zimbabwe, Mozambique, and Botswana. 

Gauteng, the Western Cape, and KwaZulu-Natal were responsible for 88% of all credit card fraud 

losses. Gauteng had the most credit card fraud cases, with 55% of losses in the province. Credit 

card fraud in Gauteng increased by 49%, from R63.5m in 2013 to R94.7m in 2014. The loss 

increased by 47% in the Western Cape, from R26.2m in 2013 to R38.6m in 2014. In KwaZulu-

Natal, the loss increased by 18%, from R13.5m in 2013 to R15.9m in 2014. Lost or stolen card 

fraud increased from R7.9m in 2013 to R41.2m in 2014. 

Fraud is regarded as among the most troubling and ongoing risks in the country, which requires people 

to be well-informed and to always be vigilant. 

2.3.1.4 Malware 

Malware is malicious software that spreads on computer systems, deleting files, causing system 

‘crashes’, or stealing personal data (Kumhar, Kewat, & Kumar, 2022). It can be destructive and interfere 

with various computer operations (Kirwan & Power, 2012). The malware attempts can range from 

viruses such as Trojan, spyware, adware, and dialler. These attacks are commonly used to gain 

unauthorised access to all institutions. Sometimes, malware can be internally and externally generated. 

Employees who are not computer-literate can be the main source of malware owing to their ignorance, 

poor decision-making and lack of enforced cybersecurity rules (Fortuin, 2021). For example, some 

employees download free software from unknown sites, resulting in malware. Similarly, criminals lure 

people by deploying malware on attractive and interesting websites to gain unauthorised access.  

2.3.1.5 Information Gathering 

Information is the main asset of every organisation. These attacks primarily target gaining access to an 

SME’s business system, which keeps track of customer information and personnel, network 

applications, or assets (card payment system and business applications) to run a business (Choo, 2011). 

Examples of information-gathering tools are sniffing, spoofing, phishing, pharming, and scanning tools. 

These tools are mainly used to gain sensitive and private information about the institutions. With the 
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rise in Internet usage, cybercriminals find innovative ways to gather data, benefiting themselves. 

Criminals also deploy techniques to collect private and sensitive information. 

2.3.1.6 Availability 

Non-malicious threats are part of the fundamental threats to availability. These threats can cause 

hardware to malfunction or fail, the downtime of software or network, and bandwidth-related issues. 

The criminal's primary aim is to sabotage the business and its processes, eventually harming industries 

by denying users access to all information systems. The denial of service, including distributed services, 

has become the leading business problem. When services are unavailable, they delay the business’s 

continuity and production, which causes delayed delivery of services and dissatisfies the business 

clients.  

2.3.1.7 Intrusion and Intrusion Attempts 

Intrusions continue to threaten computer systems worldwide at a growing rate; for example, some 

advanced specialists could commit cybercrimes. At the same time, some attackers generally have access 

to information and tools to commit cybercrimes. Cyberrisks do not have a uniform way of attacking 

SMEs; instead, the risks vary from one enterprise to another. The developing trends of complex 

distributed systems and increased cyberspace usage raise questions about confidentiality, information 

security, and privacy. Owing to the high demand for IP address attacks, cyberinfrastructures become 

highly vulnerable to intrusions and other threats (Dilek et al., 2015). The dedicated hardware 

responsible for monitoring and protecting these devices, such as detectors or sensors, is insufficient. 

Intrusion could be in the form of criminals accessing privileged information or unprivileged 

applications for their benefit. At the same time, intrusion attempts could be criminals guessing 

passwords, new signature attacks, exploitation of known vulnerabilities, and login attempts. 

The abovementioned threats relate to the ones mentioned in Figure 1-4. These threats are information 

security, fraud, availability, intrusion, abusive content, malware, and intrusion attempts. Each 

cyberthreat has its main root cause. 

 

 

 

 

 

 

 

 Unauthorised 

access to 

information 

 Unauthorised 

modification of 

data 

 Ransomeware 

 

Information 
security threats 

 

 Unauthorised 

use of 

resources 

 Denial of 

service 

 

 Account and 

application 

compromise 

 Spam emails 

 Phishing 

 

 Viruses 

 Worms 

 Trojan 

 Spyware 

 Login 

attempts 

 Exploitation 

of the known 

vulnerabilities 

 
 

Fraud 

 
Availability 
threats 

 

Intrusion 

 

Malware 

 
Abusive content 

 
Intrusion 
attempts 

 

Figure 1-4: Common cyberthreats (Own work, 2021) 
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2.3.2 Security of the Business Assets 

Security and safety are critical elements of every business because every business asset is constantly 

exposed and vulnerable to risk. Since companies use information systems for their daily activities, 

business assets get affected by several risks ranging from accidents, natural events, and intentional 

behaviour (Shukla et al., 2022). Managing information security in every business becomes essential 

based on various risks that expose business assets. The lack of management of business assets causes a 

significant challenge, leading to a considerable loss caused by unauthorised modification and deletion 

of information. Despite the nature and source of the risks to assets, it becomes the business owner's 

responsibility to manage and reduce risks properly to the fullest extent. Various agents contribute to the 

existence of threats in the growing small business sectors.  

Thus, the main target areas in the SME cycle are the SME systems, hardware assets, and stakeholders, 

which are the SME's main collective components (Cisco Cyber Report, 2018). In the SME structure, 

the system represents the software used to run the business operating between the SME sector, their 

clients, and the banking system, which requires clients to transact online. In addition, all aspects of the 

SME sector are exposed to all sorts of risks. Section A explained that hardware, software, people, 

processes, and information should always be secured and protected to promote trust, privacy, and 

healthy surfing in cyberspace (de Araújo Lima, Crema, & Verbano, 2020). This research used 

information security as the measure to protect the overall components of the system comprising 

hardware (end devices, networking, and other shared resources), software (application and operating 

systems), information (processed data), people (system users, clients, and managers) and processes. 

Various business assets and threat agents are described below.  

Hardware:  As used in this study, infrastructure failures refer to sudden power cuts or failures, in 

hardware and networking equipment. At times, the user may not be informed of the event of failure 

until it happens, which would be the time attackers use to access the platform and the system. In 

addition, some equipment would not give a warning indication of the coming disruption or failure.  

Software: Many businesses rely on a variety of software to run their businesses. Software forms one 

of the main components of a successful business. A software component can be an operating systems 

or application software that is not tangible but instructions that connect the hardware. It gives 

instructions for the hardware to function.  

People: According to this study, legal agents can be SME staff members or personnel who fully control 

the systems. These agents usually have access rights, from access cards to biometric and system login 

details. As legal or authorised agents, these mediators can affect the system negatively.  They can use 

their given access rights and privileges for their selfish desires. For example, personnel can use the 

access card or login details to access the business's private sections. This set of agents represents the 
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unauthorised attackers that aim to use every opportunity to gain lucrative benefits from the systems. 

Unauthorised attackers mostly use every chance they get just to satisfy their selfish desires. They can 

aim at gaining access to the software, hardware, system, network and personnel. They achieve their 

goals without user knowledge.   

Information: The information, which is then processed data, is one of the business’s assets. Some 

businesses use the information to market their products or as a business service. For any business, it is 

necessary to protect information from known or unknown risks. All organisations value their 

information which requires them to increase their security as it grows (Kite, 2009). A range of skills 

builds a strong foundation and knowledge required to promote the safety and security of information 

rarely found in small businesses.  

Processes: Processes present the steps and strategies used in information systems. All business assets 

and their processes are not immune to risks. Processes include the phases through which data passes 

through before reaching the destination. For example, data can hijack access to the data storage, 

transmission medium and end devices, and user practices and behaviours during the transmission 

period. A general description of risk is explained below.  

2.4 RISK OVERVIEW 

Risk indicates a negative impact, danger or possible harm, or malicious act (Crovini, Santoro & Ossala, 

2020).  As described by ISO Guide 73, 2009, the term is used by both people and businesses to take 

measures or control of a particular situation. Thus, risk management is when one acts appropriately. 

The term ‘risk’ can be used differently by various disciplines. For instance, risk can be both a loss and 

a profit in a financial field. As a result, there are two possible risk outcomes, which are adverse or 

specific risks (Wen et al., 2021). For example, when a company trades with a particular portion of the 

money, which brings profit, it becomes a real risk. The risk is equivalent to the expected loss. It can 

also be a mixture of the likelihood of an event and the impact it has (ISO, 2002) with the probability of 

a negative outcome (Graham & Weiner, 1995). 

A risk is a quantitative measure of potential damage caused by a specific threat. It is an adverse risk 

when the company trades and loses what it has put in. ISO Guide 73 (2009) defines risk as the likelihood 

of loss and the probability of an outcome different from the one expected. At the same time, the 

likelihood of a breach or a security incident is a function of a threat appearing and the probability that 

the threat will be successful (which is relative to successfully exploiting a vulnerability in the system) 

(IBM, 2018). Some authors believe that the rate of interest, supply chain risks, growth risks, prices of 

the raw material risks, electronic business and technological risks, and employees and management 

risks are the main types of risks that SMEs generally face (Falkner & Hiebl, 2015; Alahmari & Duncan, 

2020). On the same note, the risk presents a business uncertainty with regard to meeting the objectives 
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(ISO, 2009). This study focuses on electronic business and technological risks, mostly known as 

cyberrisks or cybersecurity risks. These cyberrisks are presented below. 

2.4.1 Cyberrisks 

The Covid-19 pandemic introduced an instant transition from using face-to-face to online platforms of 

communication. All institutions were forced to rely upon and use the convenient cyberspace to perform 

daily business activities, which exposed SMEs to various risks relating to threats, exposure, and 

vulnerability (Eybers, & Mvundla, 2022). As long as SMEs rely on technology for productivity and 

day-to-day operations, this business sector will have cyberrisks. A threat presents a hazard, which 

exposes assets to threats and renders them asset vulnerable (Tiwari, 2010). Crichton (2009) describes 

the risk triangle as a hazard, exposure, and vulnerability. Figure 2-5 shows the links between the 

business assets, their exposure to threats, and vulnerability. 

 
Figure 2-5: Relationship between the asset, threat, and vulnerability (Source: Moyo, 2014: 47) 

Cyberrisk is any risk or ‘financial loss, disruption or damage to the reputation of an organisation’ from 

any failure in their IT systems (Goldenson & Goldenson, 2018:2). It is how cyberattackers gain access 

to businesses and problems caused by people (Steve, 2017). However, SMEs are not like big companies 

that make risk management an integral part of their business components. Goldenson and Goldenson 

(2018) explain that cybercrime represents incidents that aim at any form of attack in a business. As 

network users mostly use social platforms to communicate, cybercrimes could represent the computer-

generated activities that attack the service (Choo, 2011).  

Choo (2011) cited cybercrimes on networked computers. These would include computers that are used 

to commit common crimes. These cybercrimes include child pornography, theft of intellectual property, 

computer network crimes, and common crimes where the evidence is digital (Broadhurst & Chang 

2013). These crimes differ from one business to another. Cybercrimes occur regardless of the size and 

physical location of the business. The risk could bring either an opportunity or a threat to the business 

sector. To gain more money and competitive exposure, SMEs take chances when they take a business 

from one level to another, thereby exposing the business to cyberthreats and eventually leaving them 

vulnerable. 
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Some literature explains that risk is possible exposure to harm or danger, resulting in the loss of value 

or assets to the business (Richards, 2017). Figure 2-6 illustrates cybercrimes that can depend on and be 

enabled by the Internet. Examples of cyber-dependent crimes are malware, hacking, and denial of 

service. Cyber-enabled crimes include financial fraud, phishing, pharming, and extortion.  

 
Figure 2-6: Cybercrimes (Lallie et al., 2020) 

 

In reality, exposure to cyberrisk can have two possible positive or negative outcomes. A positive 

outcome is the results that are expected, while negative results are from the cyberattacks that intruded 

onto the system to gain unauthorised access (Eybers, and Mvundla, 2022). SMEs cannot separate their 

businesses from the Internet platform because cyberspace has become the driving tool for both SMEs 

and hackers. As explained earlier, cyberspace acts as a channel for positive and negative risks. Figure 

2-7 shows the top common risks in 2017 that SMEs experienced (Haward, 2018).  

 
Figure 2-7: Top common risks for SMEs (Adapted from Haward, 2018) 

South Africa has become a victim of cybercrimes. The estimated rate is one in three businesses has been 

hit by cybercrime (IOL, 2017). The estimated cost of cyberrisks in this country is R2.2 billion a year, 

making it among the top three countries to be attacked in the world. As the country’s businesses are 

gradually adopting and using technology, the research indicated further that SA businesses are among 

the top victims of cyberattacks among other African countries. The Cisco Cyber Report (2018) shows 
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that ransomware contributes to cyberrisks in the SME sector. Some literature suggests that some 

cyberthreats are unknown and not published owing to the business’s fear of a reaction. Fripp (2014) 

states that if cybercrime were a nation, it would have been the 27th biggest regarding GDP and cost the 

global economy $445 billion a year. In SA, cybercrime has an economic impact equal to 0.14% of the 

national GDP – about R5.8 billion a year. 

In the same manner, cyberattacks increase daily in Africa and other continents. The evidence is after 

realising that hackers and cyber-attackers have implemented new strategies, as discussed at the third 

Africa Cyber Security Conference in Abidjan, Ivory Coast (Adepetun report online, 2018). Micheal 

Bobillier explained that cyberattackers had formed traditional societies with ’real structured 

ecosystems, with a great deal of money and technology.’ At the same conference, Auguste Diop, a 

speaker, and the managing director, added: ’Cybercriminals worldwide amassed a staggering $ 3,000 

billion (2,600 billion €) in 2015’, a sum he expected to double by 2021 (Adepetun report online, 2018).  

With these statistics, there is a very high need to conduct cyberrisk analysis in SMEs. Risk analysis 

reviews potential risks that could serve as a threat in a specific sector. Cyberrisks can be qualitative or 

quantitative; they can be analysed primarily to identify and manage significant threats that could 

negatively affect the business (Shuttleworth, 2017). However, risk analysis cannot be separated from 

risk management in the business sector. Risk analysis involves identifying all possible business threats 

ranging from assets to existing and emerging threats, as well as vulnerability. A proper risk analysis 

saves time, money, and business reputation (Vaughan & Vaughan, 2001). Cyberrisks attack SMEs in 

this country and affect other SMEs in other countries. The research was also conducted on e-commerce 

security in the SMEs in Kenya to reveal major cyberthreats and their countermeasures (Ngugi, 2016). 

2.4.2 Sources of Cyberrisks  

According to Alahmari and Duncan (2020), there are five main sources of cybersecurity risks in SMEs. 

These cybersecurity risks include the practices, awareness, behaviour, and threats to decision-making. 

Each of these risks is described below. 

 

2.4.2.1 Decision-Making 

Decisions in every business are made by the top management and the business owners. As a result, the 

top leadership in enterprises is the key driver for implementing cybersecurity. However, poor decisions 

will be made if the top management is not well informed. Therefore, it is essential for the business and 

the business owners to acquire detailed information from experts (Barlette, Gundolf & Jaouen, 2017). 

Furthermore, according to Alahmari and Duncan (2020), decision-making is an essential part of a 
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successful business; therefore, top management and experts should acquire adequate information and 

procedures that will help to promote relevant awareness and implementation of cybersecurity.  

Even though the Covid-19 pandemic has suddenly forced businesses to rely on convenient Internet use, 

many companies have fallen into the trap of acquiring information from the open Internet. The acquired 

data are mainly used for decision-making, which affects the state of their cybersecurity. In such 

circumstances, quick and unreliable decisions could negatively affect businesses applying security 

measures. Therefore, the direction SMEs take in their businesses depends solely on the quality of their 

decision-making. Usually, the abilities of businesses' decision-makers are reflected through their roles 

(Osborn & Simpson, 2018). 

2.4.2.2 SME Cybersecurity Practices 

According to Alahmari and Duncan (2020) and the literature, SMEs lack strategies to combat 

cybersecurity threats. Even during the challenging time of Covid-19, some SMEs do not have reliable 

measures to guard against various threats. As a result, most SMEs do not consult professional practice. 

Internet availability fuelled the situation with free advice from legitimate and unauthorised sources. The 

bad practice of using available guidance from cyberspace opens a loophole in the businesses, especially 

since bad practice invites unauthorised parties to contribute to risky practices. The act could be out of a 

lack of knowledge, which creates opportunities for cybercriminals to benefit. Likewise, poor practices 

directly affect safety, security, trust, and privacy (Gundu, 2019).   

As cited by Dirgiatmo, Abdullah, and Ali, (2020), some SMEs do not even reach out to other SME 

communities, which could help them grow and gain more knowledge to practice. The lack of 

engagement with other fellow SMEs restricts the efficiency and effectiveness of peer learning to address 

seasonal cybersecurity threats. Even though some SMEs outsource certain business services, that does 

not replace the proper and good practice of cybersecurity measures to improve the security of the 

business. It is suggested that small businesses promote more engaging education and training to bring 

more awareness that can be measured by best practices (Gundi, 2019; Alahmari & Duncan, 2020). The 

availability of clear policies and rules should be priorities for promoting safe surfing and good cyber 

hygiene practice for SMEs.  

 

2.4.2.3 SME Cybersecurity Awareness 

The high ignorance of the user's awareness about cybersecurity opens a loophole, danger and risks to 

business assets (Alahmari & Duncan, 2020). A lack of knowledge about cyberthreats, vulnerability, 

attacks, and their impact mainly causes risks to businesses, ultimately affecting user awareness (Osborn 

& Simpson, 2018). The lack of cybersecurity awareness determines the business's failure or success and 
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its cybersecurity plan. Their awareness helps to use proactive mitigation strategies to prevent known 

and unknown security attacks. In the same light, user awareness helps to adopt acceptable behaviour 

and attitude (Bada, Sasse & Nurse, 2019).  

Alahmari and Duncan (2020) believe that businesses mostly require information to make them aware 

of cybersecurity risks rather than adopting a tool for risk assessment. In this regard cybersecurity 

awareness programs should be implemented regularly to bring awareness, decrease cyberrisks and 

promote a safe environment. Among other risks with which SMEs are faced, cybersecurity risks have 

become the main challenge. Even though the literature addressing mitigation strategies have been 

growing, strategies alone are insufficient. Awareness should also be prioritised and recognised to 

develop and apply appropriate security measures (Kabanda, 2018). Cybersecurity awareness can also 

link to the cybersecurity behaviour of business people towards business systems.  

2.4.2.4 Behaviour in SMEs 

Most behaviour of employees in the SME sector becomes the primary target of cybersecurity threats. 

Some SMEs don’t pay attention to business policies, guidelines, standards, rules, and procedures. The 

lack of knowledge of such information ultimately leads to exposure to all sorts of cybersecurity threats. 

In addition, regular cybersecurity education and training are essential components for improving 

knowledge (Alahmari & Duncan, 2020). Even though cybersecurity and its risks do not guarantee 

acceptance and proper behaviour (Gundu, 2019), the commitment and behaviour of all employees 

contribute to improving the safety and security of all business assets. Literature mentions that some 

businesses fail to comply with business policies, but the main problem of cybersecurity is a lack of 

knowledge and awareness that affects behaviour and attitudes negatively (Kaur & Mustafa, 2013). 

Similarly, employee behaviour and attitude should inform knowledge and awareness of cybersecurity.  

2.4.2.5 Threats 

In SA, the healthcare and financial services industries have been the victims of cybercriminals resulting 

in increased cases and great concern (Blue Turtle Technologies, 2020). With the ignorance and lack of 

safety practices to promote good cyber hygiene, SMEs remain the target for cyberthreats, especially 

those looking for lucrative benefits from cybercrimes.  

2.5 SMEs’ PERCEPTION OF CYBERRISKS  

The use of the Internet and technologies has increased in this era. Its growth has gradually influenced 

customers and small businesses to connect to cyberspace fully. In the same way, cybercrimes and risks 

have found their way into the SME sector. The increased dependency on ICT has benefited both 

businesses and attackers (Almeida, Carvalho & Cruz, 2018). As used in the study, SME customers and 

personnel could be any client using the network platform to communicate with the recipient on the other 
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side. Even though attackers may use various tricky methods to access an individual’s space, these 

attackers may be using software that seems legitimate for gaining access (Jain, Sahoo, & Kaubiyal, 

2021). Attempts to receive authentication from customers and personnel may be a form of attack. In 

such cases, a user may not know the criminal's plan on the network. The cyberattacker may tamper with 

the confidentiality of the message while the user may be working on the system, assuming that they are 

working with the correct recipient (Suh & Han, 2003). Figure 1-8 shows a clear example of such an 

action and a scenario.  

Cyberrisks exist regardless of the size of the business. Cyberattackers will live for as long as the 

company relies on IT and its infrastructure for day-to-day business operations. Despite the whole 

perception of the SME operation, cyberattackers' reality exists when ICT is an integral part of the 

business.   

2.6 CYBERCRIMES 

Cybercrime is an umbrella term for unlawful behaviour conducted through networked and stand-alone 

electronic devices. The behaviour disrupts the operations of the systems and their state of security 

through intrusion, hacking, data leaks, online scams, software piracy, mobile and money fraud, and 

cyberterrorism. The exponential growth in the high dependency and use of the Internet during the so-

called ‘new normal’ Covid-19 pandemic increased cybercrimes (Setiawan et al., 2018; Eian et al., 2020; 

Eboibi, 2021). According to Business Tech (2020), the top Covid-19 scams relate to those illustrated in 

the following chart. 

 
Figure 1-9: Top Covid-19 scams (Business Tech, 2020) 
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2.6.1 Financial Costs of Cyber Crimes 

The high increase and impact of cybercrime in the small business sector significantly contribute to the 

economy. Sizwe Dlamini explained that data breaches are a threat affecting SA businesses, with an 

average cost of R40.2 million per breach. He further emphasised that ’In South Africa, the three root 

causes of data breaches identified as a malicious or criminal attack (48%), human error (26%) and 

system glitches (26%)’ (Falcon Report online, 2020). 

The following figure shows the statistics of cybercrimes in Africa. 

 
Figure 1-10: Africa cybersecurity report (source: Serianu, 2017) 

According to the Cisco Cyber Report (2018), SA is one of the most susceptible countries to 

cybersecurity. As cited in the survey by the DTPS (2017), various cybersecurity threats hit SA from 

November 2015 to December 2016.  

 
Figure 2-11: Cyber-security briefing (Source: DTPS, 2017) 
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A thorough breakdown of the cybersecurity incidents can be seen in Figure 2-12 

 
Figure 2-12: Cybersecurity incidents from November 2015 to December 2016 (adapted from DTPS, 2017) 

2.7 CYBERRISK MANAGEMENT FACTORS IN SMES 

There are several cyberrisk management factors that are essential for the improvement and maintenance 

of business continuity. These management factors are addressed below.  

Training and Awareness - Awareness brings clarity and improves cybersecurity in any organisation. 

Ongoing training reduces the risk of employees being negligent by making decisions that undermine 

the security of an organisation's information (Teufel et al., 2020). Scholars have explained the necessity 

for continuous training, which ultimately brings awareness to employees at large. A lack of relevant 

support or training sometimes makes unacceptable user behaviour worse. (Ncubukezi, 2021). 

Third-Party Management - The absence of structures, especially those focusing on the safety and 

security of information, becomes the challenge of various cyberattacks. Cybersecurity becomes the 

protection between the business and the vendors, including intruders. With proper and straightforward 

management of vendors, the state of cybersecurity can be improved. 

Employee and Management Attitude Toward Cybersecurity  -Even though the small business sector is 

highly exposed to cybercrimes, insiders also play a role. The insiders' attitudes, actions, and behaviour 

can be hazardous for businesses (Annarelli, Nonino & Palombi, 2020). As a result, the employees render 

the most significant threat (Solvere, 2021). Ncubukezi (2021) defines insiders as the weakest link of the 

business. The insiders presents employees who are ignorant and have a negative attitude when working 

on the system.  Scholars argue that employee ignorance and attitude toward cybersecurity often open 
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doors for various cybercrimes (Sasse, Brostoff & Weirich, 2001). Management should lead and 

influence employees' attitudes by offering adequate awareness about cybersecurity. All organisations’ 

cybersecurity should be controlled and managed by dedicated personnel.  

The research indicates that most small businesses do not have a well-skilled person in management. For 

information privacy, safety and security, management involvement should be prioritised by all business 

sectors (Kobis, 2021). Attitude, actions and behaviour play a vital role, especially at the management 

level, when policies, rules and procedures can be enforced and monitored (Ncubukezi, Mwansa & 

Rocaries, 2020b). Consequently, employees would improve if there could be motivation from 

management.  Certain user attitudes impact on common errors; for instance, when a user insists, ‘It 

won't happen to me’ (Richardson et al., 2020:31). 

2.8 IMPACT OF CYBERRISKS IN THE BUSINESS SECTOR 

Cybersecurity is a remarkably ignored component of the SME business life cycle. Society interprets 

SMEs as independent businesses not concerned about the company's security (Howard, 2018). 

Cyberrisk exists with or without the business owner's knowledge as the cyberattackers initiate these 

attempts for various reasons. The cyberattackers do not let the transaction opportunity cease. They are 

always alert to any activity in cyberspace. Any activity on the system is bound to produce an outcome. 

Outcomes can either be positive or negative. However, a positive business outcome can result from the 

simple, clean system used by the business parties, such as the business personnel, the method used to 

process activities, and the customer. As a result, some SMEs only wake up after severe cyberattacks.  

If there are no cyberattacks on the business or client, the company runs smoothly and produces the 

desired results. However, if an intentional cyberattacker wants to access the transactions, the outcome 

will only favour the attacker. That would mean the business or system is vulnerable to attackers and 

ultimately does not produce the desired results. The effects of adverse consequences could affect the 

business in many ways. For example, the outcome could affect other businesses or customers (Sen, 

Ahmed & Islam, 2015). In the same way, this could lead to business throughput delay and, eventually, 

business failure. There is no business that is immune to cyberattacks. Each business sector is directly 

affected by physical, digital, economic, psychological, reputational, social, and societal harm, which is 

explained in the following section. 
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Figure 2-13: Cyber harm in business sectors (Source: Agrafiotis et al., 2018) 

Economic harm - A severe attack can result in wasted time, which does not bring profit, while 

businesses’ primary purpose is to generate profit. As a result, South African companies contribute more 

to GDP to help alleviate poverty. These harms include disrupted operations and sales, reduced 

customers, fewer sales and investments, financial theft, extortion payments, loss of jobs, and increased 

scammers. Figure 2-13 summarises the categories of cyber harm in business sectors. 

Business Delays - Cybercrimes committed by hackers could delay daily business routines. So, each day 

the delay happens, the production process will also be affected. For example, if an SME usually 
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generates thousands of rands, then these SMEs will be affected and only create tens or hundreds of 

rands, depending on the impact of the delay (Ajayi, 2016). The continuous business delays ultimately 

result in business discontinuity. Business delays can be internal or externally caused by suppliers and 

third-party vendors.  

Societal Impact -Cyberattackers can harm businesses in the comfort of the communities where they 

have built their clientele (Gashami, Libaque-Saenz, & Chang, 2020). These societal harms could 

include negative changes in public perception, disruptions in daily routines and activities, a drop in the 

performance of the internal staff, and a change in the economy (Hertati et al., 2020). Businesses could 

lose their potential clients and other business prospects, significantly damaging society. Clients would 

leave and seek new suppliers, and the business's continuous delays could eventually lead to the small 

and medium businesses' complete breakdown or failure. 

Reputational Effect - Regardless of their size, customers would invest based on the reputation of the 

business and the response time in the business world (Lee, 2019). Therefore, any adverse action may 

affect the business and benefit competitive businesses. As the SME would still strive towards ensuring 

that the business runs smoothly, the hacker or cyberattacker would be aiming to benefit in the process 

and eventually dent the business's reputation. Clients would only invest their money where the business 

has a good reputation, while a negative business reputation could result from the continually poor and 

delayed delivery of the products (Talwar et al., 2021). 

Psychological impact - Business people suffer from worry, embarrassment, and guilt in any 

psychological situation, such as confusion, discomfort, frustrations, worry, anxiety, loss of confidence 

and satisfaction, or a change of perception (Acuti, Pizzetti, & Dolnicar, 2022). Some people become 

more stressed, frustrated, depressed, and anxious when specific attacks hit the business. So, any form 

of discomfort results in psychological harm to business owners.  

Investments and Monetary Loss - One of the rapidly increasing crimes in cyberspace is gaining access 

to people, business investments, and finances. Reports state that over 60% of cybercrimes are conducted 

to target banking and monetary institutions (Kshetri, 2006). As technology advances, the use of online 

banking and transactions are growing. As a result, many people become reluctant to stand in bank 

queues, preferring Internet banking. Kshetri (2006) also explains that there are lucrative benefits for 

virus writers and hackers.   

2.9 SECURITY MEASURES 

Cybersecurity measures have become the number one solution for every business institution (Davis, 

2014). The cybersecurity measures aim to secure business information, including finances and customer 

information. In addition, security measures should prevent cyberrisks resulting from the different kinds 
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of cyberthreats such as malware, unauthorised access, phishing and network intruders, human factors, 

faulty devices, and lack of policies and guidelines. Cybersecurity measures can be used to protect the 

network, physical end devices, software, processes, and people. To protect end devices, people use 

antivirus software and enforce strong or complicated passwords (Totade et al., 2022). People use 

encryption software and firewalls to filter the traffic for network devices. It is also suggested that people 

should never open an email from an unknown sender and should perform a regular backup of 

information. Administrators should stipulate strict access rights to sensitive information (Zhang et al., 

2023). Lastly, like any other business, SMEs should enforce employees' cyber-security policies, 

standards and rules.      

2.10 CONCLUSION 

This chapter presented the relevant literature on small and medium-sized businesses and the impact of 

using cyberspace as a technological platform to perform their daily activities. A criterion used to select 

the SME for the study was also clearly explained. The increased usage and dependency on the platform 

expose businesses to cyberrisks.  Cyberthreats and attacks affecting SMEs, their root sources, and their 

impact on their flow of information are explained. The chapter also addressed the security of 

information in open cyberspace.  Cybercrimes, sources of security threats, and security breaches were 

explored.  

This chapter concludes that the increased usage of cyberspace equally gave access to both legitimate 

users and criminals. Even though users such as SME employees use cyberspace for various business 

activities, cybercriminals use innovative strategies to expose SMEs to a range of cyberrisks. This 

requires SMEs to look closely at cybersecurity risk management strategies that will improve the safety 

and security of the business assets.  The process of risk management requires every business institution 

to protect its information and other assets. The security of various business assets should be considered 

and improved by applying proper measures aligned with the organisations' cybersecurity framework.  

 

The following section presents the analysis and the design of the cybersecurity risk tool for SMEs. 
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SECTION B: ANALYSIS AND DESIGN 

This section presents the analysis and design of the cybersecurity risk tool. This section consists of 

Chapters 3, 4, and 5. So, this section builds up the knowledge base for developing the cybersecurity risk 

tool, which uses the AgenaRisk package. The content on each chapter is presented below. 

Chapter 3: Presents the method of inquiry used to carry out the study, the selection of the research 

participants, and the application of the risk management techniques. 

Chapter 4: Presents the analysis, interpretation and presentation of the collected results from the 

research participants. 

Chapter 5: Presents the relevance of the National Institute of Standards and Technology (NIST) 

framework and the design of the cybersecurity risk tool. 

 

 



Page 33 of 224 

 

CHAPTER 3: RESEARCH METHODOLOGY  

3.1 INTRODUCTION 

The term ‘research’ has been used and described by scholars and other researchers in various ways. It 

aims to understand the underlying complexities of human knowledge, skills, and experiences (Kumar, 

2019). Brown and Dowling (2001) believe that research should realise, describe and better understand 

a specific area, field, or practice. Saunders, Lewis, and Thornhill (2009) understand research as an 

inquiry to systematically discover new things and facts to increase knowledge. The current study applies 

the same processes in the definitions above to find new facts and evidence relating to its phenomenon. 

Section A of this research identified the main problem of this study, and this part accounts for the 

research methodology used, which is guided by the research questions. 

This chapter describes the processes and stages of conducting this research and also justified the method 

used. The selection of the research participant selection, the process of data collection, and data analysis, 

introduction to risk assessment are also accounted for. The chapter ended with a discussion of data 

storage and management as well as ethical considerations.  

3.2 SCOPE OF THE STUDY 

This work presents a case study research for small and medium-sized businesses in South Africa (SA). 

The criteria for the SMEs are that they can be from a business sector that uses ICT to run the business, 

have a maximum of 150 employees and make a minimum of R150 000 a year. The study aims to design, 

develop and evaluate a cybersecurity risk tool for small and medium-sized enterprises.  

The study used the ISO 31000:2018 risk management standard that determines the qualitative 

cyberrisks faced by SMEs across multiple business sectors to calculate the risk matrix based on the 

cyberrisk likelihood and the risk impact. In addition, the study conducted a quantitative risk analysis to 

assess the severity of the consequences by using decision trees and scenario analysis; the study also 

performed a sensitivity analysis and determined the expected monetary value (EMV). To better 

understand different risks, the study also adopted NIST as the cybersecurity framework that helps to 

guide and manage cyberrisks. Lastly, the study used the AgenaRisk package with Bayesian Network 

tools to examine the risk probability and impact by demonstrating the variables used and simulating the 

relationship between the variables.  

3.3 RESEARCH PHILOSOPHY AND DESIGN  

The current study used a pragmatic philosophy, emphasising what works in a specific investigation 

rather than contentions about truth and reliability. This approach supports risk management strategies, 

methods, and procedures, recognises each method's differences, similarities and limitations, and 

promotes a combination of these elements to complement one other. 
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The research design is a comprehensive plan to execute the study, including answering the research 

questions effectively and efficiently (Babbie & Mouton, 2011; De Vos & Fouche, 1998). The research 

design explains the study's detailed plan, which provides an overall framework for the process of 

research (Leedy, 1997). It also presents a planned strategic framework to bridge the research questions, 

process and strategy used in research (Durrheim, 2004). The above descriptions explain that the research 

design answers the research question and addresses the research plan. Similarly, in this study, the 

processes used in the research approach, strategy and method to achieve the main aim are described and 

accounted for. 

3.3.1 Research Approach 

A distinction approach is made between the inductive and deductive research approaches. The inductive 

approach focuses on the specific to the general application, while the deductive or reasoned approach 

concludes with general assumptions (Soiferman, 2010). Inductive reasoning develops a theory, while 

deductive reasoning tests an existing view. This study adopted the inductive method, which proposes a 

cyberrisk tool for small and medium-sized SMEs. The inductive approach is explorative and involves 

logical thinking that combines the observations from the simulations with practical information to 

conclude. The Bayesian network tools in the AgenaRisk package simulate the risk probability and its 

impact on SMEs. This study's inductive nature helped the researcher conclude with a set of specific 

business experiences.  

3.3.2 Overview of the Qualitative Approach 

Qualitative research studies the nature and phenomenon of the research field by gathering data through 

open-ended questions. It mainly focuses on non-numerical data to understand and interpret concepts 

and experiences (Busetto, Wick & Gumbinger, 2020). Qualitative research answers why something is 

or is not and focuses on the interventions to improve situations. This study clarified the common 

cybersecurity risks businesses experience and the mitigation strategies used to reduce risks. The study 

seeks clarity on the small business experiences when using cyberspace as the platform for information 

exchange. The study determined cybersecurity risks, threats, cyber-attacks that dominate the small 

business space, and the current mitigation plans. The data-collection methods are interviews, qualitative 

surveys, document studies, focus groups, and participant observations. For this study, interviews were 

used with open-ended questions to gather relevant information about cybersecurity risks in the SME 

sector. The data-collection section describes the interview process and qualitative surveys.  

3.3.3 Participants' Selection  and Sampling  

A sampling process selects a specific group that will be used to collect data from and is less than the 

population. The population presents small and medium-sized enterprises using cyberspace to run their 
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businesses. While ‘population’ represents a set of interrelated organisms in a specific homogeneous 

area, a group of people within the same area, ‘sampling’ seeks to access a subset called a sample from 

the entire research population (Babbie & Mouton, 2001; Rahi, 2017). While the probability sample 

grants equal chances to the participants, the non-probability sampling technique does not randomly 

select the participants (Babbie & Mouton, 2001). Probability sampling involves random selection, 

allowing you to make strong statistical inferences about the whole group. Non-probability sampling is 

a non-random selection based on convenience or other criteria, enabling you to collect data quickly.  

These research participants were selected from different provinces in SA, operating in various business 

sectors. The selected respondents present a good choice as they all have the same interests in 

contributing to the GDP. So, as shown in Table 3-3 a total of 45 respondents from the functional 

businesses during the Covid-19 pandemic were selected using purposive sampling. The data were 

collected using the designed questionnaire deployed in Google forms owing to the national lockdown, 

which restricted face-to-face communication. Interviews were conducted via online platforms. 

Purposive sampling was used to extract a lot of information out of the collected data and explain the 

impact of the findings. The research gathered qualitative and quantitative data about the existing 

cybersecurity risks, their impact, likelihood and current protection measures.  

The study participants are a combination of females and males aged between 25 and 55, presenting 

business managers, chief information officers and Information Technology (IT) managers with similar 

characteristics. These were the units of analysis showing the main entities of the study. As shown in 

Table 3-3 the respondents were selected according to the following criteria: the number of employees 

per SME is not more than 150, selected per province, and the minimum annual turnover of one hundred 

and fifty thousand and not more than R1 million. The researcher targeted a small number of well-

informed respondents from the following sectors: ICT, transport and motor trade, manufacturing, retail, 

electricity, gas, water, accommodation, catering, waste management, real estate, community and 

construction.  

A summary of the sampling table is illustrated in Table 3-3. 

 

 

 

 

https://www.scribbr.com/methodology/sampling-methods/#probability-sampling
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Table 3-3: Sample Summary 

 

3.3.4 Data-Collection Process 

The study participants received emails that invited them to participate in the open-ended qualitative 

questionnaires and interviews. The researcher chose the qualitative survey because of the global 

lockdown restrictions from the Covid-19 pandemic. The participants accessed the survey, which was 

on google forms. All the questions answered the main research question stated in the introductory  

chapter. Most participants completed the survey, and most were unavailable for the interviews because 

of the pandemic. The combination of the two data collection methods was a success.The online survey 

was distributed via emails, in person, and by means of phone calls. The participants were given a link 

to the survey questions to click on and join in the study.  

3.3.5 Data-collection methods 

Mouton (2006:164) encourages primary and secondary data sources in research. The study triangulated 

the data sources: primary (interviews and questionnaires). Interviews and qualitative questionnaires 

were used to gather data from the selected sample of the study. Interviews were conducted with the 

security specialists, and the questionnaires were used for the business managers, IT managers, and chief 

information officers. The interviews and questionnaires provide exploratory and qualitative data. The 

used data sources are triangulated to achieve the study's main purpose.  

*Notes: Western Cape (WC), Eastern Cape (EC), Northern Cape (NC), Free State (FS), KwaZulu-Natal (KZN) and Gauteng (GP) 
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Figure 3-14: Triangulation of data sources 

At the beginning of this work, the researcher reviewed the latest relevant literature about the impact of 

cybersecurity crimes on SMEs in SA to develop a cybersecurity model for SMEs guided by the NIST 

framework. The literature came from accredited journal articles, theses, academic websites (google 

scholar), and databases available on the university's websites, textbooks consulted online and the 

university's library, and other accredited online research websites (Research Gate). The literature review 

determined how other researchers have addressed the research problem. The process assisted in 

articulating the main research aim and objectives, as stated in Section A. The related literature about 

SMEs, cybersecurity risks, prior indicators, cyberthreats, and attacks and protection measures are 

discussed in detail in Section A. The study used keywords to search the latest and related literature. 

After a thorough literature search, the researcher selected a research method that best-suited 

cybersecurity risk management, a cybersecurity framework using the AgenaRisk package with 

Bayesian Network tools to design, develop and evaluate the cyberrisk model for SMEs.  

The following section presents the details of the data-collection methods used. 

3.3.5.1 Interviews  

Interviews were conducted with the two selected research participants to understand what their 

perceptions are about cybersecurity risks, risk likelihood, impact, and protection measures. These 

participants were from the Eastern and Western Cape and were the only experts available for interviews. 

The study participants were contacted via telephone and email and their permission was granted to be 

part of this study. The researcher scheduled appointments a week in advance with the interested 

participants. The researcher asked open-ended questions to address the study's primary aim. Even 

though interviews may be time-consuming and impractical depending upon the numbers, this study 

provided an opportunity to clarify specific questions. The interviews are impractical in the sense that 

most people do not respond to the emails especially during the sudden global Covid19 pandemic which 

quantified the cybercriminals. So, for safety reasons, people are mostly not keen to respond to emails. 

 

 



Page 38 of 224 

 

 Interview Process 

The interviews required a conversation between the researcher and the participant. After introducing 

herself, the researcher provided a brief background about the study and how the participants fitted in. 

The researcher did not use abbreviations during the interview process. Appendix A outlines both the 

research participants who were given a research consent letter. The consent letter briefly introduced the 

study, followed by the research aims and consent to participate. The researcher asked permission to 

record the interview since the information from the interview needed to be documented. The research 

participants were assured that the information shared would be treated with the utmost confidentiality. 

In addition, the interviewees were told that data aggregation would reduce any possibility of the subjects 

being identified. She used a high-quality Sony digital recorder to record the interviews clearly and 

unobstructed. The method of recording was preferred so that the researcher could listen instead of 

writing during the interview session. The duration of the interviews was 25–40 minutes. After the 

process of data collection, the recorded interviews were transcribed.  

The survey data-collection method is explained and the use of a qualitative survey is presented below.  

3.3.5.2 Qualitative Surveys  

The study used surveys as another data-collection method to understand and gather information about 

cybersecurity risks, risk likelihood, impact and protection measures. The online survey was set out in 

Google forms and divided into four sections: the business profile, risk likelihood, risk impact and the 

cyberrisk management plan. Table 3-3 shows that data were collected from respondents in the Northern 

Cape, Free State, KwaZulu-Natal, Western Cape, Gauteng and the Eastern Cape.  

3.3.6 Data Analysis 

The researcher used thematic analysis to analyse the collected survey and interview results such as the 

non-quantifiable information, and interpreted it to produce meaning. The analysis determined the 

business background, cybersecurity risks, the likelihood of risk and risk impact. A sensitivity analysis 

was also done using decision trees, scenario analysis, EMV and protection measures. The information 

was read, interrelated concepts determined and similarities merged where necessary. The analysis 

determined and generated a sense of the experiences of the SMEs with regard to interactions and 

situations. All participants shared their current practices to maintain good cybernetic hygiene in their 

activities. Research questions were used to categorise survey and interview data. The interview data 

collected were transcribed. The completed questionnaire and transcribed interview data were interpreted 

and analysed using narrative analysis. ISO standard 31000:2009 was used to analyse the collected 

qualitative risks. This study triangulated the multiple sources of data to develop an understanding about 

the phenomenon.  
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In addition, the study used the risk management analysis techniques to analyse the collected data which 

is further analysed using the NIST as the cybersecurity framework. Lastly AgenaRisk package was used 

to illustrate the cyberrisk likelihood.  

The following section presents the methodology to describe this study's adopted risk management 

standard. 

3.4 RISK ASSESSMENT 

This work adopted the risk management methodology comprising qualitative and quantitative risk 

assessments.  

3.4.1 ISO 31000:2018 Risk Management Standard 

Figure 3-15 shows the seven phases of risk management, namely communication, and consultation, 

establishing the context, identifying risks, analysing risks, evaluating and treating risks, and monitoring 

and reviewing risks. A discussion of each phase is presented below. 

 
Figure 3-15: Risk management processes - ISO Standard 31000:2009 
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3.4.1.1 Communication and Consultation 

This is the first phase of the ISO 31000:2018 risk management process, which deals with regular 

communication and consultation with stakeholders to understand the current and emerging cyberrisks, 

their nature, their likelihood of occurring, evaluation, and the current treatment used to mitigate the 

risks. Businesses should be clear about their troubling cyberrisks to make informed decisions about risk 

management.  

3.4.1.2 Establishing Cyberrisk Context 

Owing to the multiple sources of cyberrisks available, this phase gathers cyberrisk-related information 

and takes note of potential risks. This phase helps to establish the nature of risk, its source, the potential 

harm, and likelihood of risk.  

3.4.1.3 Identify Cyberrisk 

Cyberrisks are identified according to their nature, source, cause, likelihood, and impact. In this study, 

the risk identification phase helps understand the possible risks that could have a positive or negative 

impact. This phase captures all cyberrisk events experienced and their relationships with each 

participating business sector's perceptions, promoting communication and feedback among the 

stakeholders. These risks help to identify the risk assumptions, causes, and anomalies. Cyberrisk 

identification informs the assessment of the risk consequences and probabilities. This study focuses on 

the cyberrisks experienced by small businesses from different sectors in SA. 

3.4.1.4 Analyse Cyberrisks 

This phase focuses on assessing and analysing the risk probabilities and consequences to determine the 

risk matrix. The risk events are prioritised to establish risk ranking based on the importance of the risk 

and the mitigation thereof. The research used a likelihood scale of 1–5 as values where 1 is for rare and 

5 for certain to happen. The risk impact is measured from low to high. A risk with a high probability 

carries a high consequence, while a risk with a low likelihood carries a low-risk result. All the identified 

risks are categorised and estimated to create the risk matrix and the corresponding risk response.  

3.4.1.5 Evaluate Cyberrisks 

Evaluation of risks helps to prioritise them and allocate the resources effectively. These risks are then 

categorised according to their urgency and frequency. Even though each risk event is assessed to 

evaluate its impact cost, the risk impact is not limited to this criterion. There could be other economic 

and political consequences, but this study examines the monetary values and sensitivity analysis, using 

decision tree analysis (DTA) and scenario analysis. 
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3.4.1.6 Risk Treatment 

This phase develops the options and required actions to proactively enhance opportunities that reduce 

cyberrisks (PMI, 2008). This phase also involves tracking the identified and emerging cyberrisks to 

effectively assess the overall cyberrisk process. Implementing the mitigation process executes proactive 

mitigation actions for the identified risks. 

3.4.1.7 Risk-Monitoring and Review 

Risk monitoring and review monitor the risks, their assessment, and mitigation strategies, according to 

the risk priorities. This phase focuses on systematically tracking and evaluating the risk mitigation 

activities' effectiveness to plan and develop appropriate mitigation strategies. These activities are 

measured against established metrics.  

3.5 RELIABILITY AND VALIDITY 

This study used qualitative assessment research to analyse the likelihood and impact of cyberrisks at 

SMEs in SA. Therefore, it is necessary to consider the reliability and validity of the research methods 

and the instruments of measure used. According to Streiner and Norman (2008), the terms ‘reliability 

and validity’ describe the estimations and minimise the error associated with measurements used in 

specific instruments. The two concepts are mainly used to measure and evaluate the quality of research 

based on the method used in this study. Furthermore, the terms examine whether the technique used has 

measured the intended concept, whether it has fully represented what it aims to measure; the suitability 

of the content, and how the results correspond in a different test of the same thing.  

In this study, reliability is used to measure the consistency of the technique, while validity is used to 

evaluate the method's accuracy. The validity concept helped align the technique's purpose with 

assessing its correspondence to the actual values. The study's reliability and validity rely on the cause-

and-effect relationships and the independent and dependent variables. While the independent variables 

present the cause, the dependent variables present the effect. The 'cause' value does not depend on the 

other variables. The changes in the independent variables determine the 'effect.' Owing to the nature of 

this study, which requires the researcher to evaluate dependent and independent variables, this study 

looked at the cyberrisk causes and the effects caused by those risks. Reliability and validity assess the 

quality of the research method used to conduct this study. The collected data were stored and managed 

as described below for safety reasons. 

3.6 DATA STORAGE AND MANAGEMENT  

Alase (2017) suggests that researchers prepare a sturdy safety system to protect data gathered from the 

research participants. This study designed a safe storage system to keep and manage the collected data. 
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The data management process is conducted and decided before the actual data collection. The research 

used passwords to protect and file the research data for this study. The collected data were organised 

and stored to prevent sensitive and business information leaks. The study prioritised the participants' 

anonymity and kept the data safe to avoid the participants' names and numbers. The transcribed data 

were stored and backed up systematically for interview purposes to minimise distortion. The collected 

data from the participants (audio) were destroyed and deleted after the transcription. The following 

section presents the process of data analysis and interpretation.  

The following section of the study accounts for the reliability and validity of the study. 

3.7 ETHICAL CONSIDERATIONS 

Clarke (1991) addresses the importance of ethical behaviour when conducting research with the 

research participants. This work obtained ethical clearance from the university's ethics committee 

explaining the university rules and regulations for conducting the study. The researcher copied the 

ethical clearance letter to the research participants and attached it to the final thesis. The researcher 

seriously considered the participant's rights, feelings, and well-being.  

(Appendix A presents a copy of the ethical clearance certificate from the Engineering Faculty’s Ethics 

Committee at the Cape Peninsula University of Technology). 

3.7.1 Informed consent and permission 

When conducting research, informed consent is the main ethical issue. Informed consent implies that a 

person should knowingly and voluntarily consent (Armiger, 1977). All participants received the consent 

letter indicating voluntary participation in this study. The signed consent letter represents a legal 

document for the SMEs and the researcher.  

A copy of the consent letter is also attached in the appendix section.  

3.7.2 Confidentiality and Anonymity  

Confidentiality refers to the handling of information concerning the respondents’ confidentiality. 

Research participants received the assurance that their details and the gathered data would remain 

private and confidential. Information collected is stored on a private database and kept anonymous, and 

the research participants are kept anonymous. The study ensures an adequate level of confidentiality of 

the research data. The anonymity of individuals and organisations participating in the research has to 

be ensured. 
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3.7.3 Privacy  

In the ethical consideration context, ‘privacy’ is the freedom an individual has to determine the time, 

extent, and general circumstances under which private information will be shared with or withheld from 

others (Levine, 1981). Among other violations, privacy mainly happens when private and sensitive 

information becomes available to unauthorised personnel without any knowledge or consent of the 

owner. The researcher must ensure that private information is not shared publicly. As a results, 

participants were guaranteed that their information and data collected from them would remain private, 

and anonymous. 

3.7.4 Honesty and transparency 

The researcher was honest and transparent with the participants. The information gathered in this study 

was used for the research. There was no misleading information and representation of primary data 

findings. Communication relating to the research was done honestly and transparently and there was no 

deception about the research aim and objectives. 

3.8 CONCLUSION 

This chapter presented the method of inquiry used to collect, present, interpret, and analyse data. This 

included the selection of the research participants, the data-collection method, and data analysis, and 

sequentially triangulated the qualitative approach to risk management. The study's methodology 

discussed the broader approach used to carry out the work. A qualitative method analysed the SMEs' 

backgrounds, common cybersecurity risks, threats, and attacks.  
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CHAPTER 4: RESULTS AND DISCUSSIONS 

4.1 INTRODUCTION 

This chapter presents the respondents' results and discussed the research questions in the introductory 

chapter, interpreting the collected data analytically and logically to answer the research questions. The 

chapter also analysed qualitative data and accounted for the risk assessment, relevance of the NIST 

framework, and the Bayesian network tools with AgenaRisk. The following section presents the sources 

of data used in this study, followed by the data analysis process used in the study.  

4.2 SOURCES OF DATA 

For this study, there are three sources of data. Interviews and questionnaires present the primary sources 

of data and a literature review of the secondary data. The collected data from the interviews and the 

questionnaire were then analysed, interpreted, and presented using the thematic method and descriptive 

statistics. To develop the conceptual framework, the researcher studied and reviewed the latest relevant 

literature about the impact of cybersecurity crimes in SMEs in South Africa (SA). This secondary data 

was used to re-analyse the collected information so that the researcher could be clear about the 

underlying assumptions and theories about the data.  

The current work focused on small and medium-sized enterprises in various sectors in SA. The focus 

is on businesses with one to 150 employees per business, generating a turnover of not more than R1 

million per year.  

4.3 DATA ANALYSIS 

The data analysis process makes sense and derives meaning from the data that constitute the study's 

findings. Therefore, data analysis makes it easier to manage by organising collected data into categories, 

interpreting them, and looking for recurring trends to determine the significance of relevant information 

(Marzulina et al., 2022). This work mixed the qualitative and risk management standards to answer the 

research questions in Chapter 1. This part of the work unpacks and presents the qualitative data analysis, 

and Section D presents the application of risk assessment, starting with the qualitative followed by the 

quantitative risk assessment and analysis. Thematic analysis was used where the researcher reviewed 

data collected to identify common themes such as models, topics, and ideas of meaning that recur 

several times. The result was analysed using thematic analysis to interpret patterns and meanings of the 

cybersecurity risks SMEs face in SA.  

Data analysis assigns meaning and interprets either qualitative or quantitative elements of information 

that do not have an exact order into significant knowledge and outcomes (Neuman, 2006; Creswell, 

2014). While qualitative data analysis is a scientific method of observation that gathers non-numerical 

data, quantitative analysis is the logical investigation of nature via statistical, mathematical or 

computational techniques (Creswell & Guetterman, 2018). According to Atkins and Wallace (2012), 
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qualitative research involves the close relationship between collecting and analysing data to build a 

rational clarification and interpretation. This study also used descriptive statistics to summarize the 

features from a collection of information. 

4.3.1 Qualitative Data Analysis 

For the qualitative data, the study described the design of the descriptive qualitative survey, analysing 

the relationships of the units and patterns of the similarities and differences in the study context. The 

data analysis interprets accounts, explores the experiences, and makes sense of the data collected. For 

the first research question, the online survey and interview analysis followed the following process: 

 Identified common cyberrisks that SMEs face, especially during the Covid-19 pandemic.; 

 Read and identified the codes with qualitative responses; 

 Identified similar codes to collate and break them down where necessary; 

 Identified the themes in the codes; and 

 Identified the ideas and concepts from the list of themes. 

4.4 RESULTS  

In qualitative research, data collection and analysis allow for a consistent interpretation of the data. Data 

analysis starts by coding every incident into as many categories as possible. As the search continues, 

the data is moved into existing categories, or existing types are changed, and new categories are added. 

The data can be unfocused, repetitive, and overwhelming without continuous analysis. Analysis usually 

results in identifying recurring patterns that cut through the data or into the delineation of a process. 

Consequently, the researcher read the interviews several times to understand the data sets and facilitated 

the interpretation of the small data units further. Next, the researcher compared text segments to identify 

contextual data segments and named and categorised them.  

The collected data were divided into SME background, cybersecurity risks, threats and attacks, 

cyberrisk likelihood and impact, monetary value, and mitigation strategies. The results are divided into 

sections and themes such as: 

(i) SME background,  

(ii) Cybersecurity risks, threats, and attacks, 

(iii) Cyberrisk likelihood and impact, 

(iv) Monetary value, and 

(v) Mitigation strategies  

The following section describes the thematic analysis of the results and presents those using tables and 

graphical representations. 
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4.4.1 SME Background 

Data were collected from the relevant research participants who were familiar with the field of study. 

These respondents use ICT resources for their daily activities. Results revealed respondents' experiences 

with common cyberthreats, attacks, and risks to running their businesses. The SMEs’ experiences 

helped address the research questions presented in the introductory chapter. The diverse SME sector is 

from the Eastern Cape (EC), Free State (FS), KwaZulu-Natal (KZN), Gauteng (GP), Northern Cape 

(NC), and Western Cape (WC). The criteria for the participant selection is that the SMEs should have 

a range of one to 150 employees per business, generating a turnover of not more than R1 million per 

year. 

4.4.1.1 Demographic 

The participant demographic, which includes the province, position of the participant, gender, and age, 

is presented in Table 4-4 below. The participant demographic presents business owners, chief 

information officers, and other IT managers, both females and males between 25 to 55 years old, 

operating in various sectors in SA. As illustrated in Table 4-4, the participants are organised according 

to the provinces. Out of the 45 selected samples, 34 responded to the invitation and participated in the 

study, which presents a 75.5% response rate. 
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Table 4-4: Participant demographic 

Province Participant position Gender Age 

Eastern Cape (8) 

 

 

Business manager Male 55 

IT manager Female 33 

IT manager Male 31 

Business manager Male 43 

Other Female 54 

Chief information officer Male 50 

Other Female 43 

Business manager Female 41 

Western Cape (8) 

 

 

 

IT manager Male 26 

Chief information officer Female 33 

Business manager Female 40 

Other Female 55 

Other Male 38 

Business manager Male 25 

Business manager Female 44 

Business manager Male 29 

Northern Cape (3) Business manager Male 41 

Other Female 33 

IT manager Male 25 

KwaZulu-atal (5) Business manager Male 31 

Other  Male 30 

Other Female 45 

IT manager Female 32 

Business manager Male 36 

Free State (3) IT manager Male 41 

Business manager Female 33 

IT manager Female 39 

Gauteng (7) 

 

 

 

 

 

Business manager Male 30 

IT manager Female 28 

Other Male 33 

Other Male 31 

Business manager Male 47 

Business manager Female 41 

Chief information officer Female 35 

4.4.1.2 Business Sectors 

Respondents were asked in which business sectors the SME operated. Twenty five point eight per cent 

(25.8%) were from ICT, 9.7% from transport and the motor trade, 12.9% from manufacturing and retail, 

9.7% from electricity, gas, and water, 12.9% from accommodation and catering, 9.7% from waste 

management, 12.9% from real estate, 6.5% from community and society and 3.2% from construction, 

as shown in Figure 4-16. 

 
Figure 4-16: Participant SME sectors 
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When asked about the age of the SME, 55% of the participants indicated the age as 1–2 years, 25% 

presented 3–5 years, and 20% 6–9 years, as shown in Figure 4-17.  

 
Figure 4-17: Age of SMEs 

4.4.2 Identified Cyberattacks 

Results showed SMEs are vulnerable and exposed to a range of cyberattacks, as shown in Figure 4-18. 

Businesses experience the following cyberattacks: 96% for loss of computer hardware, 75% for lack of 

skills, 68% for malfunctioning of the systems, 68% for lack of guidelines, 38% for unauthorised access 

to systems, 92% for poor password criteria, 75% for data breaches, 75% for viruses, 21% for worms, 

17% for Trojan, 13% for spyware, 13% for denial of service, 25% for phishing, 65% for criminals and 

24% for the user ignorance as can be seen in Figure 3-22. 

 

 
Figure 4-18: Common Cyberattacks  

Even though SMEs are victims of cyberthreats and attacks, the results show that no company is safe 

from cyberattacks. The shared cyberthreats and attacks expose businesses to various risks presented 

below.  
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4.4.3 Cyberrisks Experienced by SMEs 

Results revealed SME sector experiences relating to cyberattacks, as shown in Figure 4-19. The results 

show that 53% of businesses have suffered from a bad business reputation, 47% from business 

disruption, 88% from poor economic growth and 65% from a loss of client trust, 56% from a lack of 

client trust, and 53% from a loss of intellectual property and 65% for poor business growth. Forty-four 

per cent (44%) of businesses experienced malfunctioning computers and servers, 56% unexpected 

system failure, 32% limited access to resources, and 71% compromised information systems.    

 
Figure 4-19 Business risks 

4.4.4 Cyberrisk Likelihood 

This section accounts for the cyberrisk likelihood amongst the qualitative risks. The results for the 

likelihood of information system risk are presented below. Even though these results will be thoroughly 

presented in the following part of work, this section only presents the participants’ rating responses 

according to their sectors. Further risk assessment and discussion are presented in Section D, Part 1. 

The results are then translated and generated in the risk matrix to determine the severity of the risk. The 

respondents choose from (1) unlikely to (6) certain to happen. Figure 4-20 shows the respondents’ 

response to system failure, email bombing, no backup system, Trojan, and phishing.  
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Figure 4-20: Information system risk likelihood 

Figure 4-21  presents the risk likelihood of human error according to the likelihood ratings ranging 

from rare (1) to certain to happen (6). The respondents identified these risks: risk of fraud or theft, 

lack of skills, stress, understaffing, ignorance, poor decision-making, lack of policies and guidelines, 

and poor use of security measures. 

 

Figure 4-21: Human error risk likelihood 

Figure 4-22 shows cyberrisks were influenced by various risk probabilities. For network and power risk 

likelihood, the respondents share their experiences about the risk likelihood of malfunctioning firewalls, 

unsecured wireless networks, faulty network interfaces, poor electrical connection, outdated antiviruses, 

antispyware equipment failure, and faulty transmission media. The likelihood ranges from rare (1), 
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unlikely to happen (2), a moderate chance to happen (3), likely to happen (4), very likely to happen (5), 

and certain to happen (6).  

 

 
Figure 4-22: Network and power risk likelihood 

 

Figure 4-23 shows the device access and encryption risk likelihood. Respondents shared their 

experiences with the risk of unauthorised access to software, user registration, physical facilities, 

password files, mobile devices, and the absence of device encryption. The likelihood ranges from rare 

(1), unlikely to happen (2), moderate (3), likely to happen (4), and certain to happen (5). Device access 

and encryption risk likelihood included unauthorised access to the software, unauthorised user 

registration, unauthorised access to physical facilities, unauthorised access to password files, 

unauthorised access to mobile devices, PCs, and laptops, and no device encryption.  

 

 
Figure 4-23: Device access and encryption risk likelihood 
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4.4.5 Risk Impact 

Figure 4-24 shows the results that revealed the common cyberthreats that affect integrity, 

confidentiality, and availability compromise businesses, and the risk impact ranges from low (10) to 

medium and high (100). 

 
Figure 4-24: Impact of cyberrisks 

 

Figure 4-25 shows the risk impact of cyberrisks on hardware, network, and policies are data or financial 
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Figure 4-25: Risk impact on hardware, network, and policies 

4.4.6 Expected Monetary Value (EMV) 

Figure 4-26 shows the expected monetary value. When participants were asked about the recovery 

amount, no respondents selected the range of R601 000 to R1 000 000. Seventeen point six per cent 

(17.6%) responded with a range of R10 000 to R50 000, 41.2% selected R51 000 to R100 000, 26.5% 

used R101 000 to R300 000, 14% selected R301 00 to R600 000.  

 

Figure 4-26: Expected monetary value 
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4.4.7 Risk Mitigation Plans  

Figure 4-27 illustrates respondents’ responses to the question of how small businesses manage risks as 

follows: 56% share, 68% transfer, 94% accept, and 76% avoid cyberrisks.  

 

 
Figure 4-27: Cyberrisk management 

The discussions of the results are presented below.  

4.5 DISCUSSION AND IMPLICATIONS 

This study presented the experiences of the SME participants relating to cybercrimes, threats, and 

attacks. The study determined various backgrounds of SMEs, followed by the most common cyberrisks, 

threats, and attacks that the small business sector has experienced. The results revealed the risk 

likelihood further, namely the impact and monetary value of cyberattacks. This section discusses the 

results according to the research question in the introductory chapter.  

 

4.5.1 Nature and Background of the SMEs 

The global Covid-19 pandemic became an opportunity for cybercriminals to gain unauthorised access 
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reasonable number of research participants, especially during trying times and when cyberrisks are 
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productivity. Even though there is management at these businesses, the results showed no dedicated 

cybersecurity personnel in all the selected businesses. Internet usage in the business sector has made 

businesses vulnerable to outside and inside attacks (Iguer et al., 2014). Furthermore, cybersecurity-

related risks affect all institutions and require proactive measures to reduce risks. Consequently, the 

lack of a skilled cybersecurity team at the businesses poses a major threat, resulting in ongoing 

cybersecurity risks at these businesses. 

The selected diverse range of SMEs has been operating and registered on the South African business 

database. These businesses have been running for 1–9 years. Even though the business has been 

operating a long time, it is still not immune to cyberrisks, threats, and attacks. Cybercrimes are common 

among companies, resulting in vast data leaks in all businesses regardless of size (Williams, 2020). 

Cybercriminals focus more on what businesses can offer than the company's size. Some large businesses 

have a strong and reliable infrastructure that promotes safety and security but remain cyber targets. 

Ngwenya (2020) and Ayandibu and Houghton (2017) share the fact that small businesses play a 

significant role in poverty alleviation and job creation and contribute to the gross domestic product 

(GDP). Anderson (2020) and Vuba (2019) state that SMEs significantly increase opportunities for 

employment with a relative cover of 70% to 80% of the employment population.  

The criteria of the selected research participants are small and medium-sized businesses that use ICT 

for their daily activities which have a range of 1 to 150 employees. The sectors are ICT, transport and 

motor trade, manufacturing and retail, electricity, gas, water, accommodation, catering, waste 

management, real estate, community and society, and construction. 

Their experiences with cyberrisks are explained below. 

4.5.2 Common Cybersecurity Risks, Threats and Attacks 

Cybersecurity is an ongoing and fundamental problem (Vakakis et al., 2019). Technology has evolved 

and requires businesses and people to adjust and participate in Internet adoption and usage (Ponsard, 

Grandclaudon, & Dallons, 2018). The increased usage of cyberspace introduces cybercrimes that 

necessitate the consideration of cybersecurity. Businesses and people continue to pay little attention to 

cybersecurity; and, as a result, most people are not computer literate. Some employees have minimal 

knowledge and skills to handle cyberattacks (Uma & Padmavathi, 2013). The main gap between 

individuals and institutions relates to minimal knowledge about the cybertrends, their characteristics, 

the type of cyberattacks, and the potential impact, which is a global challenge. At the same time, 

cybersecurity can be improved by knowing what is vulnerable, what assets are exposed, and what to 

protect (Abomhara, 2015). The next section presents common cybersecurity risks, threats, and attacks 

that businesses experience.  
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4.5.2.1 Cybersecurity Risks  

Cybersecurity is necessary and should be prioritised by all institutions. It's the overall security of people, 

assets, and systems. However, the lack of cybersecurity poses several risks. Cybersecurity in the SME 

sector poses risks caused by network attacks, people (employees or criminals), malware, phishing, and 

minimal enforcement of any guidelines, resulting in a data breach. The results have shown that there 

are common and persuasive risks that compromise cybersecurity. Even though these participating 

businesses do not serve in the same field, their exposure to cyberthreats has a common impact. 

Cybersecurity risk refers to the likelihood of disclosure or loss resulting from a cyberattack or data 

breach. A better and broader definition is the potential loss or harm associated with an organisation's 

technical infrastructure, use of technology or reputation (Agrafiotis et al., 2018; Mottahedi et al., 2021).  

Cyberrisk is the potential harm or loss owing to unauthorised information systems. Cybercrime is a 

computer-generated crime, also known as an electronic crime, introducing new and innovative crimes 

through technology (Sarre, Lau, & Chang, 2018). Cybercrimes are committed through various 

cyberattacks on information systems and networks to expose, harm, and eventually cause data breaches 

(Sovacool & Del Rio, 2020). The thousands of pervasive cyberrisks such as phishing, whaling, fishing, 

and pharming have become the most common types of economic fraud affecting the world and often 

get reported almost daily (Chang, 2013). The increased cybersecurity-related incidents are still rising 

to affect big and small businesses. All institutions are more vulnerable than ever to cybercrime and are 

hacked by organised criminals. Most small businesses become vulnerable to identity theft, theft of 

credentials, and other types of cybertcrimes that provide financial gain. Blue Turtle Technologies 

(2020) explains cybercrimes as a persistent pandemic going after South African businesses, regardless 

of their size.  

Cyberspace has quantified opportunities for cybercriminals by means of a variety of cyberthreats and 

attacks that ultimately become cyberrisks (Sovacool & Del Rio, 2020). The results have shown business 

cyberrisks relating to human, operational, systemic, technical and technological risks. The risks are 

caused by the Internet's openness, which has become the main backbone for communication and 

businesses (Ncubukezi, Mwansa & Rocaries, 2020b). The consequences of the openness of cyberspace 

to both legitimate cyberusers and cybercriminals have necessitated the assessment of cyberrisks at small 

businesses in SA with the purpose of deploying proactive cybersecurity measures. The connection 

between cyberthreats, cyberattacks and cybercrimes is demonstrated in Table 4-5. 
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Table 4-5: The connection between threats, attacks and cybercrimes (Ncubukezi & Mwansa, 2021a) 

4.5.2.2 Cyberthreats and Attacks 

SenseOn's report (2019) states that SMEs are an attractive target in cyberspace for adversaries. SMEs 

in cyberspace have been the victims of cyberattacks. Businesses are exposed to diverse threats, such as 

malicious attempts that damage their assets (Khan, Brohi & Zaman, 2020). Often, networked devices 

are exposed to a range of cyberattacks, namely: human errors, malware, phishing, denial of service, 

data breaches, and network exploitation. These all cause cyberthreats. Some cyberattackers use external 

hard drives, networked or standalone end devices which mainly present an entry point for cybercrimes. 

All devices connected to the network become the primary cybercrime target because they get exposed 

to various cyberthreats. External hard drives for information-sharing sometimes expose businesses. 

Cybercriminals' main focus is on the device's Internet protocol (IP) address. These devices can be stolen, 

intruded upon, made unavailable, or maybe lose their information. The literature indicates that SMEs 

have been the victims of cybercrimes. Indeed, cyberissues affect mainly the information systems, which 

are maliciously attacked using spyware, viruses, and social engineering, amongst others. (Iguer et al., 

2014). Small businesses should implement effective and innovative cybersecurity measures to improve 

and protect the company's production, revenue and growth. Tackling cybercrime can bring real benefits 

to small businesses. As organisations of all sizes move toward driving efficiency through digitising 

processes, business leaders need to redefine how they think about security (Lloyd, 2020).  

There are always many different types of cyberthreats. For example, Khan, Brohi and Zaman 

(2020:395), as shown in Figure 4-28, cited ‘the distributed denial of service, ransomware, malicious 

domains, business email compromise, malicious websites, malware, spam emails, malicious social 

media messaging, mobile applications and browsing applications’. Any form of the above-mentioned 

cyberthreats can affect businesses at different levels. 

CYBERTHREATS CYBERATTACKS  TARGETS CYBERCRIMES 

• Information security threats 

that damage or corrupt data 

• Intrusion 
• Stolen end devices 

• Hacking 

 
 

• Malware (viruses, spyware)  

• Data breaches 

• Denial of Service (DoS)  
• Network exploitation 

• Device exploitation 

• Cyberspace 

• Standalone computer 

• Networked computer 
• Smartphones 

• External data storages 

• Dent business reputation 

• Cause physical damage to 

the devices 
• Disrupt business continuity 

• Increase fraud  

• Cause financial loss 

BUSINESS SECTORS 

Caused 
by 

Through 
Lead to 
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Figure 4-28: Common cyberthreats in the Covid pandemic (Khan, Brohi & Zaman, 2020:395)

   

Cyberthreats threaten businesses, exposing SMEs to significant cyberrisks (SenseOn, 2019). All the 

threats harm or get access to information, business operations, the business environment and business 

assets (Choo, 2011; Kurpjuhn, 2015). The impact of cyberthreats leads to physical damage, financial 

loss, a bad business reputation and a break in business continuity. Moreover, attempted cyberthreats 

result in cybercrimes (Pritom et al., 2020). Most cybercrimes are committed on networked and 

standalone computers to damage and distribute the attack on the network (Herjavec Group, 2019). End 

devices act as an entry point to disrupt business activities by attacking information systems; cybercrimes 

affect networked computers deliberately (Uma & Padmavathi, 2013; Kurpjuhn, 2015; Balan et al., 

2017). Data breaches in certain businesses are the top cyberattacks.  

With technological advancement and demand, small and medium businesses (SMBs) have become the 

main target for various attacks. Reports in 2018 revealed that 67% of SMBs had experienced 

cyberattacks, while 58% of the businesses had experienced data breaches (Ponemon Institute, 2018). 

According to Verizon Enterprise Solutions’ report (2019), 43% of attacks target small businesses, with 

56% of breaches taking longer to discover. The Beazley Group report (2019) revealed the increased 

number of ransomware attacks which amount to 71%. The Federation of Small Businesses in the UK 

reports that the small business sector suffers 10,000 attacks per day (Anon, 2019). With all these 

quantified cyberattacks, 83% of small businesses have inadequate funds for cyberattack mitigation 

(Hashedout Report, 2019).  

Cybercrimes can depend on the Internet or operate independently (McGuire & Dowling, 2013). At 

times, the quantified cybercrimes are through the Internet rather than memory sticks, which infect end 

devices. The Ponemon Institute's report in 2018 categorises dependent cybercrimes such as intrusion, 

malware, or networked computer disruption without the user's knowledge. Verizon Enterprise 

Solutions’ report (2019) highlights the fact that SMBs have experienced many attacks. The growth of 

cybercrimes has become a severe and damaging economic issue for South African organisations 
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(Hubbard, 2019). The increased cyberattacks require proactive plans that effectively mitigate cyberrisks 

and reduce business downtime. 

4.5.3 Plans for Mitigation Strategies  

The results revealed that 19% of the participating businesses share their risks, 23% transfer them, 32% 

accept them and 26% avoid their dangers. Transferring or sharing the risk involves shifting the risk 

consequences with the risks to a third party. Usually, the business has an agreement about handling 

transferred risks. The acceptance of risks is carried out according to the response plan, which accepts 

the outcome of the risk. Avoiding cyberrisks involves proactively revising the business plan to avoid 

potential risks. As part of the response planning, the task team should document all the risk incidents 

and plan their response mitigation actions linked to the responsible personnel. The response plan should 

also contain the results of qualitative and quantitative analysis, the budget and the timeframe allocated 

to each risk response. 

This study adopted the NIST framework to help guide and manage cybersecurity risks in the business 

sector. The NIST framework has tested phases that focus on the improvement of safety and security of 

the hardware, software, people, governance, network, vendors and processes in the business sector. The 

framework is thoroughly discussed and adopted in Section C, Part 1 of this study, while its relevance is 

presented in the section below. 

4.6 NIST FRAMEWORK RELEVANCE IN MANAGING CYBERSECURITY RISKS 

The results showed the SME sector's different strategies to mitigate and reduce risks. Ncubukezi, 

Mwansa, and Rocaries (2020a) state that mitigation strategies are the key elements of maintaining the 

cybersecurity hygiene of the business. The security measures are designed to promote small business 

continuity and enhance production to increase profit, contributing to the main aim of SMEs in the 

country. Likewise, the NIST framework describes the incorporation of its phases into different 

businesses to manage cybersecurity risks and improve business operations. A smoothly run and 

improved business helps to contribute to the GDP and alleviate poverty (Doktoralina & Apollo, 2019). 

Risk mitigation is the process of preventative action to reduce the probability of risk occurrence or 

impact on the project. The results revealed a need to adopt a cybersecurity framework (CSF) guideline 

for SMEs to improve management and reduce cybersecurity risks. The chosen framework explores the 

use of rules, tools, and controls that form an essential part of a successful business. The NIST CSF has 

a detailed set of processes to help the SME sector assess and measure cybersecurity and risk 

management by determining the necessary stages to strengthen them (NIST, 2014). The adoption of the 

NIST in the context of cybersecurity for SMEs is described in Section D.  
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4.7 APPLICATION OF RISK MANAGEMENT STANDARD 

The study adopted ISO 31000:2018 as the risk management standard for all its processes. It becomes 

essential to perform risk analysis and assessment to evaluate and estimate risk occurrence or losses 

influencing decision-making (Zhang, 2013). Risk results from interactions between risk factors and 

risky objects in a system (Grandell, 1991). Although qualitative risk assessment is based on expert 

knowledge, quantitative risk assessment uses mostly mathematical methods (Li, Hong & Zhang, 2018). 

Risk management analysis helps analyse the operational tasks and critical business assets (Shad et al., 

2019). The collected data and the analysis of the results contributed significantly to the alignment of 

the cybersecurity risk framework as well as to the overall risk assessment that evaluated the risk 

likelihood and impact. The results were analysed and presented. The section above accounted for the 

qualitative analysis, while this section gives an overview of the risk management analysis. This process 

is essential for every business. The risk analysis is performed to prioritise the risks in preparation for 

further risk assessment. The top priorities will be assigned to the cyberrisks with high impact and high 

probability.  

4.7.1 Qualitative Risk Assessment to Determine the Risk Matrix 

The global Covid-19 pandemic has exposed and increased technological risks at different institutions. 

The technological risk is often interpreted as the likelihood multiplied by its impact. Cyberrisk 

probability is determined by exploitation and vulnerability (Paté‐Cornell et al., 2018). Cyberrisk is 

the probability of the disruption and vulnerability of private and sensitive business data, finances, and 

their actions in cyberspace, ultimately causing a data breach. Cybersecurity risk is the probability that 

cyberthreats can exploit small businesses and result in vulnerability (Kure, Islam & Razzaque, 2018). 

The results of this study showed different cyberrisks and SME experiences regarding cybersecurity risk 

likelihood and impact. The quantitative risk assessment was performed to determine the sensitivity 

analysis and the EMV. The detailed cybersecurity risk analysis is presented in Section B. 

4.7.2 Quantitative Risk Assessment Techniques  

The study analysed the monetary impact caused by business cyberrisks. The study revealed experiences 

with the funds of businesses to improve and maintain continuity. The economic value is paid to repair 

the business asset or improve a business service. The assets could be tangible and intangible properties 

that are priced at their monetary value. When asked about the financial impact caused by cybercrimes 

in the SME sector, the businesses indicated that they used between R100 000 to R300 000 to restore the 

business to its state. The results showed that companies experienced unexpected device failure, 

disrupted services, phishing attacks, human errors, and poor adherence to cybersecurity guidelines 
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resulting in data breach. These results are analysed further using the quantitative risk analysis in section 

D.  

The collected data built the knowledge base for the AgenaRisk package that performs well-defined 

tasks requiring human intelligence, which relies on mathematical, statistical, and decision theories 

(Boukherouaa et al., 2021). Chapter 7 uses quantitative risk management techniques to analyse the 

sensitivity of cyberrisks. The results of the sensitivity analysis and the Tornado graphs are produced 

using the AgenaRisk package. The study also used the decision table analysis and scenario analysis. 

The literature shows increased use of AI tools in the financial sector, while the expectation of protection 

plays a role in the instant rise of cyber criminals (BoE, 2019). The unexpected Covid-19 pandemic 

necessitated and increased the appetite for businesses to incorporate AI into their services. Supervision 

with AI collects structured and unstructured data, detects early warning, and performs risk profiling. 

Unstructured data analytics identifies potential violations and predicts the cyberrisk in real-time 

(Boukherouaa et al., 2021). For further risk mitigation, the study incorporated AI. More information 

about the choice of AI used in the study is described below and applied and explained further in Section 

C. 

4.8 ADOPTION OF AGENARISK PACKAGE 

Based on the study results, businesses must plan cybersecurity risk management thoroughly. An 

effective way to mitigate risks during the Covid-19 pandemic required intelligent systems which 

proactively detected early warning signs and reduced cyberrisks. Ncubukezi, Mwansa, and Rocaries 

(2020a) suggest using AI tools to proactively mitigate cybersecurity risks and reduce their impact on 

the business sector. Under the AI umbrella, this study adopted the Bayesian network tools, which gained 

popularity in advanced technologies and focused on the probabilistic graphical modeling (PGM) 

techniques for calculating the risk uncertainties using the likelihood of cyberrisk. The BN shapes 

complex scenarios with fewer resources and information. In the cybersecurity context, the AgenaRisk 

package uses the BN tools to determine the probabilistic models about the uncertain situation based on 

random variables assigned to the prior indicators to produce conditional probabilities for the 

corresponding random variables.  

This work aimed to design, develop and evaluate the cybersecurity risk tool for SMEs in SA. The results 

presented revealed the participants’ experiences relating to the business's cybersecurity, which informs 

the design and development of the cybersecurity risk model.  This study used the AgenaRisk package 

with BN tools to illustrate the relationships between the variables which came up from the analysis of 

the collected data. BN is a probabilistic graphical model representing a set of dependent and 

independent variables with conditional dependencies on a directed acyclic graph (Yang, 2019). BN 
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presents the probabilistic conditions, which are yielded by selected prior indicators (Liu et al., 2019). 

Section C describes the adoption of the BN tools with an AgenaRisk package and uses the simulated 

case scenarios to illustrate the relationships with the analysed data variables. These variables 

demonstrate the prior indicators, dependent and independent associations, and posterity indicators.  

4.9 CONCLUSION 

In conclusion, this chapter presented and reported the collected qualitative research findings and 

discussed them further. The study used thematic analysis to analyse and interpret data from the research 

participants. The results were presented according to the themes. The study accounted for the relevance 

of the cybersecurity framework, risk management standards, and the adoption of the Bayesian Network 

tools with AgenaRisk. The NIST cybersecurity framework, risk management standards and the use of 

the AgenaRisk package was accounted. 
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CHAPTER 5: DESIGN OF THE CYBERSECURITY RISK TOOL  

5.1 INTRODUCTION 

The advanced skills deployed by cybercriminals have, in one way or another, threatened all business 

sectors leaving no business immune to cyberrisks. Even though the SMEs find their way into the 

convenient platform that supports information exchange faster, the criminals also find ways to gain 

lucrative benefits, exposing business sectors to various cyberrisks. Consequently, the global Covid-19 

pandemic granted people, businesses and other institutions an equal chance to rely on cyberspace to 

connect (Ncubukezi, Mwansa & Rocaries, 2020a). With the increased presence of cyberusers, criminals 

also gain unauthorised access to various business assets. As a result, cybercrimes have become the 

second-largest risk and constantly attack small business enterprises (Soomro & Hussain, 2019). The 

continued vulnerability of small businesses compromises information and computer privacy, safety, 

and security (Sulistyowati et al., 2020). The exposure to various cyberthreats and attacks poses several 

challenges which threaten diverse areas of business.  

The increased cyberrisks at businesses and other institutions require proactive measures to manage, 

reduce and protect businesses against intruding cyberthreats (Ncubukezi, Mwansa & Rocaries, 2020b). 

The study designed, developed and evaluated a cybersecurity risk tool for small enterprises. This work 

proposed the CSF to manage, control and reduce cyberrisks, especially during the Covid-19 pandemic. 

The structure of the chapter starts with cybersecurity and the role of cybersecurity frameworks in small 

businesses; the NIST framework is described and the proposed framework is also presented and 

concludes with the chapter summary.  

5.2 CYBERSECURITY 

Cybersecurity plays a significant role in this digital era with a society that uses cyberspace to connect 

the personal and business arenas (Torres & Thompson, 2020). The exposure to cybercrimes and attacks 

has increased, especially in the SME sector. Small businesses are the main target for potential 

cybercrimes that affect their economic growth and eventually cause reputational damage (Li et al., 2018; 

Armenia et al., 2021). Hackers use cyberspace to lure and violate security owing to poor adherence to 

the policies and sometimes the absence of security guidelines. Cybersecurity presents a combination of 

risk management approaches, tools, policies, security concepts, and safeguards (Armenia et al., 2021). 

It also presents procedures, actions, training, and best practices (Fernandez de Arroyabe, & Fernandez 

de Arroyabe, 2021) as well as assurance and technologies that share an interest in protecting the business 

environment, people and assets (Van Haastrecht et al., 2021).  
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Research indicates a low motivation for improving cybersecurity for SMEs (Van Haastrecht et al., 

2021). However, the cyberrisk management process is essential for all businesses. There is a significant 

need to adopt a cybersecurity survival strategy to improve business continuity (Armenia et al., 2021).  

5.2.1 SMEs and Cybersecurity 

Cyberspace has gained more attention in modern days. That means since the Covid-19 pandemic, all 

institutions, including SMEs, rely on the Internet to grow and attract clients (Ncubukezi & Mwansa, 

2021). For SMEs, the use of cyberspace brings more flexibility in the sense that the SME sector can 

grow their businesses through the Internet (Li et al., 2018). Staff can multitask to increase productivity 

and innovation (Osborn, 2015) as well as attract new business prospects and increases their 

competitiveness. Considering these benefits of the Internet for SMEs, the literature shows a high 

presence of intruders, which threatens the cybersecurity of SMEs. The sector is vulnerable to various 

crimes owing to a lack of finances and resources to handle cyberrisks and attacks (Gregoriades & 

Karakostas, 2004). In addition, the lack of cybersecurity awareness and knowledge of SME employees 

reduces their appetite to improve attitudes toward cybersecurity (Ncubukezi, 2021).    

The debate has been going on about the connection between cybersecurity and the SME sector (Ponsard, 

Grandclaudon & Dallons, 2018). Various scholars have highlighted the fact that the industry does not 

consider security an essential part of the business. The evidence is that the minimal or no budget caters 

to cybersecurity (Armenia et al., 2021). Ncubukezi, Mwansa, and Rocaries (2020a) explain that 

cybercriminals do not look at the business's size; instead, they focus on the lucrative benefits. As a 

result, during the global Covid-19 pandemic, the rise of cyber criminals was due to their innovative 

skills to compete with cyberusers. The SME managers have a misleading sense of security which opens 

doors for cybercriminals because the risk evaluation is compared with other big businesses rather than 

their loss. Consequently, the SME sectors mostly lack clear cybersecurity guidelines, which could be 

used as a blueprint to enhance security measures and provide good cyber hygiene.  Likewise, the sector 

pays little attention to the cybersecurity policies and processes which could be adhered to (Osborn, 

2015).  

Ponsard, Grandclaudon and Dallons (2018) attest to the poor adherence to cybersecurity policies, rules, 

standards and procedures resulting in a negative outcome. Osborn (2015) highlights the fact that the 

SME sectors have experienced a shockingly high securityrisk that denotes high vulnerability. Malware 

has been one of the main strategies to lure the industry. The SMEs’ online presence exposes them to a 

range of cybercriminals, such as phishing emails which falsely raise hope for better opportunities to 

grow the businesses. In addition, the SMEs' ignorance of the implementation of cybersecurity 
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procedures and lack of awareness increases the chances of exploiting their systems. Consequently, the 

SME sector has become the target for cybercriminals (Ncubukezi, 2021).  

5.2.2 Principles and Guidelines for Cybersecurity Risk Management 

The ISO 27000 standard comprises over 130 security controls in 11 key areas. However, not all rules 

can be applied because the controls and key areas can be chosen according to a professional risk 

assessment. As a result, the SME should verify which standard has too many controls that are not 

relevant to its circumstances. Risk management (RM) is not about running away from uncertainty. 

Instead, the primary focus is on applying appropriate measures to avoid risks. ISO 31000:2018 is one 

of the risk management guidelines or principles that is not specific to a sector. Instead, it works for all 

industries, including public or private, teams or individuals. Organisations use ISO 31000:2018 for 

decision-making,   business operations, performing processes or functions, implementing projects, 

producing products, rendering services, and asset management. ISO also works well with any risks, 

regardless of the nature of the risk and the possible consequences they may carry.  

ISO 31000:2018 offers standard rules and procedures for all organisations to encourage consistency 

and standardisation. Risk management plans and frameworks involve designing and implementing them 

at every organiation based on needs, which include its objectives, background, arrangements, processes, 

procedures, tasks, plans, products, services, assets, and specific practices. ISO 31000:2018 

complements risk management processes in the existing and future standards. It also offers methods for 

supporting and handling particular risks per sector. It, however, does not replace the existing ones and 

does not intend to provide certification.  

5.2.3 Cybersecurity Risk Management in SMEs 

It is always essential to manage cyberrisks in the business sector. Generally, thorough and real risk 

management and control can bring several positive benefits to business sectors. Organisations ranging 

from big to small enterprises could be in private or public industries and enjoy the same benefits. All 

organisations need risk handling to prepare for unexpected downtime or sudden shocks the businesses. 

The business's available resources may reduce unnecessary waste and unexpected cyberfraud. As all 

businesses aim to deliver services, cyberrisk management should increase the production and delivery 

of services in a reasonable turnaround time. Also, proper cyberrisk management helps improve the 

contingency plan, minimise downtime, promote healthy systems, and maintain maintenance activities, 

ultimately lowering costs. Lastly, robust, firm, innovative risk management strategies could improve 

the business and promote a balanced cybersecurity system. 

During the Covid-19 pandemic, SMEs were advised to adopt new technologies such as the Internet and 

related services. However, with the Internet's convenient benefits, most SMEs grabbed the opportunity 
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without clearly understanding the risks which come with it. Nonetheless, the possible risks of exposure 

to cyberrisks relating to a range of cyberthreats and their vulnerabilities were underestimated by SMEs. 

Unfortunately, the situation has led to real challenges for SMEs, and there is a need for transparent 

management of cyberrisks (Alahmari & Duncan, 2020).  

The main aim of cybercrimes is to harm or damage, disturb, interrupt or dent the business's daily 

operations, which ultimately grows the sector (Van Niekerk, 2017). Cybercriminals use different attack 

strategies to gain a lucrative portion of the company, which exposes businesses to various risks 

(Almeida, Carvalho & Cruz, 2018). Risk is one of the challenging elements at SMEs and requires 

business owners to manage it differently. Therefore, risk and management become a warning signal for 

every company, particularly SMEs, which are most vulnerable to business risks (Smit & Watkins, 

2012). The risks are the results of the effect of cyberthreats. Every business should have a cybersecurity 

strategy that improves and enhances the privacy of information and the safety of people and assets. 

5.2.4 Cybersecurity Strategy 

A cybersecurity strategy aligns organisational efforts with an improved attitude toward security 

(Almuhammadi & Alsaleh, 2017). It balances acceptable norms and opportunities presented by the 

Internet. Bell (2017) states that SMEs are uniquely positioned for the usage of cybersecurity techniques. 

SMEs are challenged owing to a shortage of staff and may not designate somebody to execute the 

procedure without an organisational structure. However, owing to the increased cybersecurity 

vulnerabilities, all institutions must have a well-defined and executed cybersecurity procedure. Indeed, 

in spite of the fact that a cybersecurity procedure may not dispense with dangers, it can provide a better 

chance for arranging and assessing the introduction of institutions to security measures (Mierzwa & 

Scott, 2017).  

5.3 ROLES OF CYBERSECURITY FRAMEWORKS 

Generally, frameworks present clear, detailed guidelines, procedures, standards, and rules to protect 

businesses and their systems. The framework addresses the preparedness of the companies, the 

mitigation strategies, and the post-attack strategies to work together in managing, controlling, and 

reducing cybersecurity risks. A framework to mitigate risks should contain activities and a set of 

compliance controls. The literature indicates that the SME sector does not have a budget assigned to 

cyberrisk management, unlike large businesses. Even though most SMEs do not have a structure for 

cybersecurity risk management, it becomes essential for them to have a consolidated transparent system 

and guidelines translated into a framework to manage cybersecurity strategies. The frameworks identify 

what already exists and how they fit in or are adapted for use. For this study, the framework will form 

the core foundation of a cybersecurity standard and strategy at the SME.  
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The frameworks are essential for the small business sector to manage cyberrisks regardless of employee 

awareness and understanding to control and manage cyberthreats. All the frameworks focus on reducing 

and mitigating cyberrisks, human-related activities and shaping people's behaviour when handling 

adversaries and malicious individuals. However, institutions have still not yet adopted the frameworks 

owing to several hindrances that ultimately expose them to a diverse range of cyberrisks that are difficult 

to manage. The framework also helps to conduct a thorough risk assessment for organisations. It 

complements existing commercial administration and cybersecurity measures and gives the 

administration something with which to make informed choices. It is technology-neutral and employs 

pre-existing rules, guidelines and procedures.  

5.3.1 Barriers to Adopting Cybersecurity Risk Frameworks  

The literature identifies the lack of risk management, governance, and awareness as the main potential 

barriers which could hinder the adoption of cybersecurity frameworks in different institutions (Armenia 

et al., 2021). The governance in cybersecurity frameworks promotes continuous risk assessment to 

prepare adequate protection strategies. However, poor governance implementation leads to a flawed 

risk management plan and poor attitudes and awareness, which could be an entry point for emerging 

cyberthreats. Therefore, SMEs need to integrate a culture of good cybersecurity with good 

cyberhygiene.  

In addition, organisations have revealed several other barriers to adopting the cybersecurity 

frameworks: lack of budget, limited computer literacy, little attention to cybersecurity, lack of 

management support, and outdated software and hardware (Nicho & Muamaar, 2016; Bali, 2018, 

Loonam et al., 2020). Even though situations may not be the same for business sectors, the main barriers 

relate to the poor use of technological tools. Other barriers are misalignment of the appropriate tools, 

lack of automotive controls such as a firewall, automatic updates of the antiviruses and anti-spyware, 

poor monitoring, few compliance tools and no dedicated cybersecurity officers (Abdullah et al., 2018; 

Parikh, 2019; Kahle et al., 2020).  

5.3.2 NIST Benefits for SMEs  

Adopting NIST for organisational needs has several benefits that leverage the implementation of the 

cybersecurity framework. The NIST cybersecurity framework can integrate seamlessly with existing 

organisational cybersecurity policies or procedures and align cybersecurity with acquisition processes. 

For example, businesses can incorporate the framework in their cybersecurity risk management, 

organisational cybersecurity evaluation, incident-reporting of the cybersecurity risks, maintaining and 

managing cybersecurity requirements, cyberrisk detection computer programs, and understanding 

cybersecurity risks. 
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5.3.3 Related Studies 

The NIST framework can be effectively used in various settings. Benz and Chatterjee (2020) used 

the NIST framework to develop the methodology for the least mature and most vulnerable SMEs. 

Their study proposed a cybersecurity evaluation tool (CET) with 35 survey questions aimed at IT 

leaders.   

5.4 NIST CYBERSECURITY FRAMEWORK 

The NIST framework originated in the United States (US) as the policy that provides computer security 

guidance for best practices or standard practices that help businesses to evaluate and improve the 

capacity to detect, prevent and respond to all cyberattacks (NIST, 2014). It also aims to improve critical 

infrastructure security. The framework also reduces cyberrisk levels and defines the standard 

methodology for managing cyberrisks. Even though most institutions have defined policies or 

procedures that address cybersecurity, it becomes essential for institutions with more complex 

cybercrimes to adopt the NIST framework to develop and maintain these policies. The NIST provides 

a broader, more balanced form of cybersecurity that suits all business sectors (Cockcroft, 2020). 

This study adopted the NIST framework to develop a cybersecurity tool that offers a solid foundation 

for a useful evaluation of and a list of recommendations for cybersecurity at SMEs. The framework has 

a set of five continuous and concurrent functions that address the different steps for processing 

cyberthreats: Identity, Protect, Detect, Respond and Recover as shown in Figure 5-29 (NIST, 2018: 

online). 

 

Figure 5-29: NIST Cyber-security Framework 1.1 (NIST, 2018: online) 
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Even though the framework cannot help all sectors as a ‘blanket approach,’ the framework's intention 

is not to follow a certain route as it represents the dynamic experiences of cybersecurity risks at most 

institutions. The framework promotes the integration of business with the management of cybersecurity. 

It also evaluates, manages, maintains, and aligns cybersecurity risks (Cockcroft, 2020). In this study, 

the framework provides businesses with ways to describe the state of cybersecurity as well as the ideal 

state of cybersecurity, prioritising security loopholes, improving security, and bringing awareness to 

the system users. 

5.4.1 Relevance of AgenaRisk Package variables to NIST CSF components 

The increased presence of cybercrimes in cyberspace highlights the demand to assess and calculate 

cybersecurity risks to plan effective protection measures. It becomes essential for the SME sector to 

take steps that manage and assess cybersecurity risks (Van Haastrecht et al., 2021). A CSF is necessary 

for any imminent security work (McGraw, 2005). Considering the cybersecurity role in SMEs that 

significantly contributes to the country's economy, it becomes essential to design and develop the 

framework for SMEs using the NIST framework. As documented, NIST is an internationally recognised 

cybersecurity framework (Armenia et al., 2021). As a result, the framework is widely and increasingly 

adopted to strengthen and improve the safety of businesses (Cockcroft, 2020).  

The international framework provides rules, guidelines, procedures, best practices and standards 

for risk management, which has an unchanging point of view for the business setting (Armenia et 

al., 2021). The interest of the study is on the SMEs in SA, which have been faced with an increased 

number of cybercrimes and require guidelines for managing cybersecurity. This necessitates a 

practical and effective model to define the cybersecurity risk profile during these critical times. The 

current work recommends aligning the NIST core functions with the Bayesian network model for 

risk assessment to determine the risk probability and impact. The use of the Bayesian network tools 

incorporated in AgenaRisk package is thoroughly discussed in Section 3, where variables are 

clearly explained. In this chapter, the NIST core components are aligned with the variables used in 

the conceptual model created using AgenaRisk package. The study further developed five 

simulated case scenarios to assess the risk likelihood and impact. The study can benefit small 

businesses interested in managing their cybersecurity risks.  

This work proposes an actionable CSF for small enterprises with guidelines for maintaining minimal 

impact on SMEs. The NIST cybersecurity framework guides the design and development of the 

framework for SMEs in SA. The five core functions of the NIST CSF are used to:  

 Identify business assets, systems, data, people, and capabilities.   

 Protect the business elements to promote the safe delivery of the services. 
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 Detect risk activities to identify the rate of a cybersecurity incident.  

 Respond to acts against the identified cybersecurity event.  

 Recover by identifying actions to reduce the impact of a cybersecurity incident.  

The design of the cybersecurity tool for businesses is shaped by the ideas and experiences of the SME 

sectors. All these framework functions are broken down and categorised into actionable practices 

relating to SMEs. Data were collected from the sample research participants to inform the framework's 

design and development in order to implement the insights gleaned from real-life cybersecurity risks. 
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Table 5-6: Alignment to the NIST Cyber Security Framework 1.1 Core components. (Data source: survey, 2021; NIST, 2018) 

Function Category 

unique  

Category Description of the adopted NIST Phase Survey items  Variable on the model 

Identify ID.AM Asset Management Identify assets such as employees, devices, data, and systems.  Hardware, software, email and application system within the 

business systems should be protected regularly. 

End devices 

Protection level 

ID.BE Business 

environment 

Clarify employee responsibilities, cybersecurity guidelines, risk 

strategies and management to achieve business goals 

The critical infrastructure, as third-party service, should only 

work according to the security guidelines in the emails. 

Physical security 

software 

ID.GV Governance Availability of cybersecurity procedures, policies and guidelines 

to monitor and manage all risks and cybersecurity-related risks. 

Define cybersecurity policies, procedures, guidelines, and 

rules for adequate security. 

Policies, guidelines & 

cybersecurity 

ID.RA Risk assessment Business managers promote business continuity through  

cybersecurity risk management of all business functions.  

Management should identify internal and external 

cyberthreats, attacks and asset vulnerabilities. 

Third-party planned or 

unplanned attacks 

ID.RM. Risk management Make decisions based on cyberrisk, third-party constraints, 

vulnerability, and tolerance.  

Identification of the risk management strategy  

 

Protection measures, 

malware, guidelines 

Protect PR.AC Identity management 

& access control 

Identify, manage, restrict and monitor physical, logical device 

system processes and facility access to guard against unauthorised 

access.  

Use passwords and authentication methods on end devices, 

systems, and emails.  

End devices, policies, 

management, guidelines 

and protection measures 

PR.AT Awareness and 

training 

Offer cybersecurity awareness training, guidelines, and education 

to carry out cybersecurity-related tasks and responsibilities 

effectively. 

Experienced personnel must bear responsibility for the initial 

setup of all systems and devices and deactivating old accounts 

Management, policies, 

guidelines, and protection 

measures 

PR.DS Data security Use the risk strategy to promote integrity, confidentiality, and 

availability of information. 

Awareness of employees to understand cybersecurity risks 

and best practices needed to operate the business's IT systems 

safely. 

End device, employees, 

policies, and guidelines 

PR.IP Information 

protection & 

procedures 

Cybersecurity guidelines or procedures promote the safety and 

security of information, assets, and processes.   

Only legitimate users should access information about 

systems needed and about their jobs. 

End device, employees, 

policies, and guidelines 

PR.MA Maintainance  Monitoring performance of maintenance systems through policies 

and procedures that promote safety and security.  

Management to take responsibility for regularly enforcing the 

change of passwords, system and device setup. 

End device, employees, 

policies and guidelines 

PR.PT Protective 

technology 

Policies clearly outline procedures that promote all business 

assets' safety, security and resilience.  

Regular backup of the critical information, systems and data 

which is periodically reviewed. 

Policies, guidelines, and 

protection measures 

Detect DE.AE Anomalies and 

events 

Detect anomalies and potential attacks through technologies that 

generate an early warning on the system. 

Protection software (antivirus, anti-malware, etc.)  Policies, guidelines, and 

protection measures 

DE.CM Security continuous 

monitoring 

Identify vulnerabilities relating to cybersecurity and their source 

to take proactive protection measures. 

Frequently updates the software, hardware, physical security 

and device encryption. 

Policies, guidelines, and 

protection measures 

DE.DP Detection processes Run penetration tests and deploy proactive systems that will send 

early warning signs.  

Deployment of the proactive detection systems will send 

alerts when the system is attacked. 

Protection measures, end 

devices, policies 

Respond RS.RP Response planning Have a clear guide describing the plan for incident response and 

deploy proactive detection systems that will protect the system 

Use of firewalls against unauthorised access on systems,  

wired  or wireless  networks. 

End devices, policies, 

guidelines, and protection 

measures 

RS.CO Communications The incident management system connects the internal and 

external stakeholders.  

Communicate with all business structures and third parties. Management, employees, 

systems & guidelines 

RS.AN Analysis Clear guidelines about the process of analysis to effectively 

respond to incidents. 

The dedicated IT and cybersecurity personnel can analyse the 

system's security from criminal attacks and malware or 

strengthen its security. 

Management, policies, 

guidelines, and protection 

measures 

RS.MI Mitigation A structured plan to prevent and reduce risks and resolve 

incidents.  

Continuously update hardware and software.  Policies, guidelines, and 

protection measures 

RS.IM Improvements Activities and efforts to improve risks, incident management and 

removing obsolete software or devices.  

Obsolete software or devices should be thrown away or 

disposed of. 

Policies, guidelines, and 

protection measures 
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Recover RC.RP 

RC.IM 

Recovery plan A clear recovery plan and implementation are communicated to 

improve the privacy and safety of the business systems and assets 

Regularly review the system – to back up information and 

processes 

Policies, guidelines, and 

protection measures 
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5.5 CYBERSECURITY AND CRIMINALS 

Cybersecurity is an ongoing and worrying issue that has become more popular in academia. Its main 

focus is on the overall protection of networked connected systems made up of software, hardware, 

people, and data. Owing to the openness of internetworked systems, cyberattacks have become a 

significant inconvenience that requires safety and security measures. Similarly, human factors relating 

to employee behaviour, attitudes, values, understanding, awareness, and actions can compromise the 

business system (Kabanda, 2018). The growing demand and business exposure to cybersecurity require 

risk analysis to become an essential and integral part that supports businesses in controlling and 

managing cybersecurity risks. Cybersecurity becomes the mediating factor between the business and 

its cyberattackers or criminals. Consequently, for information security, privacy and safety, 

cybersecurity stands between the actions and decisions made by the organisation and the criminal's 

actions. Figure 5-30 demonstrates the cybersecurity between the business and intruding cybercriminals.  

 

 
Figure 5-30: Cybersecurity as the mediating factor between business and criminals 

Cybersecurity protects and secures cyber-related assets in light of its role in the business. Cybersecurity 

protects legitimate people and criminals with conflicting interests in business information and 

resources. As the study aimed to design, develop and evaluate a cyberrisk model for SMEs in SA, the 

introductory chapter discussed the research objectives, which mainly focused on determining the 

cyberrisks in the small business sectors. After a thorough analysis of cybercrimes, the study proposed 

the adoption of artificial intelligence (AI), which will help to present various risk scenarios faced by 

the SME sector graphically and their likelihood of risk. The study proposed using the Bayesian 

Network with artificial intelligence (AI), which is discussed below. Yermalovich and Mejri (2020) 

suggest the usefulness and relevance of predicting the different cyberthreats and attacks to identify the 

risk levels.  

5.6 BAYESIAN NETWORK BACKGROUND 

The Bayesian networks (BNs) are sometimes called Bayes networks, Belief Networks, Bayesian Belief 

Networks, or Probabilistic Networks (Sevinc, Kucuk & Goltas, 2020; Verzobio et al., 2021). The BN 
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with AI defines the conditional independencies in the BN and allows class-dependent independencies 

to be determined between subsets of variables (Cai et al., 2018). AI is the art of finding methods for 

solving complex, complicated problems requiring the same intelligence level. Bayes' theorem predicts, 

evaluates the risk, and updates the predicted probabilities of the risk event by incorporating new 

information (Serrano et al., 2018), thus helping to make the right decision based on complex dependent 

or independent data. Thomas Bayes' Model predicts how to determine the probability of the cyberrisk 

and its conditions. The model uses mathematical formulae to calculate the conditional probability of 

the possible cyberrisk cause for a given observed outcome (Aguessy, 2016). The conditional probability 

is computed from knowledge of each cyberrisk, the chance of it occurring and the likelihood of each 

cause's outcome (Gupta, 2017). This study used AgenaRisk package which can produce a graphic model 

illustrating relationships of the variables where learning is performed as well as the classification of the 

variables. 

According to Fenton and Neil (2018), the Bayesian Network uses data to build and influence diagrams 

to illustrate the risk probabilities in the cybersecurity field. The BN assesses the risks by performing 

risk probabilities based on the data and value of information. The use of the BN and its effectiveness in 

cybersecurity is evident when analysing risk uncertainties (Xie et al., 2010). Four types of the Bayesian 

Network are commonly used, so the Bayesian selection from the four types is presented below.  

5.6.1 Bayesian Selection 

There are three entities that make up the multi-entity Bayesian network (MEBN), namely Bayesian 

network (BN), Dynamic Bayesian network (DBN), and the attack-based Bayesian network (De Wilde, 

2016). This study adopted the MEBN, which uses elements to present security threats, indicators, and 

measures, and the DBN. The MEBN and DBN are an extension of the BN even though they take less 

time to generate the BN. The MEDN is relevant because the current research analysed cybercrimes in 

the business sector and also designed and developed the security tool for cyberrisk mitigation that 

requires different influencing variables connected to the effect of risk. Even though risks can be positive 

and negative, the study demonstrated the possible options that yield the outcome. In addition, this study 

used the DBN because the cases presented in Section C, Part 2 are unique for each case and illustrate 

the possible stages in which the risk outcome can be achieved. So the tool required all the risk variables 

with different values connected to produce a cyberrisk. The relevance of the Bayes Network in this 

study is presented below. 

5.6.2 Relevance of the Bayes Network in the study 

AgenaRisk was used with Bayesian Network tools to predict the risk probability for cyberrisks in the 

SME sector. AI also simulates human intelligence processes like computer systems. Human intelligence 
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processes include learning and reasoning (Russell & Norvig, 2010). Learning is seeking and acquiring 

information, including the rules and instructions for using data (Fenton & Neil, 2018). Reasoning uses 

the rules to reach estimated decisions and self-correction. AI represents an area in the computer sciences 

that focuses on the creation of intelligent machines which work and react like humans (Russell & 

Norvig, 2003). The study focuses on the second definition, making the right decisions and finding 

solutions for complex problems.  

This interest in AI will involve how machines simulate intelligent human behaviour, including thinking, 

learning, reasoning, and planning. AI with the Bayesian approach will help determine the complex risk 

scenarios, including the dependent, independent, and exclusive cyberrisk causes, which results in 

decision trees (Fenton & Neil, 2014). The decision trees are the models which presents a tree of 

decisions and the related consequences such as the outcomes of an event and the relationships of the 

variables based on the conditional statements. Also, the model will provide some truth to the meaning 

of the more diverse cyberrisk situations. The Bayesian Model will also determine the cyberrisk caused 

by mutually exclusive and exhaustive events. A new trend is applying the BN theory to risk assessment. 

Theoretically, there is minimal research on Bayesian networks' cybersecurity and data privacy. 

Consequently, it is unclear how the Bayesian network can be effectively implemented in cybersecurity. 

It becomes essential for businesses to predict and determine the likelihood of risk in data breaches. For 

example, businesses could experience data breaches when insiders (employees) perform actions based 

on their attitudes, ignorance and poor decision-making. Similarly, cybercriminals could use the 

loophole caused by poor employee decision-making to access unauthorised data.  

This study has adopted the BNs to determine cyberrisk independent and dependent variables, which 

result in significant data breaches. With the use of this technique, it becomes possible to assess the 

likelihood of data breaches. Even though there are minimal studies on the use of BNs in cybersecurity 

and privacy, this study adopted the BN technique to develop a model that could be used to determine 

risk probability. The adoption of the BN in this study contributes to new knowledge by designing, 

developing, and evaluating a model in which a group’s data breach was observed by means of prior 

indicators, with the business protection measures predicting the likelihood of a data breach at the SMEs. 

As described in the previous section, this model combines accidental employee threats and intentional 

malicious threats. The study presents scenarios that demonstrate different observations based on the 

prior indicators and the best combination of measures that are most likely to minimise the probability 

of data breaches. 

This part of the chapter develops the cybersecurity risk tool for small and medium-sized businesses. 

The work addresses the steps and elements used to design the risk tool to reduce and combat cyberrisks. 

The study performed a qualitative risk analysis by identifying the common risks to SMEs. The 
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quantitative risk analysis addresses the likelihood of cyberrisk and probability of avoiding, reducing, 

transferring, accepting and responding to risks. Designing the model by using the probabilistic graphical 

technique requires a set of variables that could sometimes be interdependent (Jensen, 1996).  

The Bayesian Model defines the Bayesian rule that states that the prior probabilities should be used to 

compute the posterior probabilities. In an equation, Baye’s theorem says the posterior probability is 

P(A|B), which can be computed based on P(A), or it can be presented as the conditional probability 

P(B|A) (Mo, Beling & Crowther, 2009). The technique can be used with any available data to make a 

framework. The Bayesian tool uses the nodes as variables and the arcs present the links that connect 

the variables and the dependencies. 

Equation 1: P (A|B) = P (BxA)xP (A)/P (B) 

The Bayesian theorem treats the group of prior probabilities to the posterior probability in a hierarchical 

network, yielding the second equation. The second equation means that the posterior probability 

presented as P(A) is made of a group of prior probabilities presented as P(A|B1), which continues until 

P(A|Bn), which can be related to P(Bi) values:  

Equation: P(A|B) = P(B xA)xP (A)/P(B) 

The researcher has used the quantitative research approach to generate numerically developed facts. 

The approach quantified the ideas, behaviour and other defined variables from a more significant 

population. The approach formed the knowledge base for AI in combating cyberrisk. The Bayesian 

approach with AI calculates the risk probability using different variables for the dependent and 

independent cyberrisks (Ghasemi et al., 2018). The BN uses the directed acyclic graphs for various 

analyses to demonstrate the risk probabilities and to handle various data sets. (Kabanda, 2020). 

5.7 RELATED WORK 

Even though the prediction of risks and sensitivity analysis using the Bayesian Network is beneficial 

for all sectors, minimal research has been conducted on using the Bayesian Network in predicting 

information and computer-related risks in small businesses. However, some studies have used the 

Bayesian Network in different sectors. Sevinc, Kucuk and Goltas (2020) researched a Bayesian network 

to predict and analyse the most likely causes of forest fires in Southwest Turkey. Their study revealed 

that the month and temperature were the leading influential factors for fire ignitions. Another author, 

Dlamini (2011), used the Bayesian network to estimate the risks of fires in Swaziland. He used the 

geographic information system (GIS) and remote sensing data. His study selected 13 explanatory 

variables processed to generate fire risk maps and analysed them using the BN and the GIS. The results 

of the probabilistic outputs were used to manage and mitigate risks.  
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Cai, Huang, and Xie (2017) present the approaches for diagnosing faults using the BN and provide a 

series of classification schemes. The diagnosis aims to help technicians in Engineering to isolate, detect 

and pick up faults and troubleshoot them. The study used the BN as the probabilistic graphical model 

dealing with uncertainty scenarios. Their paper contributed to the field of fault diagnosis methodology 

with BN and the BN classification schemes in fault diagnosis. Consequently, this study applied the 

Bayesian network to a small business setting to predict cybersecurity risks by enabling uncertain 

scenarios. The Bayesian network graphically presents the identified components and interactions of the 

variables measured in conditional probabilities. The technique is used to illustrate simulated case 

scenarios relating to the cybersecurity risks at the SMEs in SA. The contribution of this work 

demonstrates the importance and brings awareness of cybersecurity risk probabilities and their impact 

on SMEs.  

5.8 AGENARISK WITH BAYESIAN ARTIFICIAL INTELLIGENCE TOOLS 

This study used the AgenaRisk Desktop package on a Windows operating system to design and develop 

cybersecurity risk models and simulated scenario for risk probabilities. The method was founded more 

than two decades ago. Fenton and Neil (2014) explain that the Bayesian network uses decision-support 

software to assess risk probability. AgenaRisk package is in Bayesian Artificial Intelligence (AI), 

specialising in modelling and determining probabilities of complex and risky scenarios to improve 

decision-making (AgenaRisk, 2021). The technique predicts and makes decisions by combining data, 

dependent variables, and general knowledge about simulated scenario cases. Even though the 

AgenaRisk package can be used on various platforms to model risks, this study uses the method to 

model cybersecurity risks at SMEs in SA. 

This study used the BNs in cybersecurity and privacy of business information, demonstrating the 

intentional malicious and employee-generated threats through end devices such as computers or 

smartphones. Malicious threats could gain access to unauthorised business information through the 

business device. This could result from the employee's ignorance in adhering to and applying security 

measures (Ncubukezi, Mwansa & Rocaries, 2021). In the same context, the insiders could ignorantly 

become the weakest link in the business system owing to work overload, stress, inappropriate 

behaviour, poor adherence to security measures or decision-making, lack of awareness or skills and 

lack of policy enforcement (Ncubukezi, 2022a). So, in this work, the BN predicts risk likelihood at 

SMEs in SA. This study has designed the first model based on common sense and relevant literature. 

The researcher grouped the protection measures as a variable for clarity and simplicity and developed 

the risk assessment tool further.  
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The BN is used to design and develop cybersecurity models to understand better and to analyse the risk 

impact and uncertainty in various sectors, including financial, and project management Richardson et 

al., 2019). AgenaRisk is used to visualise the potential outcomes and give a better illustration and 

interpretation of the security risk. The models demonstrate different experiments with nodes, with their 

assigned values, to produce an outcome based on the likelihood of each outcome and the impact. Most 

variables used in the models are dependent. The illustrations demonstrate the probability distribution of 

the variables, which can be iterated at many different times with random inputs using random number 

generators. Outputs of the models determine the probability of each outcome owing to specific 

uncertainties. The aims of the different outputs can inform the planning of a mitigation response. 

5.8.1 Using Collected Data to Plan for Bayesian Network  

This part of the work used data from prior chapters to design the conceptual models. This data has been 

used to inform the database for Bayesian Network simulation, which analyses the likelihood and impact 

of cybersecurity risks at SMEs. Risk likelihood and impact assumptions should occur with existing 

qualitative data. The empirical data for making assumptions will be from past SME cyberrisk 

experiences or historical data. The technique uses random values to simulate the risk likelihood from 

different variables. The model calculates the results by repeating the action multiple times based on any 

other random values and comparing the results of each value. The technique also determines the 

sensitivity analysis using Tornado graphs and decision trees based on the high sensitivity.  

5.9 APPLICATION OF THE AGENARISK IN THE SME SECTOR 

This part of the study used the Bayesian network with AgenaRisk to predict the probability of 

cybersecurity risks caused by planned and unplanned attacks in business systems. This study focused 

on employees' and criminals' cyberthreats and actions. Employee-generated attacks are also known as 

inside or human errors that ultimately result in deletion, loss and data modification (Elmrabit et al., 

2020). Criminals' intentionality compromises the system through planned attacks, while human factors 

are accidental actions influenced by employee ignorance and poor decision-making. 

At the same time, criminals look for a loophole in the unsecured system and deploy malware attacks, 

phishing attacks and other cyber-attacks. A study by Kjærulff and Madsen (2006) suggests considering 

the use of variables when designing the model structure. So these variables are used on the generic 

Bayesian, secondary, Beta, and Alpha models. The ultimate variables selected for the models are the 

primary node, prior indicators, and the measures. So, the problem-related variable information and 

mediating variables were selected with the correct type and are discussed below.  
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5.9.1 Problem-related variable 

The variables produce observations related to the predictions, decisions, and diagnoses. The variables 

pose an interest in the problems to determine the cyberrisk probability that results in the ultimate data 

breach owing to planned and unplanned actions. The variable cannot be observed in isolation or directly; 

therefore, the variable is a problem variable.  

5.9.2 Information variable 

The information variable mainly carries vital information which determines the solution. This variable 

is made up of the symptoms and background information. The symptom information represents the 

results when a problem has occurred. So, in this case, the consequence of the occurrence of the problem 

results in posterior indicators. These consequences are illustrated and discussed clearly in Section C, 

Part 2, using different simulated risk cases. 

The background information presents the prior indicators available before the risk consequence. 

Different risk scenarios are presented in Section C, Part 2, illustrating the background information 

before the ultimate risk takes place. The availability of the background information influences the risk 

probability and consequence in the BN model. The background information and the symptoms can 

connect and influence the risk consequence of a scenario. The last variable used in this study is the 

mediating variable presented below.  

5.9.3 Mediating variable 

These variables are the offspring of the information and problem variables while being the parents of 

the symptom variables. These variables are usually essential for the appropriateness of the model. For 

example, in the BN model, these variables would include the level of protection which covers different 

measures used to protect the entire organisation or business. This variable is also used on the different 

models designed below.  

These different levels of the variables can be connected dependently and independently to form the BN 

model structures. The use of these variables illustrates the different nodes which can be linked together 

even though not all BN models may have the same variables, some having only three variables than 

those shown in Figure 5-31. These variables are also applied in the following sections. As explained in 

the sections above, the prior indicators and the measure variables can influence the probability of the 

risk in the BN model. The effect of probability of the risk results in the posterior indicators showing 

symptoms of the affected nodes and risks posed by a certain case scenario. The models presented below 

demonstrate the use of the different dependent and independent nodes and their ultimate impact. This 

part of the work presents the generic, secondary, Beta, and Alpha models.  
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5.10 AGENARISK PACKAGE FOR CYBERSECURITY TOOL DESIGN 

After the risk management processes, the study further used the Bayesian Network tools in the 

AgenaRisk package to determine cybersecurity risk probabilities, using uncertain variables to answer 

the last research question. The study explored the ultimate and common risks, prior indicators and 

security measures. The researcher also used relevant literature to review the prior indicators of the 

threats and the measures used to mitigate cyberrisks. The key terms used to search for the literature are 

human errors, cybercriminals, threat indicators, cyberattacks and prediction. Section 1 of the study 

presented the literature review with data breaches as the ultimate goal for accidental and planned threats. 

This phase presents the processes used to design and develop the cybersecurity framework for SMEs in 

SA. The cybersecurity framework design steps are from 1.1 to 1.7, as shown in Figure 5-32. 

 Phase 1.1 Use gathered data to build a database and plan the basic model;  

 Phase 1.2 First, design the generic conceptual model; 

 Phase 1.3 Second, design the secondary conceptual model;  

 Phase 1.4 Develop a risk case scenario;  

 Phase 1.5 Gather information for the Alpha Model; 

 Phase 1.6 Design the Alpha Model; and  

 Phase 1.7 Develop a Beta Model.  
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1.1 Use gathered data to build 
database and plan for the 
basic Bayesian network model 

1.5 Gather information 
for Alpha Model 

1.2 First design for the 
conceptual model 
 

1.6 Design Alpha Model 
1.6.1. Validate Alpha 
Model 
 

1.3 Second design for 
the conceptual model 

1.4 Develop five cases of the 
risk scenarios 

1.7 Develop Beta Model 

Figure 5-32: Use of the Bayesian network 

Prior indicators  

Posterior indicators 

Risk = data breach 

Measures 

Figure 5-31: Variables used on the Bayesian network 

models 
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This phase answers Research Question 3 by designing the cybersecurity framework which uses the BN 

tools for SMEs. A first standard structure was created, followed by two conceptual models. The first 

model illustrates the direct and indirect relationships between the measures, prior indicators, and the 

essential variables. The second model was designed in detail, describing the roles of measures and prior 

indicators in information loss. Five different threat scenario cases were used to evaluate the model's 

effectiveness. The two models demonstrate clear and detailed connections between the variables, with 

the second model being more precise than the first model. After completing the two models, the study 

designed the Alpha structure focusing on human errors and criminal threats leading to data loss. At this 

stage, scenario-based cases were developed, demonstrating the simulated threat situation in the SMEs, 

which is the study's primary purpose.  

The data gathered from qualitative risk assessment during the preparation stage and the two conceptual 

models to inform various cases using the Alpha Model. The Alpha Model indicated the risk likelihood 

of the relationships of the nodes between the set variables. The model also showed sensitivity analysis 

that links to the level of influence and absolute degrees of the variables. The likelihood of cyberrisk can 

be adjusted at any time to demonstrate the possible outcomes. The researcher then conducted interviews 

with the information security officers based on their expertise in privacy and security. The idea is to 

understand their view on cybersecurity, including threats (breaches). Suggestions from an interview 

with a security expert informed any revision and review of the Alpha Model and the validation. The 

following phase validated the tool using the Beta Model. 

5.10.1 VALIDATION OF THE MODEL 

This last phase shows that the study has three steps that lead to the final step. 

 Phase 2.1 Use of a business sector as a case;  

 Phase 2.2 Validation of Beta Model; 

 Final stage 
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 Concluding remarks  

Figure 5-33: Validation of the model 



 

Page 82 of 224 
 

In this phase, the researcher validates the usefulness of the Beta Model in the SMEs in SA, which 

addresses the last research question. Moreover, the study performed the final stage by developing the 

generic conceptual cybersecurity model in Figure 5-33. Two information security officials were 

selected and interviewed to validate the usefulness of the Beta Model and discuss the practical 

implications further. 

Final phase: An Alpha and a Beta Model were used to develop a general model that could be adjusted 

for multiple threats.  

 

After performing risk management, the study adopted the NIST cybersecurity framework. The selected 

framework explored the rules, tools, and controls essential to a successful business. For the success of 

this work, SMEs need to adopt a framework to improve management and reduce cyberrisks based on 

the recognised standards and guidelines.  

5.11 CONCLUSION 

Cybersecurity in the business sector has been an ongoing debate. Even though many scholars have been 

engaging with the topic, minimal attention is paid to the security aspect of the small business sector. 

The evidence is in the inadequate finances reserved to save businesses from cybercriminals. This 

chapter looked at the state of cybersecurity, NIST as an internationally recognised cybersecurity 

framework, and how the NIST framework is applied in this study and SME context. It is recommended 

that the application and implementation of the NIST framework in the small business sectors to align 

with the existing controls. Its adoption would improve the state of cybersecurity, employee awareness, 

and training, thereby aiding the extensive implementation of cybersecurity as well as improving 

business security by proactively mitigating various cyberattacks.  

In addition, the chapter accounted for the use and adoption of the AgenaRisk package with Bayesian 

Network tools that proactively reduce, and mitigate the increasing cyberrisks. The chapter further 

presented the adoption of the AI application through the use of AgenaRisk package specialising in 

modelling and determining cybersecurity probabilities of complex and risky scenarios to improve 

decision-making. The history and the relevance of the Bayesian network are discussed, including the 

related studies which successfully used the technique in their context. 
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SECTION C: TOOL DEVELOPMENT AND 

SIMULATION OF CASE SCENARIOS 

 

 

This section consists of Chapter 6 which presents the tool development and simulation of the real-life 

case scenarios using the AgenaRisk package with Bayesian Network (BN) tools. Cybersecurity tools 

developed are presented as models, namely: Generic, Secondary, Beta, and Alpha models. Each model 

illustrates the nodes, prior indicators, elements, and discussion. In addition, the section evaluates the 

risks by simulating different real-life scenarios such the end devices, human errors, malware, phishing, 

and adherence to the policies and guidelines. Each case scenario showed the different nodes used, 

relationships, and the ultimate results. 
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CHAPTER 6: DEVELOPMENT OF CYBERSECURITY RISK TOOL 

6.1 INTRODUCTION 

This chapter focuses on the development of the cybersecurity risk tool for SMEs. This chapter addresses 

the last objective that proposed the design, development and evaluation of the cybersecurity risk tool 

for SMEs in South Africa (SA) using the probabilistic technique. The illustration of the dependent and 

independent cyberrisks, their potential influences or prior indicators and the measures to be 

implemented are accounted for. This work identified the variables used to determine the risk probability 

using the Bayesian Network with the AgenaRisk. The study designed and developed different models 

to illustrate the risk probability for other cases. The study evaluated the models further by consulting 

security professionals for further guidance to improve the generic models.  

A generic model, secondary model, Beta model and the Alpha models are presented with the model 

structure, effective nodes, prior indicators and the measures. All these models are used further 

discussed. 

6.2 GENERIC MODEL  

This study used graphical models to illustrate the design and development of cybersecurity risk in the 

SME sector. These visual models illustrate the relationships between the identified dependent and 

independent variables among cybersecurity threats, attacks, vulnerabilities, and exploits that have 

become the key players in determining the cyberrisk likelihood and risk impact. The researcher created 

a generic model structure with different variables and dependencies that can be customised to predict 

risks, as illustrated in Figure 6-35. Figure 6-34 illustrates prior indicators, measures, and the possible 

risk of an ultimate data breach as the main variables used to design the model in Figure 6-35.  

 

 

 

 

6.2.1 Generic Model Structure 

Figure 6-35 shows the complete generic model with essential connected nodes, prior indicators, and the 

measures demonstrating the generic Bayesian Model used by any sector that experiences cyberthreats 

and attacks. The model shows different nodes connected to produce a probabilistic outcome. The 

discussion of the generic model is presented below. 

Prior indicators  Measures 

Risk = data breach 

Figure 6-34: Variables for the BN structures 



 

Page 85 of 224 
 

 
Figure 6-35: Generic Bayesian model 

6.2.2 Different nodes 

As shown in the model in Figure 6-35, the three identified nodes (data breach, planned activities, and 

unplanned activities) illustrated in Table 6-7 inform the model's ultimate goal. The variables use Boolean 

values (true and false). The primary problematic variable is the data breach which results from the 

planned (criminal) and unexpected (accidental) activities which trigger the threat level. The impact of 

these activities is described and shown in the simulated human error case study in the following part of 

the work. 

Table 6-7: Main node and values 
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Node Selected type Values  

Information loss or data breach Boolean [True, False] 

Accidental or planned activities Boolean [True, False] 

Criminal or unplanned activities Boolean [True, False] 

6.2.3 Prior indicators 

The prior indicators represent the actions taken by the criminals and employees to breach the system. 

Likewise, prior indicators are opportunities resulting from the system security loopholes. Table 6-8 

shows that prior indicators are the motivation or opportunity to compromise the system and increases 

the threat level. The threat level determines the extent of the exploitation of the system. These variables 

are ranked with values high, medium to low.  

Table 6-8: Prior indicator nodes and values 
 

Prior 

indicators 

Prior indicators Selected type Values  

Motivation Ranked [High, Medium, Low] 

Threat level Ranked [High, Medium, Low] 
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6.2.4 Measures 

Table 6-9 shows the five measures that need to be considered: protection level measures, technical 

measures, cybersecurity awareness measures, physical measures, and instructional measures. The 

protection level is ranked high, medium, and low, while other measures use the Boolean values of true 

and false. The protection level is the overall security of the business at all levels. Technical measures 

strengthen the hardware, software, and encryption. This measure uses multifactor authentication or 

encryption techniques to protect and secure systems. Cybersecurity awareness measures require regular 

awareness training and training programmes that constantly remind and equip system users. Physical 

measures cover the environment's safety and security where the computers and other business assets 

are stored. Lastly, instructional measures are the ability to use the available policies, procedures, rules, 

standards, and guidelines when using business assets. 

Table 6-9: Measure nodes and values 
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Nodes Selected type Values  

Protection level Ranked [High, Medium, Low] 

Technical measures Boolean [True, False] 

Cybersecurity awareness measures Boolean [True, False] 

Physical measures Boolean [True, False] 

Instructional measures (guidelines and procedures) Boolean [True, False] 

6.2.5 Discussion of the Generic Conceptual Model 

This section presented the generic conceptual model any business sector could use in different 

cyberthreat cases. Each cybersecurity risk can have multiple measure nodes and prior indicators. For 

each case scenario, it becomes essential to use related information, which will be on the conditional 

probabilities table (CPTs). As shown in Figure 6-35, the top nodes on the model do not directly 

influence the risk outcome. The directly connected node is more effective in determining the overall 

risk likelihood and impact. So, for the use of the generic model, the business sectors must use the nodes 

appropriately when creating the model structures. The model in Figure 6-35 should effectively assess 

the sensitivity analysis. 

6.3 SECONDARY MODEL 

In the previous section, the study presented the basic or generic model. This section presents the second 

model, which is an extension of the generic model. The complete generic model with connected 

elements is shown in Figure 6-36. The model has dependent and independent variables that illustrate 

the risk likelihood in the business systems.  
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Figure 6-36: Second conceptual model or Secondary Model 

6.3.1 Elements of the Secondary Model 

This model extends the basic model illustrating the risk likelihood based on the varying inputs to 

generate and output goals. There are dependent and independent variables that make up the secondary 

model. Each variable or node carries a randomised value. The various elements of the second model are 

discussed below. 

6.3.1.1 Secondary Model nodes 

The basic nodes for the second model are the planned or unplanned attacks and the successful 

cyberattack shown in Figure 6-36 and Figure 6-38 and illustrated in Table 4-10 and Table 6-7. The 

variables use the Boolean values (true and false) and the ranking (high, medium, and low). A successful 

cyberattack results from planned or unplanned attacks on the system. The attacks are caused mainly by 

outsiders, the criminals, and insiders, the employees.  

Table 4-10: Secondary Model basic nodes and values 
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Node Selected type Values  

Planned attacks Boolean [True, False] 

Accidental attacks Boolean [True, False] 

Cyberattack Ranked [High, Medium, Low] 

 

6.3.1.2 Secondary Model prior indicators 

A list of the prior indicators is shown in Table 6-11 with the selected type and their values. The indicators 

represent the influences that enable criminals to perform both planned and unplanned activities in the 

business system. These prior indicators are the opportunities that expose businesses to threats and 

compromise security vulnerabilities. The prior indicators are the motivation and opportunity to 

compromise the system. This systemic compromise can expose the level of the employee, skills and job 
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description, the availability of cybersecurity training, and employee capability. It becomes a threat that 

determines the exploitation of the system and exposes employee attitude. The indicator variables are 

ranked with values high, medium and low, yes or no, technical, general and administrative, committed 

and not committed.  

Table 6-11: Secondary prior indicator nodes and values 
 

 

 

 

 

 

 

Prior 

indicators 

Prior indicators Selected type Values  

Motivation Ranked [High, Medium, Low] 

Employee skills Boolean [True, False] 

Training availability Boolean  [True, False] 

Capabilities Ranked [High, Medium, Low] 

Job description Labelled [Technical, General, Admin] 

Employee attitude Ranked [Not committed, committed] 

Economical Boolean [True, False] 

Client trust Boolean [True, False] 

Growth Boolean [True, False] 

System Boolean [True, False] 

Business System Ranked [High, Medium, Low] 

Current system Labelled [Good, Bad] 

Competitive Boolean [True, False] 

Opportunity Ranked [High, Medium, Low] 

Threat level Ranked [High, Medium, Low] 

6.3.1.3 Secondary Model measures 

Table 6-12 shows the Secondary Model measures: adherence, compliance, up-to-date software, 

protection level, physical measures, encryption, and instructional measures (policies). Adherence and 

the protection level are ranked high, medium, and low, while the rest of the measures have Boolean 

values, true and false. Adherence and compliance focus on applying the given guidelines thoroughly, 

standards, rules, policies and procedures that govern the protection and use of business resources. The 

protection level is the business's overall security at all levels, while the physical measures present the 

safety of the hardware resources. Physical measures cover the environment's safety and security, where 

the computers and the business assets are hardware-related. Encryption protects and secures business 

systems by encoding digital data using the password as a key and mathematical techniques to decrypt 

information. Lastly, instructional measures present the policies, procedures, rules, standards, and 

guidelines that guide and govern the use of business resources. 
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Table 6-12: Secondary measure nodes and values 
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Nodes Selected type Values  

Adherence  Ranked [High, Medium, Low] 

Compliance Boolean [True, False] 

Up-to-date software Boolean [True, False] 

Physical measures (End devices)  Boolean [True, False] 

Protection level Ranked [High, Medium, Low] 

Encryption Boolean [True, False] 

Instructional measures (policies) Boolean [True, False] 

 

6.3.1.4 Discussion of the Secondary Model 

Owing to the growing demand for the Internet for business growth and visibility, the small business 

sector faces various threats and attacks that compromise information safety and security. According to 

Figure 6-36, some attacks result from insiders and outsiders. The Secondary Model in Figure 6-36 

extends the Generic Model presented in Figure 6-35. The Secondary Model has added more variables, 

illustrating the ultimate loss of information from the business systems. Even though there are dependent 

variables, prior indicator variables are influenced by the actions in the business system. For example, 

the motivation variable is influenced by economic growth, client trust, business growth, and competitive 

factors, which motivate the decreased safety and security of the business.  

Even though there are other factors, such as employee attitudes, the business system state, or employee 

skills, the model reveals the importance of awareness and training as essential elements that help to 

improve the business system (Ncubukezi, Mwansa & Rocaries, 2020b). Employee attitudes could result 

from human errors owing mostly to ignorance and lack of skills, which determines the level of skill and 

awareness. The insiders are the employees from various departments in the business sector. The 

outsiders are cybercriminals who perform the planned attacks, which increase the threat levels based on 

the opportunities from the insecure systems. Systems can be less secure owing to poor adherence, lack 

of compliance, and user awareness of programmes and awareness training.  

The ultimate cyberattack increases the threat level, which exposes the business systems owing to the 

lack of or minimal implementation of security policies. This means a lack of detailed documents with 

security guidelines, procedures, rules, and standards has an effect on the systems’ safety, privacy, and 

security. For every business, there should be involvement of the management team that will enforce the 

use of regularly reviewed guidelines. The threat level increases when the protection level gets 

compromised, when there is no device or physical protection, the software is outdated, and encrypted 

digital data are not used.  
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The following section presents the Beta Model, which results from the designed Generic and Secondary 

Models. 

6.4 BETA MODEL AND ITS STRUCTURE 

The Beta Model is the development and extension of the Generic and the Secondary Models based on 

the security expected from the industry. The interviewed cybersecurity experts suggest the variables 

used in the model. These variables are connected to produce the ultimate results. The elements of the 

model illustrated in Figure 6-37 are clearly described in the following section. 

 

Figure 6-37: Beta Model 

6.4.1 Elements of the Beta model 

The variables used in the Beta model are divided into the basic nodes, prior indicators, and the measures 

discussed below. 

6.4.1.1 Beta Model different nodes 

The Beta Model's basic nodes are the data breach, malicious attacks, system failure, and capability 

failure, as shown in Figure 6-38 and illustrated in Table 6-13. The nodes have different variables that 

use Boolean values (true and false) and ranking (high, medium, and low). The primary problematic 

variable is the data breach resulting from the system failure (because of the minimal implementation of 

the organisation's security measures for its assets) and the malicious attacks, which are unplanned 

attacks from employees and criminals.  
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Table 6-13: Beta Model basic nodes and their values 
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Node Selected type Values  

Data breach Boolean [True, False] 

Malicious attacks Boolean [True, False] 

System failure Ranked [High, Medium, Low] 

 

6.4.1.2 Beta model prior indicators 

Table 6-14 shows the prior indicators of the Beta Model with their selected types and values. These 

measures include employee skills, risk opportunity, capability, attitude, motivation, finance, employee 

stress, and available resources. Employee attitude and motivation are ranked high, medium, and low, 

while the rest of the measures are valued as the Boolean variables, true and false. The skills present the 

computer literate, cybersecurity skills, and user awareness when on the business system. An opportunity 

for a threat or a risk is based on implementing safety measures to secure and strengthen the system. If 

a business system is not secured, then the system will be vulnerable to threats. The capability variable 

is influenced by the employee's skills and security awareness level. Employees with minimal knowledge 

could expose the business to various threats through ignorance, human errors, lack of technical skills, 

and employee-related stress.  

Furthermore, some knowledgeable employees could risk the system as they can intentionally exploit it 

for personal gain. At the time, the employees become the weakest link in the system (Ncubukezi, 

2022a). Employee attitude can be determined by the level of stress employees have and the individual 

employee’s behaviour. Employee stress could be related to understaffing and lack of skills resulting in 

negligence when working on the system. The motivation variable in the model is influenced by the 

availability of resources, finance, and employee attitude. Both insiders and outsiders have equal means 

to expose the business system, which violates the system's privacy, integrity, and confidentiality. Most 

criminals are after lucrative benefits such as financial gain, information, and resource availability. 

Business resources become exposed to cyberrisks when they are not properly secured.  

Table 6-14: Beta model priority indicators 
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Node Selected type Values  

Opportunity Ranked [High, Medium, Low] 

Capability Ranked [High, Medium, Low] 

Skills Boolean [True, False] 

Employee attitude Ranked [High, Medium, Low] 

Motivation Ranked [High, Medium, Low] 

Finance Boolean [True, False] 

Employee stress Boolean [True, False] 

Resource Boolean [True, False] 
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6.4.1.3 Beta Model measures 

According to Table 6-15, the Beta Model measures the variables that influence and promote security in 

the business sector. These measures are information security, organisational security, device security, 

system, and resource protection. Every business should protect its data and information from 

unauthorised access, modification, deletion, and data loss. When information security is compromised, 

it affects the security principles such as confidentiality, integrity, and authentication (Ncubukezi, 

2022b). Organisational security includes all the safety and security aspects that strengthen the business, 

people, and resources. So this factor requires strong management that will strengthen, enforce and 

review the organisational standards, including the rules, procedures, and policies that guide the use of 

every resource in the business system (Ncubukezi, Mwansa & Rocaries, 2020b). In addition, 

management should always educate its employees about the safety and security of the business assets, 

which includes the employees themselves. The increased demand for the Internet in the business space 

has quantified the crimes and requires proactive measures to reduce risks. 

With the increased demand to use gadgets, it becomes essential for businesses to strengthen their level 

of security of the devices, both portable and standalone. The devices present the primary need and 

recipient for businesses which should use all possible measures protecting them against unauthorised 

access and loss of the device. Similarly, the entire system should be protected, including the network, 

folders, and files to which employees have access. Equally, the same applies to access to the network 

resources, which requires protection, blocking incoming and outgoing traffic.  

Table 6-15: Beta Model measures 
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Node Selected type Values  

Information security Boolean [True, False] 

Organisational security Ranked [High, Medium, Low] 

Device security Ranked [High, Medium, Low] 

System protection Ranked [High, Medium, Low] 

Resource protection Boolean [High, Medium, Low] 

 

6.4.1.4 Discussion of the Beta Model 

The Beta Model extends the Secondary Model, which illustrates the risks and motivating factors 

initiated by insiders and outsiders in the business system. The model showed the basic nodes, prior 

indicators, and the connected measures to achieve an outcome. Even though the risk can be positive and 

negative, the model demonstrated the likelihood of the positive and negative risks as well as the risk 

likelihood resulting from the mediating factors in the business system. 
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6.5 ALPHA MODEL 

SMEs have become the main target for common data breaches (Richardson et al., 2019). The Alpha 

Model is the extension of the conceptual models, which consists of different nodes, prior indicators, 

and measures. This model has the Conditional Probability Table (CPT) of the nodes linked to form a 

Bayesian Network. These nodes are connected to demonstrate cyberrisk probability in the SME sector.  

Some of these nodes are based on the information presented in the basic and secondary models. The 

first leg of the model contains finance, resources, and employees. These business departments have 

been selected as the business's most critical and vulnerable departments. These departments motivate 

the actions performed on the system based on clear business policies, rules, and guidelines that govern 

and guide the usage of the business resources. Negative actions carried out on the system result in the 

entire system's failure. In addition, human errors in the systems can be caused by the level of employee 

stress when working on the system. However, the model has been simplified to three states which are 

rated low, medium, and high, which will help perform the calculations.  

The second leg focuses on the availability of cybersecurity training and awareness in the business sector. 

Security training and awareness improve the security of the business assets, including employees. The 

increased level of understanding reduces the risk probabilities. In contrast, the minimum efforts or 

absence of security training in the SME sector increases the probability of risks, resulting in data 

breaches. Similarly, the number of employee skills determines the employee capability for the activities 

that can be performed on the system. Consequently, the employee capability can either lead to the 

system failure or to the opportunity that motivates a data breach. The opportunity presents the amount 

of vulnerability based on the presence or absence of organisational security, device security or data 

protection, which all protect the business resources and reduce opportunities for risk.  

6.5.1.1 Alpha structure 

This structure comprises various nodes, prior indicators, and the measures presenting the dependent and 

independent variables, which connect to illustrate risk probability resulting in data loss. The Alpha 

Model in Figure 6-38 presents three legs that ultimately connect to form a successful data breach. These 

different legs are explained below and divided according to the nodes, prior indicators, and measures.  
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Figure 6-38: Alpha Model 

The different nodes used in the model are presented below. 

6.5.1.2 Alpha-model different nodes 

The basic nodes for this model are system failure, opportunities, capability, and data breach, as shown 

in Table 6-16 to inform the model's ultimate goal. The variables use the Boolean values (true and false) 

and the ranking (high, medium, and low). The primary problematic variable is the data breach resulting 

from the opportunities (because of the minimal security of the organisation and its assets), employee 

capability, and system failure.  

Table 6-16: Alpha basic nodes and their values 
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 Node Selected type Values  

Data breach Boolean [True, False] 

Opportunity Ranked [High, Medium, Low] 

Capability Ranked [High, Medium, Low] 

System failure Ranked [High, Medium, Low] 

6.5.1.3 Alpha Model prior indicators 

The prior indicators represent the actions taken by criminals and employees to breach the system, while 

prior indicators are the opportunities resulting from the system security loopholes. Table 6-17 shows that 

initial indicators are the motivation or opportunity to compromise the system, which creates the threat 

level. The threat level determines the amount of exploitation of the system. These variables are 

motivation, security training, system failure, skills, finance, resources, employee attitude, and employee 

stress. These variables are ranked with values from high, medium to low. Some of these variables are 

Boolean values, true and false.   
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Table 6-17: Alpha Model prior indicator nodes and values 
 

Prior 

indicators 

Prior indicators Selected type Values  

Motivation Ranked [High, Medium, Low] 

Security training Ranked [High, Medium, Low] 

System failure Ranked [High, Medium, Low] 

Skills Ranked [High, Medium, Low] 

Employee attitude Boolean [True, False] 

Employee stress Boolean [True, False] 

Resources Boolean [True, False] 

Finance Boolean [True, False] 

Threat level Ranked [High, Medium, Low] 

 

6.5.1.4 Alpha Model measures 

As shown in Table 4-18, the Alpha Model measures are organisational such as the device, data, policies, 

and resource protection. All these variables are ranked high, medium, and low.  

Table 4-18: Alpha-model measures 
 

 

Measures 

 

 

Prior indicators Selected type Values  

Organisational protection Ranked [High, Medium, Low] 

Device protection Ranked [High, Medium, Low] 

Policy protection Ranked [High, Medium, Low] 

Resource protection Ranked [High, Medium, Low] 

Data protection Ranked [High, Medium, Low] 

6.5.1.5 Discussion of the Alpha Model 

The quantification of cyberattacks owing to the rapid use of the Internet requires the intervention of AI 

(Artificial Intelligence) that performs beyond what the human mind can do. The final Alpha Model 

illustrates the different variables, basic nodes, and the measures connected to show the risk probability 

of the ultimate data breach. The model illustrates the importance of security measures in businesses. 

Organisations should have a detailed living document like a policy that guides the use of the business 

resources and protects the employees. The absence of these business guides leads to a failing business 

and quantified risks. Likewise, the organisation should have a person responsible for implementing, 

enforcing, and reviewing to constantly improve the business security of the assets, resources, and 

personnel.  

Businesses should also pay serious attention to device protection to avoid risks. The end devices present 

the primary assets used to store and retrieve information. Therefore, every device needs to be captured 

on the asset register with a unique code and have some form of security that will guard and protect 

against unauthorised access, usage and theft. The safety of the devices should also protect valuable data 

and stored information. Some devices may be standalone, while other devices may be networked. In 

the cases where devices are standalone, they might be vulnerable to cyberrisks through the use of 
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external devices for information exchange and sharing. In addition, when a device with inadequate 

security measures is stolen, the perpetrators can have full access to the sensitive and private information 

stored on the devices, resulting in a major data breach. 

On the other hand, networked devices are likely to be exposed to a range of cyberrisks owing to the 

inadequate implementation of security measures at the device level. For example, the device can be 

exposed and become vulnerable to viruses, spyware, and other security breaches. A resource presents 

the networking device that enables the business system's service. A failure to secure a resource exposes 

the resources and other devices connected to that resource. So it becomes essential for every business 

resource to be protected to ensure the safety of the transactions, information, and services.   

 

6.6 DEVELOPMENT OF THE SIMULATED RISK CASES 

The simulated risk scenarios are based on the collected data for five common cyberrisks. The data used 

was collected from the participants and analysed using the scenario analysis. The analysis method 

focuses on predicting the probability of the risk occurring or the risk consequences (Kishita et al., 2016). 

It also helped to explore future trends in a specific period. One of the key stages when using scenario 

analysis is to identify the future trends, uncertainties, and the key factors that disturb the main plan. The 

last objective of this study focuses on the use AgenaRisk package to determine the risk likelihood of 

various cyberrisks to which the SMEs are exposed. The collected data was used to develop the 

knowledge base for five common cyber-attacks.  

Using the Bayesian network technique, these simulated scenarios are presented in a graphical form, 

analysed, and connected on the AgenaRisk package. Each cyberrisk case provides a background 

scenario of the risk likelihood and its impact. Each case illustrates the variables used, connections of 

the variables, and prior and posterior indicators (risk likelihood and effect). The simulated risk scenarios 

used in this study are based on real-life cases of SMEs facing uncertainties in their future business 

operations, especially after the Covid-19 Pandemic. This technique is applied to guide risk mitigation 

for any possible risks and bring insights to future cases.  

6.6.1 CYBERSPACE AND ITS SECURITY 

Owing to the global lockdown as a result of the Covid-19 pandemic, people and institutions working at 

home under the ‘new normal’ and businesses used cyberspace to perform their daily activities. Ideally, 

cyberspace offers benefits to all its users. The openness of the convenient use of cyberspace grants equal 

access to intrusion of persistent cybercriminals. Therefore, the effective use of cyberspace requires 

proper cybersecurity for all transactions. Cybersecurity is a multidimensional aspect of the business 

involving cyberspace, information security, personnel, and cybersecurity, which forces organisations to 



 

Page 97 of 224 
 

protect all the aspects that promote and protect assets. The protection of cyberspace necessitates 

businesses to identify and protect it. 

 
Figure 6-39: User processes during information processing (Source: Ncubukezi, 2021b) 

Even though businesses perform different activities, they all use the same technological platform 

(cyberspace), making it an integral part of the business. Figure 6-39 illustrates how users interact with 

systems interacting on the business system connected to cyberspace for information flow. These users 

access the service. The system can sometimes have an active or inactive firewall to filter incoming and 

outgoing traffic accessed by means of a connection to the Internet, while the perpetrator could be any 

cybercriminal awaiting a lucrative benefit. Depending on the safety of the business network, at times, 

employees receive error-free services when there are proactive safety measures coupled with active 

firewalls. The proactive implementation of the firewall and security measures increases the safety and 

privacy of the system to prevent the perpetrator from gaining unauthorised access to the system.  

Cybercriminals always use every opportunity to sneak in and gain unauthorised access to private 

information when there is a loophole in the system or minimal security measures. The Internet and its 

openness sometimes result in major damage to the business system. Therefore, unsecured access to 

timely, convenient, and open cyberspace exposes and quantifies cyberattacks through user actions.  

6.7 SIMULATED SCENARIOS ANALYSIS 

Simulated scenarios describe the phenomena, create normative statements, and explore particular 

contexts through different lenses to reveal multiple facets (Rashid et al., 2019). In addition, these 

scenarios are appropriate when there is little or no control over events of the phenomenon, which has 

some real-life context. A research strategy is a detailed plan to answer the research questions and 

involves the objectives, existing knowledge of the phenomenon, available time and resources, and the 

underlying philosophical considerations (Wedawatta, Ingirige & Amaratunga, 2011). Remenyi et al. 

(2003) believe that a research strategy gives an overall direction of how the study will be done, including 
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its processes. So, to answer the research questions, each system works well in a particular type of 

research and involves various data-collection tools. This study used the qualitative simulated scenario 

as a strategy to answer the research questions and addresses the main objectives.  

Simulated scenarios are an investigation of a particular phenomenon within its real-life context using 

different sources of evidence’ (Robson, 1993: 146). The research purpose, objectives and questions are 

the primary influencers in selecting this strategy. In addition, this research strategy can be classified as 

exploratory, explanatory and descriptive. It also becomes possible for the research strategy to combine 

two categories. For example, one can use the exploratory and explanatory methods. While an illustrative 

purpose of the research analyses and the link between dependent and independent variables can be used 

to explain the relationships, the descriptive purpose analyses how the subject behaves. The research 

purpose, objectives, and questions of this study are exploratory and descriptive. For example, research 

objectives 1 and 2 are exploratory, while objective three is descriptive.  

This section focuses on developing scenario cases about common cyberrisks. In this research, scenario 

analysis helps to separate and identify the main trends (certainties or uncertainties) by looking at the 

trends that may not or may be significant or may not change. The action is essential because it avoids 

frustration and improves efficiency while saving time. This work presents scenarios of events, roles and 

relationships in small and medium-sized businesses in South Africa (SA), focusing on the cyber events 

that contribute to cyberincidents involving cyberattackers (cybercriminals and employee errors) and 

demonstrating their relationships.  

6.7.1 Scenario analysis Setting 

These simulated scenarios are based on small and medium-sized businesses. Businesses use mainly 

technology to render services to clients. These businesses are from diverse business sectors, varying in 

years. The businesses have been selected in different provinces and are categorised as theoretical and 

empirical. The simulated scenarios examine how activities take place. A simulated scenario interprets 

and understands the context of cyberrisks to which the small business sector is exposed. Furthermore, 

the strategy describes, explores, and explains the main elements, features, meaning, and consequences 

in the scenario.  

A practical simulated scenario allows the exploration of issues to understand natural settings and their 

complexities. This work presents simulated scenarios of small businesses that experience common 

cyberrisks. The study further evaluates the cause of cyberrisk, the likelihood of cyberrisk occurring, 

and its impact on businesses. Moreover, the Bayesian model with AgenaRisk was used to analyse 

various cyberrisks and their impact to recommend risk mitigation strategies. Five simulated scenarios 

are the sources of data breaches that pose a threat to small businesses. These cases concern end devices, 
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human errors, malware attacks, phishing attacks, and poor adherence to security policies, guidelines, or 

rules. Each case describes, explores, and explains various elements that result in risks that ultimately 

compromise information security. They demonstrate the relationships between dependent and 

independent elements, the likelihood of risk, protective measures taken, and the consequence of the 

risk. These simulated scenarios used qualitative interviews and surveys for data gathering.  

6.7.2 Adoption of the AgenaRisk Package with Bayesian Network Tools 

Among other available and existing risk management tools, this study used the AgenaRisk because of 

its potential to create a user interface for the model (AgenaRisk, 2021). Therefore, this study used the 

AgenaRisk tool to design and develop a model for businesses. The tool demonstrates, analyses, and 

predicts cybersecurity risks in the business sector. In addition, the tool allowed predictive reasoning 

about unclear Bayesian networks and supported diagnostic analysis. Lastly, the validation phase used a 

business-simulated scenario to demonstrate risk indicators and security measures that inform the Beta 

model.  

The Bayesian network predicts the probability of cyberrisks, resulting in loss of money and data 

breaches. The employees and criminals initiate these cyberrisks in the small business sector. The 

Bayesian network developed and demonstrated the structures using the AgenaRisk tool. A total of five 

scenarios are created to determine the risk likelihood that the small business sector can be exposed to 

base on the activities performed by legal or illegal users. Each case does not show the exact numbers 

precisely; instead, it shows the relative probabilities based on cyberrisk scenarios. Each case scenario 

illustrates the relationships between the variables and their influence on the level of the risk likelihood, 

which is equivalent to the risk impact.  

The Bayesian Network (BN) technique determines the probability of risks based on the prior indicators, 

protection levels, risk likelihood, and the consequences of the risks. The conceptual model mainly 

guides the use of the BN in Section A in Chapter 1. The tool clearly illustrates the case study's important 

features: the prior indicators, protection measures, and the post indicators of the cyberrisk. Even though 

these case study models show some level of analysis, the models do not conduct any sensitivity analysis. 

Instead, the various demonstrations of the models for each case study is shown with different 

probabilities. Each case study has different risks, ultimately contributing to the risk impact. Creating 

the various case study models has been guided by the information received from the data collection and 

analysed using a thematic and qualitative risk assessment. The following sections present the case 

studies concerning end devices, human errors, malware attacks, phishing attacks, and poor adherence 

to the policies, rules, and guidelines.  
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6.8 SIMULATED SCENARIO 1: OBSERVATION OF END DEVICES 

End devices are one of the main resources that promote activities by both legitimate users and criminals 

in the business space. With the increased demand to connect to cyberspace, most people and businesses 

use various end devices: smartphones, mobile devices, tablets, laptops, and computers (Imgraben, 

Engelbrecht, & Choo, 2014). The increased use of end devices introduces ways that compromise 

privacy, safety, and security in all organisations, requiring mitigation strategies and increased 

awareness. The literature shows that there is minimal understanding of users' safety practices on end 

devices in homes and business sectors (Tabassum, Kosinski & Lipford 2019). Employees ignorantly 

want to use their home devices at work that, establish unsecured connections, posing a risk, and 

compromising computer and information security.     

Cyberattackers understand and pay close attention to the end devices as they become their primary 

targets for deploying malware attacks (Rusi & Lehto, 2017). Criminals can steal information of good 

value and money through infiltrating end devices. Likewise, these devices may not be connected to the 

business network but serve as standalone computers where employees share and exchange information 

using memory sticks. Regardless of the connection to the network, the end devices generally pose a risk 

because some end devices do not use proper security measures owing to the access of Bring Your Own 

Device (BYOD) (Ncubukezi, Mwansa & Rocaries, 2020b). Some end devices could experience a single 

point of failure where a device can crash or malfunction. Some could even display error messages that 

could freeze the device or automatically shut it down owing to corrupt software or faulty hardware. 

6.8.1 Analysis 

This case study focused on end devices. As explained in the section above, the case study is guided by 

the conceptual model in Section 1.5. The main variables of this case study are the prior indicators of 

the receiving end devices, protection level, and the posterior indicators, which influence the risk 

probability and consequence. As illustrated in Figure 6-40, the prior indicators are the end devices that 

could be either portable or fixed and connected to the network or act as standalone devices. The device’s 

protection level is influenced by implementing the current security measures such as updated software 

(application and operating systems), device encryption, physical protection, and hardware security. In 

addition, complete device protection is also influenced by the nature of a device (networked or 

standalone). The level of device protection affects the posterior indicators to determine the risk 

likelihood as well as the impact. The higher the device protection, the lower the impact, even though 

the risk likelihood would be influenced by the device protection, portable or fixed device, which could 

be networked or standalone.  
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Figure 6-40: Fixed standalone end devices with high protection level 

 

Figure 6-40 illustrates fixed and standalone devices with 84% high device-protection level based on 

100% outdated software updates and 100% lack of hardware security. The device is in a secured 

physical environment with a 78% high level of encryption. Based on the overall device protection, this 

scenario had a medium-risk likelihood with 57% of the risk impact. 

 

 
Figure 6-41: Fixed standalone end devices with low H/W and S/W protection 

Figure 6-41 illustrates networked fixed-end devices with a 41% low device-protection level. This 

scenario has no software updates, 80% high device encryption, 99% physical safety, and 100% 

hardware security. Inconsistent device protection influences medium risk likelihood and 36% medium 

risk impact. 
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Figure 6-42: Portable networked end devices with high device protection 

Figure 6-42 shows the portable networked end devices with high device protection levels owing to the 

physical space, hardware, and device encryption. The software becomes the only low influential factor 

for risk level. The range of the high mediating factors influences the device security's overall level, 

determining the risk likelihood and impact.  

 

 
Figure 6-43: Portable networked end devices with low hardware and software security 

Figure 6-43 demonstrates a networked portable end device with a 57% low protection level owing to 

no hardware and software updates, 98% dominating physical protection, and 79% device encryption. 

The dominating 57% low device protection level has a medium-risk probability and 42% high-risk 

impact. 
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Figure 6-44: Portable networked end devices with low software protection 

Figure 6-44 presents a networked portable end device scenario with medium-risk likelihood and 34% 

medium-risk impact. The 36% of device protection has influenced the results. In this scenario, the 

software is not regularly updated, only 79% of device encryption, 98% of physical safety of the 

buildings, and 98% of hardware security. 

  

 
Figure 6-45: Portable standalone end devices with high device protection 

In Figure 6-45, the portable standalone end devices with an 84% protection level resulted in an 83% 

low-risk likelihood and a 75% low-risk impact. Safety measures are 99% software updates, 99% 

hardware, and 80% physical security, resulting in 84% device protection.    
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Figure 6-46: Portable networked end devices with low device protection level 

Figure 6-46 shows a 100% low device protection level due to 96% software updates, 22% device 

encryption, 98% physical protection, and 97% hardware protection. All the variables, in this case, 

contribute to the overall cyberrisk likelihood and impact medium-risk likelihood results and 5% low-

risk impact for a portable networked device.  

6.8.2 Discussions and Recommendations 

Risk is determined by the risk likelihood and impact. This study used the BN’s technique to illustrate 

the probability of the risk relating to the end devices. The study referred to various end devices with 

different capabilities. The end device simulated case scenario revealed different outcomes of the risk 

probability and impact, informed by enabling and mediating factors. The diverse contributing factors 

showed the varying probability of the risk related to the end devices. The minimal implementation of 

security measures exposes the receiving end devices to a range of cyberthreats (Ncubukezi, Mwansa & 

Rocaries, 2020b).  

Even though some end devices may be fixed and not connected to the network, the device's protection 

level continues to influence the risk level and its impact. The physical security of the devices may not 

reduce the risk probability of the device if the hardware, software, and encryption are ignored. The 

guarantee of the end devices should be applied at all levels (hardware, physical, software, and 

encryption) (Ncubukezi & Mwansa, 2021a). If the device's security is prioritised for the hardware, 

software, physical, and encryption level, the level of risk to the device will be low, resulting in a low-

risk impact. There is a wide range of security remedies and measures; using and implementing firewalls, 

and intrusion detection systems (IDS) would be beneficial to securing and protecting the business's 

assets. 
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Adequate security measures promote good cyber hygiene. With the high rate of risk uncertainties, it 

would be beneficial for the small business sector to deploy protective measures at all levels of end 

devices.  

6.9 SIMULATED SCENARIO 2: OBSERVATIONS OF THE HUMAN ERRORS 

Among the increased cybercrimes at SMEs, human errors are influenced by different attitudes and 

behaviours. Human errors could be unplanned but result from poor decision-making, employee 

ignorance, lack of skills, and poor compliance with the active cybersecurity guidelines. Employee 

mistakes put businesses at risk, while the SME sector pays little attention (Ergen, Ünal & Saygili, 2021). 

Often, criminals gain unauthorised access owing to employee work overload and other related factors. 

The challenge is the diverse range of human errors, which open doors to unauthorised access to people 

who steal sensitive information and other valuable assets. This action results in a significant data and 

security breach (Richardson et al., 2020). For example, criminals take advantage of the unsure network 

sessions by violating safe surfing and privacy (Wallace et al., 2020).  

Figure 6-47 illustrates employees who are interacting with the system. However, their actions toward 

the system create opportunities for cybercriminals to gain access by hijacking unprotected sessions 

(Ncubukezi & Mwansa, 2021b). Unfortunately, the openness of the Internet and ignorant actions expose 

private, sensitive, confidential, and valuable business information and resources. Several threats are the 

result of human errors. Some threats are harmful malware such as viruses, phishing, Trojan, adware, 

spyware, and worms (Karaci, Akyüz, & Bilgici, 2017). The software automatically gets installed 

without the user's knowledge when a victim ignorantly clicks on harmful links or uses automatic pop-

up messages. The promoters of human errors are ignorant users, which cause poor decision-making, 

and show a lack of skills, and minimal knowledge about information and computer security, leading to 

poor implementation and not adhering to security guidelines. 

 
Figure 6-47: Human errors in the business system (Source: Ncubukezi and Mwansa, 2021b) 
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As shown in Figure 6-47, a data breach becomes the ultimate result because, in the process, information 

gets modified, deleted, or eventually lost. The simulation of the human error scenario results based on 

the planned and unplanned events is presented. 

6.9.1 Results  

This section illustrates the simulated scenario for human errors. The human error scenario presented 

two system users: a normal user and an experienced IT user. As used in this study, the normal user 

presents as an employee who is not well trained and informed to use the system, while an IT user is 

skilled and well-orientated towards cybersecurity best practices. However, both users can experience 

planned or unplanned attacks based on their actions, attitudes, and behaviours on the system. A planned 

attack presents a criminal looking for opportunities to gain unauthorised access to unsecured systems. 

AgenaRisk is used to determine the risk likelihood of human errors based on different scenarios 

influenced by human activities and the state of security (system's protection level). The risk probability 

influences the risk impact. This scenario is presented owing to the high demand for Internet use and 

working off-site during the global pandemic, where data became the leading lucrative benefit in all 

organisations. Criminals always have the intention of gaining unauthorised access. Employees are 

sometimes the link for data breaches by committing unplanned actions compromising the security of 

the systems. In contrast, employee ignorance and poor decision-making influenced by work overload 

or lack of skills and awareness results in unplanned attacks. Employees could be general system users 

or skilled Information Technology (IT) users who interact with the system. Different scenario cases are 

presented below, demonstrating the risk probability of human errors. The graphical representation will 

indicate some detection levels from planned or unplanned events. 

 
Figure 6-48: IT user experiences a partially unplanned and planned attack at a 50% protection level 
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Figure 6-48 shows a normal user who experienced partially planned and unplanned attacks, with 50% 

of the unplanned and 100% of the planned events, which means there is a 100% threat detected. Owing 

to the 50% of low protection, the risk probability is 93%, with 51% of risk impact. 

 
Figure 6-49: IT user experiences an unplanned attack at the 50% protection level 

Figure 6-49 shows an average user who experienced a 100% unplanned attack with a planned attack at 

100%, which means 100% of the threat. With a protection level of 50%, the scenario has a 98% risk 

likelihood, resulting in a 51% risk impact. 

 
Figure 6-50: Normal user with planned and unplanned attacks as high risk likelihood 
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Figure 6-50 shows a normal user who experienced both planned and unplanned attacks. Those attacks 

happened at the 50% protection level, resulting in 98% risk likelihood and 51% risk impact. 

 

 
Figure 6-51: Normal users experience high and low attacks at a high protection level 

Figure 6-51 shows a normal user with 68% planned and 65% unplanned attacks. The scenario shows a 

100% low protection level, resulting in 96% of the risk likelihood and 69% of the risk impact.  

 
Figure 6-52: Combination of planned and unplanned attacks on normal user 

Figure 6-52 shows a normal user with a threat detected in 68% of the planned attack and 65% of the 

unplanned attack at a high protected level, resulting in 87% of the risk likelihood and 40% of the 

medium and high-risk impact. The discussion and recommendations for the human error simulated case 

scenario are presented below.  
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6.9.2 Discussions and Recommendations 

Unfortunately, businesses can never grow without human intervention. The literature indicates that 

human errors are one of the attacks that are underestimated and ignored (Hadlington, 2017). The case 

scenario demonstrated that human factors could be the source of attacks compromising the system in 

one way or another. Some harmful human actions are caused by insiders, while intentional errors 

compromise the systems. Sometimes, human mistakes expose businesses to risks that significantly 

affect information and computer security (Anwar et al., 2016). Criminals take advantage of gaining 

unauthorised access to the system owing to insider action. Criminals usually take time to plan for their 

activities, while insiders react based on their attitudes, behaviour, and opportunities. The ignorant, 

pressured actions reveal valuable, sensitive information and other business resources to opportunistic 

cybercriminals.  

Criminals hijack unsure sessions to violate privacy and security (Wallace et al., 2020). Minimal use of 

safety measures increases the chances of data breaches. Sometimes, human errors are caused by 

inadequate staff members, fatigue owing to work overload, and operating under pressure (Turk, 2013). 

Similarly, insiders create a loophole in the system when they have bad intentions. Understaffing in 

businesses creates human errors because some employees may be highly ignorant of their actions in the 

system. Some employees do not have adequate skills to help them make informed decisions. In this 

scenario, the risk probability is influenced by the presence and adherence to the available security 

policies, rules, procedures, and guidelines. The amount of risk likelihood influences the risk impact in 

the system.  

The higher the risk probability, the greater the impact. As stated in the previous section, cybersecurity 

risk results in reduced profit, poor performance, loss of clientele, and a bad reputation, affecting overall 

business continuity (Ncubukezi, Mwansa & Rocaries, 2021). Turk (2013) states that employees can be 

the weakest link of the chain and a channel for criminal activities, as the criminals use every opportunity 

they have. A malware attack simulated scenario is presented below. 

6.10 SIMULATED SCENARIO 3: OBSERVATIONS OF THE MALWARE ATTACK 

Malware attacks are severe and replicate threats that all institutions face. The rise of Internet usage 

exposes organisations to malware attacks (Ncubukezi, 2021). Malware is a severe attack that 

compromises the cyberhygiene of the devices, information, and network intentionally. The perpetrator 

often sends a message or email falsely presenting a legitimate source. An ignorant user would be 

deceived and click the email link, automatically installing the harmful malware. Sometimes, the victims 

would curiously and ignorantly open emails which automatically install the malware software when 

they are opened. Users sometimes open external websites with the installation package, which traps 

users with no knowledge of the tricks (Kobis, 2021). Malware attacks have become one of the most 



 

Page 110 of 224 
 

common threats in all sectors. These attacks often find their way into systems where poor or inadequate 

security measures are implemented. The results of the malware attacks are presented below. 

6.10.1 Results  

This case concerns the range of malware attacks deployed on networked or standalone devices. Malware 

attacks take over the victim's control of the systems. Standalone devices could be infected by external 

devices connecting and transferring data from one device to another. In contrast, networked devices get 

infected through external links, access to less secure websites, or fraudulent emails. This section 

presents the simulated results of the possible malware attacks and their relationships as variables, the 

risk impact, and likelihood. The researcher presents four simulations that demonstrate different cases 

with different risk impacts and risk probability. The risk impact is influenced by the protection level 

and the risk likelihood, while the risk probability is influenced by the state of security of the computer 

and the protection level. The computer presents a standalone or networked tool to receive and send 

information on the business network. Any external hardware can expose a standalone device to various 

harmful malware.  

In contrast, networked devices could be exposed to viruses, spyware, ransomware, Rootkits, and 

Trojans. As a result, security or protection should be applied to the hardware, network, and software to 

promote information safety. When the safety precaution is thoroughly applied and enforced at all levels 

of the business, the risk likelihood would be low, resulting in a low-risk impact. The different graphical 

representations of the malware attacks demonstrate different scenarios with different results.  

 
Figure 6-53: Low protection level of a computer with a virus 

 

Figure 6-53 illustrates the presence of malware attacks caused by viruses. The networked device 

protection level is 100% low owing to 97% of unprotected networks, 95% unsafe software, and 98% 

vulnerable hardware resulting in a low protection level that influences 90% of the risk likelihood and 

69% of the high-risk impact.  
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Figure 6-54: Malware at a medium protection level 

Figure 6-54 revealed that malware was detected caused by the virus. The infection in the computer is 

25% owing to the medium protection level caused by 86% of the hardware protection, 94% of the 

network protection and 83% of the software. The protection level results in 69% of the risk likelihood 

and 35% of the risk impact.  

 

 
Figure 6-55: High protection for a low computer malware infection 

 

Figure 6-55 shows viruses as malware that has infected the computer, which is 100% protected. So the 

protection is 99% at the hardware, software, and network level.  Seventy-six per cent of the low-risk 

likelihood results from a 100% protection level. The scenario showed a 46% medium-risk impact. 
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Figure 4656: High malware infection at a high protection level 

Figure 4656 shows 20% of the detected computer virus infection. The scenario has 99% hardware, 

software, and network protection, resulting in a 97% protection level. This case yielded 75% of low-

risk likelihood and 46% of risk impact. 

6.10.2 Discussion and Recommendations 

The illustrations demonstrated the risk likelihood and impact caused by malware attacks in different 

scenarios. The outcome of the scenarios is influenced by the network's security level, software and 

hardware. The scenarios revealed different malware attacks, such as Ransomware, viruses, rootkits, 

Trojan and adware. Regardless of the malware attack on the business system, the business network 

becomes vulnerable. Organisations could be affected by malware attacks on their computers, network, 

software, or hardware, but the risk impact depends on the protection level. Some users accept 

information from unknown devices that are connected to the network. Mainly, the malware is caused 

by unsecured systems and employee ignorance. 

The impact of malware results in data leakage (Alexei & Alexei, 2021). Organisations should prioritise 

the device's safety to reduce the discontinuity of the device. Proper malware awareness education is 

essential to improve the privacy and safety of the device. The practice of safety measures is essential to 

minimise and reduce malware risks and improve the lifespan of a device. 

6.11 SIMULATED SCENARIO 4: OBSERVATIONS OF THE PHISHING ATTACK 

Phishing attacks as a social engineering threat focus on stealing credit card information and login details 

(Salem et al., 2010). The attacker pretends to be a trusted recipient, attracting victims to open their 

emails. Victims are often lured to follow the malicious links that lead to the malware's installation. The 

successful installation results in the system malfunctioning, showing unauthorised access to private and 
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sensitive information or ransomware (Choo, 2011). The event happens by compromising the available 

security measures to gain access to the network so that the attacker can distribute the malware (Rizvi et 

al., 2020). The phishing strategies could use the victims' details to process unauthorised purchases or 

steal identity and finances (McMahon, Bressler & Bressler, 2016). Depending on the attack level, some 

phishing schemes could compromise the privacy of information, its integrity, and confidentiality.    

The various strategies include vishing, Smishing, whaling, pharming, spear, and deceptive phishing. 

Even though the attackers use different phishing strategies, their ultimate goal is to gain the victim's 

trust and deceive them so that they can benefit. For example, deceptive phishing threatens to lure the 

victims with a force of urgency. Fraudsters’ spear-phishing customises emails using the recipient's name 

or the name of a reputable company to trick the victim into assuming they know each other. Mostly 

they use legitimate organisations to steal private and sensitive data such as login details or personal data 

(Bisson, 2021). With all the criminal attacks on businesses, the consequences of phishing attacks are 

difficult to recover from and result in significant financial loss, a bad reputation, loss of client trust, 

declined production, and business growth (Demirkan, Demirkan & McKee, 2020). The following 

section illustrates the relationships between the variables in determining the risk probability of phishing 

attacks.  

6.11.1 Results  

A phishing attack demonstrates the fraudulent loss of information through the deception of the victim. 

The victim believes the form of communication is legitimate and hands over the login details and credit 

card numbers without proper investigation. As used in the scenario, an email attracts the victim so that 

the perpetrator may gain access and steal user data through an email phishing attack. Using AgenaRisk, 

the scenario uses the graphical representation to show the variables and the relationships between 

variables to determine the risk probability. The risk likelihood and impact are influenced by the phishing 

attack, the current protection level, and user awareness. The protection level and user awareness 

regarding security awareness and skills play a significant role in risk exposure. Different conditions of 

the phishing attack scenarios are described below. 



 

Page 114 of 224 
 

 
Figure 4-57: No phishing, with high protection level and user awareness 

Figure 4-57 shows the phishing email attack at a high protection level and medium user awareness, 

resulting in a 70% high-risk likelihood and a 44% high-risk impact. 

 
Figure 4-58: Phishing with high protection level and low user awareness 

Figure 4-58 shows the phishing email attack on a high protection level and low user awareness, resulting 

in a 99% high-risk likelihood and 89% high-risk impact. 

 
Figure 6-59: No Phishing email, high protection & user awareness 
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Figure 6-59 shows no phishing email attack on a high protection level and user awareness level, 

resulting in a low-risk likelihood and a 49% low-risk impact.  

 
Figure 6-60: Phishing email with high awareness, medium protection 

Figure 6-60 presents the phishing attack on medium-level security. When user awareness is medium, 

the risk likelihood becomes 98% low and the low-risk impact of 79%. The discussions and the 

recommendations of this case scenario are presented below. 

6.11.2 Discussion and Recommendations 

Phishing is a cybersecurity attack that uses messages or emails when malicious recipients pretend to be 

trusted people or reputable sources. This scenario demonstrates the phishing attack in the form of an 

email. Cybercriminals do anything to gain unauthorised access to the system through fraudulent 

communications. The criminals deploy their strategies to target their range of victims. The scenarios 

above revealed various risk probabilities and impact outcomes that businesses could experience. The 

results revealed that employee awareness of the cybersecurity guidelines and procedures has an impact 

on securing the systems and the protection level of the systems.  

Amankwa, Loock, and Kritzinger (2015) believe that businesses should prepare cybersecurity training 

and awareness campaigns that align with long-term business goals. Their deceptive power and 

innovative strategies require businesses to implement proactive security measures at the top (Perez, 

2020). Continuous cybersecurity awareness training should enforce good security practices and improve 

cyberhygiene. Good security practice reduces the amount of clicking on external links. Similarly, 

businesses should clearly understand their culture, human actions, and behaviour to support awareness 

training that best suits the organisational, human, and business processes (Santos-Olmo et al., 2016; 

ENISA, 2019).  
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The protection measures at all levels of the business should be highly considered. For this case, the 

companies could enforce multifactor authentication (2FA), which adds more security by verifying 

sensitive applications. In a phishing attack where the attacker compromises the username and password, 

the 2FA mechanism improves security by using a device (smartphone) for verification. This practice 

involves regular password changes and adherence to the accepted password criteria not to use the same 

password for multiple applications. Likewise, businesses should have dedicated cybersecurity 

personnel or management personnel to enforce and monitor the use of the improved password policies 

(Ncubukezi, 2021).  

Even though businesses may not spot all phishing-related attacks because of their rapid evolution, it 

becomes essential for all institutions to use up-to-date security measures. In addition, companies must 

conduct regular training and awareness programmes to keep all staff on top of the attack's evolution. 

6.12 SIMULATED SCENARIO 5: ADHERENCE TO POLICIES, GUIDELINES, AND 

RULES 

This section presents the last case used to demonstrate the probability of the risk being influenced by 

the protection level, the presence of the rules, and cybersecurity guidelines that describe what can be 

done and not done to the business’s resources. The increased presence of cyberthreats is becoming 

complex and requires a consolidated approach that suggests a solution (Eugen & Petruţ, 2018). 

Businesses should have a structured, documented policy to guide and improve the safety and security 

of valuable business assets regardless of their size. Most SMEs currently do not have structured policies 

that address the existing cybersecurity strategy (CISOMAG, 2020). The absence of cybersecurity 

guidelines, rules, and policies in the business sector becomes the channel and can lead to a major 

downfall for businesses. Most businesses pay little attention to the policies that address the appointment 

of a dedicated cybersecurity officer and visible management that enforces compliance to improve the 

safety and security of the resources. SMEs may not have enough resources to develop policies and 

therefore lack understanding of the effectiveness of the policy.  

The cybersecurity policy clearly defines the procedures and rules for employees with access to business 

resources: the policy guides business resources, security threats, strategies to mitigate the vulnerability, 

and intrusion detection. The policy addresses guidelines about emails, data confidentiality, BYOD, 

rules, passwords, physical security, network, wireless and incident response. The presence of the 

cybersecurity policy outlines what employees can do and not do with the business’s resources, 

clarifying the restrictions and consequences for ignoring the rules.  
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6.12.1 Results  

This scenario demonstrates the impact of cybersecurity guidelines and procedures in a business setting. 

In this case, password guidelines, third-party guidelines, cybersecurity guidelines (devices and 

systems), and access control policies improve security procedures and policy compliance. The password 

guideline presents a set of steps guiding password usage and criteria. The duration and use of the 

password should be addressed. In addition, the guidelines for using third-party software should be 

clarified. Cybersecurity guidelines present the rules guiding the accepted use of the assets, account 

access, and information described. The overall policy compliance represents the enforcement of the 

guidelines, continuous monitoring of its effectiveness, and improvement to keep up to date. User 

awareness presents employee IT cybersecurity skills and knowledge applied to improve the safety and 

privacy of the computer and information. Every user on the system has privileges, so privileged access 

to the account restricts which user profiles are allowed to perform on the system. In this scenario, 

various variables with their relationships that help determine the risk likelihood and impact, with the 

help of AgenaRisk, are presented in a graphical representation. The following graphical representations 

demonstrate the case of the use of policies and rules. 

 
Figure 6-61: Partial cybersecurity, password, and access to third-party websites 

Figure 6-61 demonstrates 54% of the application guideline, 62% of the rules, 54% of proper access 

control privileges, and 88% of the cybersecurity procedures, resulting in 100% policy compliance. The 

policy compliance and 100% user awareness in this scenario contribute to 99% of the low-risk 

probability, equating to 97% of the risk impact.   
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Figure 6-62: Partial cybersecurity, password, and access to third-party guidelines with medium 

compliance 

Figure 6-63 shows medium policy compliance owing to 46% of password guidelines, 47% of rules 

about third-party sites, 44% of privilege access control, and 51% of cybersecurity compliance. 

Cybersecurity compliance is 51%, and user awareness is 100%, while 97% is for low-risk probability, 

influencing 93% of the risk impact. 

 
Figure 6-63: No cybersecurity, password, and access to third-party guidelines 

Figure 6-63 reveals a 59% high-risk probability that influences 68% of the risk impact owing to 100% 

user awareness, 99% policy compliance, and 100% cybersecurity compliance. The policy compliance 

is affected by no password guidelines, no rules relating to third-party use, and a lack of compliance for 

access control privileges.  
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Figure 6-64: No password guideline and access to third-party websites 

Figure 6-64 demonstrates a case scenario with no password guidelines, rules about access to third-party 

sites, no guideline about using account access privileges, and the presence of cybersecurity guidelines. 

All these aspects affect overall policy compliance, with user awareness informing 93% of low-risk 

probability and 99% of the risk likelihood.  

 
Figure 6-65: Presence of cybersecurity and user awareness 

Figure 6-65 illustrates 100% presence of the password guidelines, 100% rules about using third-party 

sites, 100% privileged access control, and 100% cybersecurity guidelines, which results in 99% high 

policy compliance and adherence to the available security rules. The combination of 99% policy 

compliance and 100% user awareness results in a 98% risk probability, while the risk impact equates 

to 99%.   



 

Page 120 of 224 
 

6.12.2 Discussion and  Recommendations 

The openness of the device on the Internet requires standards that guide its use against possible 

cyberthreats and attacks (Li et al., 2019; Hoffmann et al., 2020). Patterson (2017) highlights the fact 

that the SME sector often pays little attention to cybersecurity. It is time to devise strategies to guard 

against the intruding and diverse persuasive range of cyberattacks. This case scenario presented 

variables that connect to determine the risk likelihood. As illustrated in the scenario, the more likely a 

risk is, the more vulnerable a business could be. Ifinedo (2012) states that sensitive organisational data 

should always be protected against criminals. 

Owing to the negative impact of the risk in the sector and its exposure to cyberattacks necessitates the 

identification and application of solid safety practices (Brunner et al., 2020). The enforcement of strong 

and effective cybersecurity measures can be guided by clear guidelines with a detailed set of procedures 

and rules that describe what could be done and not done to protect organisational resources and 

information (Li et al., 2019). The scenario revealed that an adequate user-awareness level reduces risk 

probability. As a result, Ng and Xu (2007) explain that adequate training and awareness programmes 

for employees are a significant safety measure and improve security actions, attitudes, and behaviour.  

For competitive advantage, businesses use complicated systems that require complex measures. For this 

case scenario, it is recommended that every organisation prioritise the safety and security of the overall 

business assets and information. All businesses should enforce the use of a password created with 

acceptable criteria, data leak prevention, monitoring techniques, and firewalls to filter incoming and 

outgoing traffic. Each of the mentioned security measures should have a clear, descriptive guideline 

that shares how each should be effectively used to improve cyberhygiene for all business assets. Even 

though the literature states that some employees do not pay attention to the policies, rules and guidelines 

(Han, Kim & Kim, 2017), living policy documents must exist and be reviewed regularly. In addition, 

some SMEs continue to take security for granted even though there is a provision in the policy document 

(Ifinedo, 2012).   

The above case scenarios present the most commonly experienced risks in the SME sector. The 

graphical representations revealed different risk scenarios, which produce different risk probability 

outcomes and their impact. The risk probability outcomes presented in the cases more or less indicate 

how businesses could be exposed to cyberrisk. These contributing factors compromise businesses and 

exposure to computer and information security. Unfortunately, assets and information security cannot 

be taken for granted. The criminals always advance their strategies to compromise security at all 

organisations. Cyberattacks target all business aspects, as demonstrated in the case scenarios. For 
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example, cyberattacks aim at unsecured end devices to gain unauthorised access and information stored 

on the resource. 

Similarly, emails could be vulnerable to phishing attacks when less security is applied with minimal 

user awareness about cybersecurity. Human error is also a major agent in system and information 

vulnerability owing to employee ignorance and poor decision-making influenced by their levels of 

skills, attitudes, and behaviours (Richardson et al., 2020). In addition to unsecured networks, minimal 

user awareness becomes a channel for cybercriminals to deploy strategies that will activate the 

installation of harmful malware attacks.  

Lastly, policies are the documents that are supposed to effectively guide the business resources and 

properly handle business information. So, every business needs dedicated cybersecurity personnel to 

enforce the policies and review their adoption. Similarly, to improve the state of security in the SME 

sector, it is also of good value for businesses to have a system that regularly sends reminders for every 

activity performed on the system. The system should send notifications when: 

 A user is registered on the system, 

 Applications are started and stopped, 

 The call log is cleared, 

 Several devices have the same malware signatures, 

 Sensitive and private files and folders are changed, 

 Executable files are processed and stored, 

 An unknown IP address sends information to the network, 

 The firewall denies incoming traffic from an unknown source, 

 More than three unsuccessful login attempts occur on the device and username, 

 A host receives malware, 

 The device sends a message to more than ten other devices at once, 

 A filtered message comes in from an unknown source.  
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Table 4-19: Summary of the scenario cases 

Type Attack Risk cause Attack strategies Risk Impact   Risk consequence Mitigation strategy Risk category 

 End devices  Human actions 

 Ignorance - poor decision-

making 

 Lack of employee skills 

 No device encryption 

 Lack of device management 

 Theft, loss,  

 Third-party involvement 

 Malware attack 

 Unauthorised access to 

devices 

 Poor business 

growth 

 Fraudulent acts 

 Lack of client trust 

 Loss of information  

 Loss or  stolen devices  

 Denial of service 

 Poor performance and 

economic growth 

 Loss of clients 

 A slow or unusable computer. 

 User awareness and training 

 Two-factor authentication 

 Use of  firewalls and passwords  

 Device encryption 

 Physical protection and regular backups 

 Secure connections and the websites 

 Use updated software, 

 Shutting down the devices 

 Checking physical surroundings when working 

online 

 Asset 

 Information 

 System 

 Human errors  Planned and accidental 

actions 

 Ignorance - poor decision-

making 

 Lack of skills 

 No management involvement 

 No clear guidelines for 

cybersecurity procedures 

 Incomplete configuration 

management 

 Unauthorised use of 

access rights 

 Lack of skills  

 Loss of information 

 Lack or loss of 

client trust 

 Financial loss,  

 Declined 

production and 
business growth 

 Lack of a cybersecurity 

policy 

 Bring your own device 

 Physical security 

 Identity theft, fraud. 

 Deletion, theft and corruption 

of data. 

 Up-skill employees 

 Limiting personal information 

 Regular backups 

 Restrict access to systems 

 Use firewall and antiviruses 

 Regular software updates 

 Management involvement in enforcing compliance 

 Reporting cyber crimes  

 Enable click for plug-ins 

 Information and  

 System Security 

Malware   Human errors 

 Unsecured networked 

systems 

 Lack of cybersecurity 

guidelines 

 

 Worms, Trojan, viruses 

and spyware) 

 Phishing scams 

 Unrestrained web 

browsing 

 Bad password   

 Human errors 

 Malfunctioning of 

servers 

 Unexpected system 

and network failure 

 Limited access to 

resources  

 Data breaches 

 Compromised 

system and 
information 

security, privacy 

and safety 

 Identity theft. 

 Deletion, theft and corruption 

of data. 

 Denial of service 

 Fraud-freeze access until 

payment is made 

 Captures private information  

 Use of firewalls, latest active antivirus, & 

antispyware 

 Multifactor authentication 

 Use of antiviruses and antispyware 

 Restrict access to third-party software and other 

links 

 Management involvement in enforcing compliance 

 Always removing less-used applications 

 Use of updated operating systems, plugins and 

browser 

 No clicking of unknown links on emails and other 

unknown downloads 

 Device access 

 Network security 

 System Security 

Phishing attack  

 
 Social engineering attacks 

 

 

 Vishing 

 Deceptive Phishing 

 Spear phishing 

 Whaling 

 Smishing  

 Pharming  

 

 Financial loss,  

 Bad reputation, 

 Loss of client trust 

 Declined 

production and  

 Business growth 

 Stealing or revealing 

sensitive data (login details, 

credit card information)  

 Unauthorised installation of 

malware software 

 Freezing systems  

 Loss of identity 

 Unauthorised purchases 

 Use of  firewalls to avoid phishing scams 

 User awareness through reminders and training 

 Regular improved security 

 Use HTTPS 

 Send security reminders  

 Use two-factor authentication 

 Regular backups 

 Email  

 Network  

 Server 

 

Poor adherence 

to policies and 

guidelines 
 

 No management commitment 

 No dedicated cybersecurity 

personnel 

 Messages 

 Email 

 

 Mistakes leading to 

a significant data 
breach 

 Data breaches 

 

 Use of  firewalls 

 Use and management of passwords 

 Use of strong password criteria 

 Network  

 Password 

 Device 
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 Poor compliance with 

guidelines and procedures 

 Ignorance can lead 

to legal fines, loss 

of client trust and 

 Bad Reputation 

 Restricted access  

 2-factor authentication 

 Enforce policy compliance 

 Use of pop-up blocker to limit unauthorised access 
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6.13 CONCLUSION 

This chapter demonstrated the development and evaluation of the different graphical models and 

simulated scenario cases that demonstrated the relationships between the dependent and independent 

variables in determining the probabilities of the risks and their impact on different scenarios. The 

variables used with the AgenaRisk are selected from the collected data and connected to produce an 

outcome. The variables demonstrate other cases to identify and represent relevant uncertainties. The 

models designed and developed in this study capture uncertain relationships based on simulated and 

experimental results. The different cyberrisk scenario cases showed the relationships with the variables 

and connections to each variable in determining each case's risk probability and impact. Using the 

AgenaRisk package, each case scenario presented a graphical representation of the variables that 

generate the risk probability for SMEs. Each case study scenario illustrates the results, discussions, and 

recommendations to reduce cyberrisks.  

The five developed simulated risk case scenarios illustrated their risk likelihood and the risk impact that 

results in a data breach. The study described the end devices, human factors, malware attacks, phishing 

attacks, and the lack of policies and guidelines. The study also showed the type of attack linked to a risk 

cause, attack strategy, risk impact, risk consequence, mitigation strategies and risk category. The listed 

risks are the most dominant attacks which the SME sector experienced. SMEs are vulnerable to 

cyberattacks, and yield highly rated risks that negatively impact on business 

The demonstration of various scenarios indicated the risk consequences that affect the business's general 

privacy, safety, and security. The cases showed relationships between the variables, risk source, risk 

likelihood, protection measures, and risk consequence. The risk probability can be low, medium, or 

high based on the presence of the variables and their relationships. In addition, the risk likelihood 

equates to the consequence of risk—the lower the risk, the low the impact. Even though cases 

demonstrated varied probabilities, the results necessitate implementing effective and proactive security 

measures. In addition, the work illustrated inadequate measures likely to expose businesses to a diverse 

range of cyberrisks.   

The following section assesses cyberrisks by applying risk management techniques in the cybersecurity 

context by performing the qualitative risk methodology to analyse and identify SMEs' common 

cyberrisks. Quantitative risk assessment plays a crucial role in effective decision-making about 

cybersecurity strategies (Wang, Neil, and Fenton, 2020).  
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SECTION D: RISK EVALUATION AND CONCLUSION 

 

This section presents Chapter 7 and Chapter 8.  

Chapter 7 applied the risk management techniques to assess the severity of the risks based on risk 

probability and consequences. The assessment is based on the risk matrix. It uses sensitivity techniques 

such as sensitivity analysis, Tornado graphs, decision tree analysis, risk scenarios, expected monetary 

value, and the expected maximum value. Risk treatment, monitoring, and reporting techniques are also 

discussed, and further recommendations are made.  

Chapter 8 concludes the study by reviewing the objectives and presenting the research implications, 

outcomes, and contributions. The study's limitations, recommendations, and future work were 

accounted for, and the study concludes with a summary.    
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CHAPTER 7: RISK MANAGEMENT TECHNIQUES 

7.1 INTRODUCTION 

Before addressing the details of this chapter, it is essential to give an account of the previous chapters, 

which discussed the overview of the small business sectors with regard to cybersecurity and the 

empirical study. Section A presented the study background and reviewed relevant literature about 

cybercrimes, risks and their impact on SMEs. Section B presented the qualitative research findings and 

discussed them further. This study used thematic analysis and descriptive statistics to analyse and 

interpret data from the research participants. For thematic analysis, the results were presented according 

to the themes. The study accounted for the relevance of the cybersecurity framework, risk management 

standards, and the adoption of the Bayesian Network tools with AgenaRisk. The NIST cybersecurity 

framework was presented in detail in Section B, the risk management standards were illustrated in 

Section D, and the use of the AgenaRisk package was presented in Section C discussed the research 

methodology adopted to carry out the work.  

The current chapter presents risk management processes (RMP) of ISO 3000: 2009. Risk management 

is essential for future planning based on what could go wrong and the related countermeasures to 

minimise risk exposure changes (Tranchard, 2018). This study focused on the cyberrisks at SMEs in 

South Africa (SA). This study adopted risk management processes indicated in Figure 7-66 to assess 

the cyberrisks experienced by the small business sector. The study discussed each process of cyberrisks 

in the small business sector further. 

7.2 RISK MANAGEMENT PROCESSES  

As cited in the Project Management Body of Knowledge (PMBOK, 2013) (PMI, 2008), the risk 

management process has seven phases, namely communication and consultation, establishing the 

context, risk identification, risk analysis, risk evaluation, risk treatment and review, and monitoring 

(ISO, 2009), which are illustrated in Figure 5-66. They are discussed in detail below.  
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Figure 7-66: Risk management process from ISO 31000:2018 

 

7.2.1 Communication and Consultation 

As explained in Chapter 1, the study aimed to perform a risk analysis to design, develop and evaluate 

the cyberrisk tool for SMEs. So this work selected a sample of research participants based on the 

following criteria:  

Participants: the SMEs had a range of one (1) to one hundred and fifty (150) employees who are based 

in SA from the construction, waste management, transport, and motor trade, ICT, electrical, gas and 

water, real estate, accommodation and catering, manufacturing and retail sectors. The IT and business 

managers, employees, chief information officers, and departmental technical heads were selected from 

these sectors. The researcher used purposive sampling to select a total of forty-five (45) participants to 

gather relevant information and explain the research findings further. 

Data-collection methods: The study combined open-ended qualitative and quantitative questionnaires on 

google forms with interviews. Interviews were conducted with the security specialists to understand the 

cybersecurity risks, likelihood of risk, impact, monetary value, and protection measures in cybersecurity 

better. The questionnaires were used for business managers, IT managers, and chief information 

officers. The triangulation of the data sources, which are interviews and questionnaires provided 

exploratory and qualitative data. Most participants completed the survey, while some were unavailable 

for the interviews because of the pandemic. All the questions answered the main research question 

stated in Section 1. 
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Data analysis:  This study used thematic analysis to analyse the collected exploratory and non-

quantifiable information in the survey and interviews. These were interpreted to produce meaning. The 

research questions were then categorised to classify the gathered data from the survey and interviews. 

The completed questionnaire and interview data collected were transcribed and then analysed using 

thematic analysis to determine the business background, types of cyberthreats or attacks, sources of 

cybersecurity risks, and protection measures. The concepts were determined, and similarities merged 

where necessary. The analysis determined and generated the meaning of the SMEs’ experiences with 

regard to interactions and situations. In addition, the study used the RMP to analyse the risk likelihood, 

impact, and expected monetary value. The work also used quantitative techniques such as decision tree 

analysis and cybersecurity risk scenarios. Furthermore, sensitivity analysis, tornado graphs, and the 

EMV to assess cyberrisk likelihood were implemented using the AgenaRisk package. 

7.2.2 Establish the Context: Cyberrisks in SMEs 

Technology gained popularity in the different sectors, and the Covid-19 pandemic exposed quantified 

cybercriminals deploying innovative strategies. The increased cyberattacks and threats exposed the state 

of cybersecurity in various business sectors, leaving them vulnerable to cybercrimes. Benz and 

Chatterjee (2020) explained that SMEs are the most susceptible institutions which are not ready for 

cybersecurity risks and resilience against attacks. Every opportunity of cyberthreat in the business 

system causes damage to the business system, which becomes an ultimate cyberrisk.  

Even though the SMEs are not all focusing on the same business, the impact of cybercrimes affects 

their growth and business continuity. The results revealed the effects of the cyberrisks are related and 

somehow dependent on one another. With the number of reported cyberthreats and attacks, businesses 

have noted the change in their business dealings, such as the loss of profit, delayed economic growth, 

client loss, daily business disruptions, lack of customer trust, and a dented reputation of the business. 

Cybercrime's impact remains a major and challenging issue in all institutions that mostly use the Internet 

as the main communication tool. The following findings from the consulted businesses are the leading 

results of the negative cyberrisks.   

 Financial loss – Most businesses lose profit when there has been a delay or disruption in 

business activities. During the Covid-19 pandemic, many businesses had to meet the demands 

of paying ransomware to cybercriminals. Without new prospects, some businesses saw their 

profits fall, or the business did not do well while it had to pay the overheads such as the rent 

and marketing for new clients. At times, criminals gain unauthorised access to financial 

information systems for personal gain.  

 Dented business reputation – Through the use of accessible and inappropriate passwords, 

criminals had gained access to the company’s resources. During Covid-19 times, most 
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businesses lost their good reputations as clients cancelled their contracts. This meant a reduced 

source of income because of poor delivery, which eventually resulted in client loss.  

 Client loss – Clients can always lose interest in businesses for different reasons. 

Discontinuation of the product by the supplier or delayed delivery leads to the loss of clients. 

The clients look for other business suppliers to meet their demands within an expected time 

frame.  

 Daily business disruptions – In any business sector, unforeseen circumstances such as sudden 

load shedding, late delivery of the products and poor communication from the suppliers or third 

parties require interim measures. Daily business disruption can also be caused by a less-

informed employee who accepts or downloads inappropriate content from unsecured websites, 

eventually affecting the system which leads to regular business delays.  

 Lack of trust – clients can easily terminate their contracts or services when their needs are not 

adequately met. Sometimes, clients lose the trust they have in the supplier, which, at times, the 

supplier may not have control over. Sometimes, the businesses lose the client's information 

owing to negligence, a lack of skills or through inappropriate ways of securing information and 

information storage.  

 Business discontinuity- This is the last stage of the business's existence. Some of the reasons 

for ending the business are a lack of experience, delayed delivery of the products from the 

suppliers, limited or insufficient business capital, unexpected delays in growth and 

inexperienced or poor management. 

The results showed some great similarities collaboration among different business participants with 

regard to the common types of cyber-attacks and threats experienced. Even though most businesses are 

the victims of cyberrisks and crimes, some businesses still do not disclose the forms of cyberattacks 

they experience (Hubbard, 2019). It becomes quite difficult for businesses to recover from the effects 

of cybercrimes (Bendovschi, 2015). In addition, it is difficult for the business to fully recover customer 

trust, its reputation and its profits (Ncubukezi & Mwansa, 2021b). However, the main resources 

businesses lose owing to their dependency on the Internet are their information system and finances 

(Balan et al., 2017). 

Similarly, Brockett et al. (2012) also share the same sentiments about losing a business's information 

systems and reputation. Tam, Rao and Hall (2021) explain that cybercrimes negatively affect the state 

of information security, the economy and business growth. In addition, the increased cyberattacks harm 

businesses extensively economically (Teufel et al., 2020). Increased cybercrimes have greatly affected 

the economic growth of SA businesses (Hubbard, 2019). Even though the ‘blanket approach’ may not 

be appropriate for all businesses and institutions, this study recommends effective best practices cited 
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by Ncubukezi (2022a), Kayumbe and Michael (2021) and Ncubukezi and Mwansa (2021a), as well as 

Coventry et al. (2014). These best practices include regular system and software updates, enforcing 

proper and accepted password criteria, using strong antivirus programs, antispyware and active 

firewalls, proper computer shutdowns, secure connections and websites, regular training on phishing 

scams and limiting the use of passwords in a public space.  

7.3 RISK IDENTIFICATION 

Several factors cause cyberrisks in private and public business domains (Shevchenko et al., 2021). 

Cyberrisks are multifaceted and dynamic and have different impacts, making them difficult to handle 

without classifying them. Peters, Shevchenko and Cohen (2018) and the Joint Research Centre (2019) 

explain that these cyberrisks include technical, behavioural and cultural aspects. Risk classification 

identifies the source of the risk by allocating a unique reference (Nasir, Naderi & Momeni, 2020). Each 

cyberrisk is given a risk code used for the risk matrix. To effectively conduct risk management in any 

organisation, it is vital to understand the list and categories of possible risks. Those risks should be kept 

and stored on a risk registry. These cyberrisks are thoroughly identified and outlined in Table 7-20.  

Table 7-20 summarises the collected risks subjective to business sector perceptions. The table illustrates 

the risk causes, risk numbers and risk categories. The risk number presents a numbered list of the 

analysed risks. The collected risks were related to system users which generated human-related risks, 

which could either be genuine human errors or initiated by criminals. This requires the documentation 

of all the business stakeholders and system users, where the potential contributors are the employees of 

the businesses, third parties and clients. The business employees can be computer literate or illiterate 

with some understanding of the policies and guidelines to carry out the business objectives. However, 

employees with limited understanding and skills can become the link for criminals. 

Knowledgeable employees can ignorantly make decisions based on their attitude and stress levels 

because they are overworked, thereby exposing the system. Third parties present external links that 

supply and support the business. Business customers interact with the system to receive the service. 

They can be internal or external customers who can pose risks to the systems. For example, a customer 

can send an email that can be phishing. Criminals use the system for their benefit. They deploy strategies 

that expose the business to risks and leave the system vulnerable to threats (Paulsen, 2016). The results 

revealed that the businesses experienced various threats resulting in common risks. These threats 

exposed business information systems, files, end devices, network devices, policies, email and 

employees (Pritom et al., 2020). Businesses experience various intrusions, unauthorised access to their 

systems and malfunction of resources, insider attempts and planned attempts. This study reviewed the 

collected data to identify the common cyberrisks SMEs are experiencing and classified risks into five 
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categories: risks caused by human factors, phishing or network-related risks, technological risks and 

device-related risks. 

7.3.1 Cyberrisk Register 

Identifying risks helps to understand the nature of the possible risks yielding either a positive or negative 

impact. This phase captures all experienced cyberrisks from the perceptions of each participating 

business sector, promoting communication and feedback among the stakeholders. These risks help to 

identify the risk assumptions, causes and anomalies. Identifying cyberrisks, especially during the 

Covid-19 pandemic, exposed risks at SMEs. This phase determines potential risks and is performed 

before conducting a qualitative and quantitative risk assessment to develop the risk register to analyse, 

prioritise and monitor risks. The risk identification techniques are used to identify the common 

cyberrisks at the SMEs in SA. Cyberrisks at businesses have gained widespread interest in academic 

and business institutions. Ncubukezi, Mwansa and Rocaries (2020b) conducted a study determining 

cyber hygiene in small businesses. Their results revealed several threats and attacks related to the root 

causes of cyberrisks in business sectors.  

Risk identification addresses the questions of when, how, which and where the risk can take place 

(Tranchard, 2018). For example: When can a cyberrisk take place? How can the risk happen? Which 

business assets could be affected by cyberrisks? And where can cyberrisks be found in a business? 

Those risks are outlined in Table 7-21, guided by the contents of risk identification in Table 7-20. The 

risk identification table lists the risk categories as technological, technical, managerial and human factor 

risks. The list of assets that get affected by risks has been outlined. Risk identification as an ongoing 

task in any business or organisation focuses on documenting and listing risks experienced by 

organisations in order assist businesses to better understand their potential risks. 

Risk number:  This presents the numbering used to identify the risk in the risk register. 

Cyberrisk: Any form of dependent and independent financial loss, damage or disruption caused 

by the failure of a resource.  

Risk code: Each identified risk is given a unique code used to determine the risk from the list.  

Risk cause:  Presents the source of the risk, which triggers vulnerability in the business system. 

Risk category: The risk categories present the related potential cyberrisk causes which can be 

evaluated and responded to. These are the malware or technological risks, devices or 

technical systems, human factors, policies and lack of guidelines. 
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Table 7-20: Analysis of cyberrisks, their causes and the source (Data source: Survey, 2021) 

Risk # Risk Risk code Cause Category 

1 Unauthorised access to software UAccSof Poor guideline compliance, malware, criminals, employee ignorance Technological risks, malware 

2 Unauthorised access to rooms or facilities UAccRo Employee ignorance, poor implementation of security measures Device security 

3 Unauthorised user registration UUseReg Poor security compliance, inside attempts System security, lack of guidelines 

4 Unauthorised access to data and files UAccDatF Criminals, inside attempts, poor security compliance System security, lack of guidelines, human factors 

5 Unauthorised access to devices UAccDev Criminals, inside attempts, poor security compliance, malware, phishing Human factors, poor security compliance 

6 Stolen devices and information StoDevI No device encryption, no backup plan Devices 

7 Outdated antivirus and antispyware OAnti Easiest gateway for cybercriminals, loss of data caused by software failures 

& no software compatibility 

Human factors, malware  

8 Faulty network connectors and 

transmission media 

FauNeT Loss of data and network connection The device, human factors 

9 Old equipment and device failure OEFail Failure to perform preventive maintenance, improper operation, 

misconfiguration 

The device, human factors 

10 Malfunctioning of the system or network MalFir Failure to perform preventive maintenance, improper operation Poor policy compliance, human errors 

11 Open wireless network OnWiN Unauthorised network access, slow network speed owing to unauthorised 

devices 

Poor policy compliance, human errors 

12 Human errors HumErr Poor decision-making, lack of skilled personnel, ignorance, stress owing to 

staff shortage 

Poor policy compliance, human errors 

13 Use of incorrect password criteria InPas Poor password generation, no regular reminders to change passwords Human factors, poor policy compliance 

14 No policy or guidelines  NoPolic Lack of dedicated personnel and management Poor policy compliance 

15 Fraud or stolen information FrStea Phishing, criminal actions or inside attempts Phishing, human factors 

16 Malware (Viruses, worms, Trojan) Mal Malfunctioning of the network, data loss, financial loss Malware 

17 Accidental installation of unsecured 

applications 

AccInst Phishing, malware Malware, phishing 

18 Regular system and application failure SysFai Malware, social engineering attempts, denial of service, phishing Poor policy compliance, human errors, phishing 

19 Unauthorised modification, deletion, loss 

of data and information 

ModDa Data theft, human errors, phishing Poor policy compliance, human errors 

20 Denial of service and network downtime DoS Prolonged network performance when opening files or accessing websites, 

unavailable websites, or unable to access any website. 

Malware, Poor policy compliance, human errors, 

network 

21 Hardware and software failure HSwaFai Old hardware equipment and obsolete software, phishing  Poor policy compliance, human errors, malware, 

phishing 

22 Bad management BdMan No clear guidelines, misalignment with business objectives Poor policy compliance, human errors 

23 Misconfiguring the device MSConf Weak passwords, no data encryption, no access restrictions and mismanaged 

permission controls 

Human factors, poor policy compliance 

24 Poor delivery of outsourced IT services  OITSer Biased software decisions, compromised security Human factors, poor policy compliance 

25 Use of USB UUSB Criminals, inside attempts, lack of guidelines Malware, device security & Poor policy 

compliance 

26 Lack of data confidentiality LaDC Data breach, compromised system, lost or stolen device, phishing Poor policy compliance, human errors, phishing 

27 Lack of data integrity LaDI Human errors, malicious attacks, malfunctioning devices, phishing Poor policy compliance, phishing 
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Table 7-21 summarises the collected cyberrisks according to the different risk categories. Table 7-20 

shows 27 risks, colour-coded according to the risk categories to make 60 identified cyber-related risks. 

Table 7-21 shows the breakdown of the risks. 

Table 7-21: Total number of identified risks (Data source: Survey, 2021) 

Risk Category Identified risk 

Devices or technical systems 7 

Technological risks/malware 8 

Phishing and network 7 

Human factors/human errors 20 

Lack of policies & guidelines 19 

Total 61 

The findings revealed various identified threats that different business sectors have experienced, 

yielding various risks. As shown in Table 7-20, these are unauthorised accidental and planned threats, 

information misuse by authorised personnel, data breach, leakage or loss, and service disruption owing 

to a lack of strong guidelines and policies. The respondents revealed that these risks affect strategic 

planning, the business’s reputation, operational events and transactional actions, which lead to poor 

compliance. The following section determines the inherent risk and impact based on the identified 

cyberthreats. 

7.3.2 Identified Cyberrisk Categories  

Cyberrisks emerge from several cyberattacks, threats and crimes committed by criminals or illiterate 

employees. Some of the most important and most deadly cyberthreats occurred during the Covid-19 

global pandemic. These cyberthreats range from browsing applications and mobile applications to 

malicious domains, ransomware, social media messaging, distributed denial of service (DDoS) attacks, 

malware on the systems and websites, spam emails or compromised emails and distributed denial of 

service (Khan, Brohi & Zaman, 2020). Cyberattacks can use the standalone device or the cyberspace 

on a networked device to attack SMEs. The research participants shared most of the attacks and threats; 

they were then identified and grouped into different cyberrisk categories. The identified risk categories 

are human factors, phishing and network-related risks, malware and technology, devices, technical 

systems and policies and guidelines.  

7.3.2.1 Human factors  

Among other cyberrisks, human factors result in remarkable damage to businesses and remain the 

primary security concern. Cyberrisks affect various businesses by connecting to standalone or 

networked computers. In addition, Kobis (2021) believes that the human factor plays a major role in 

infiltrating sensitive information. The results revealed that human users use infected memory sticks on 

standalone computers. An example would be when an employee ignorantly follows the websites' links 

that gather sensitive information. This action results in increased unauthorised information disclosure 
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and data breaches (Richardson et al., 2020). Sometimes, legitimate users perform activities under 

pressure, resulting in common and unplanned mistakes. In addition, human factors can result from 

employee understaffing or work demands. Sometimes, human factors result from the lack of support 

and awareness training leading to unacceptable behaviour. These common human factors are mainly 

the mistakes caused by poor decision-making (Sasse, Brostoff, & Weirich, 2001), becoming the 

loophole for cyberthreats and attacks. Likewise, some employees' attitudes influence their decision-

making (Richardson et al., 2020). 

7.3.2.2 Phishing and network-related risks 

During the COVID-19 pandemic, all institutions had to rely on cyberspace for business visibility and 

to attract new markets (Ncubukezi, Mwansa & Rocaries, 2021). Convenient access to cyberspace grants 

cybercriminals a chance to explore new markets in all institutions, especially where cybersecurity is not 

prioritised. Results indicated that the participants become the victims through hackers manipulating the 

website scripts. Some participants experienced phishing attacks through their emails and phones when 

users curiously opened fake emails out of ignorance and recklessness. Some emails may have an 

attachment of the malware, which automatically instals when it is opened. Over and above phishing, 

some participants experienced denial of service, network or device exploitation, and the ultimate data 

breach. According to the Ponemon Institute (2018), through networked devices, cybercriminals gain 

unauthorised access to the business network to access, read, alter and delete private business 

information. SMEs need a detailed guide that protects the business networks and data to ensure that 

activities are safe and secure. It has been mentioned that the lack of financial resources of the SME 

prevents it from applying complex, multifaceted and reasonable security systems for cyberrisk 

mitigation (Antunes et al., 2021).  

7.3.2.3 Malware and technology-related risks  

The research participants indicated that malware attacks mostly gain access through network interfaces 

to penetrate business systems. Sometimes the malware attacks are transmitted through memory sticks 

which become insider-generated. The users sometimes accidentally install the infected installation 

package of the illegitimate program available on the site to trick uninformed users. Some users become 

the channel of malware attacks owing to quick and easy access to free and infected software packages 

on the Internet. The criminals on the network use and deploy malware on the business systems and 

devices (Millaire, Sathe  & Thielen, 2015; Hiscox, 2019;), while the less skilled people who access less 

protected web pages become extremely dangerous for the business and are difficult to mitigate (Ndeda 

& Collins, 2019). As a result, ignorant users download and install software from unverified sources 

(Kobis, 2021).   
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7.3.2.4 Devices and technical systems  

The devices (end or intermediary devices and peripherals) form part of the business systems. Devices 

connected to the Internet or functioning on their own may be the main entrance for victims of 

cybercrimes. The criminals use open interfaces on the networked devices, while standalone devices get 

affected through external hard drives for information exchange. Sometimes, the devices and technical 

systems get stolen, intruded upon, or information is lost. Some cybercrimes can be dependent and 

independent of the Internet (McGuire & Dowling, 2013).  

7.3.2.5 Lack of policies and guidelines  

These are essential for every business to guide the use of business resources and implement proper and 

proactive cybersecurity measures which protect the business and the employees (Eiza et al., 2021). The 

business rules, procedures and guidelines should have detailed information about processes to be 

followed when handling business activities (Antunes et al., 2021). Employees have become the easiest 

and the weakest link in institutions (Von Solms & Von Solms, 2014). Therefore, all business institutions 

need to have a detailed document that guides them on how to use the resources. As a result, most 

employees do not pay proper attention to password creation, especially if there is no enforced guideline, 

which becomes a loophole for criminals. Often, end-users focus on memorable, easy and convenient 

passwords. The absence of a policy document or poor enforcement of the proper rules, policies, 

procedures and guidelines become a loophole for many cybercriminals (Mugarura & Ssali, 2020). 

SMEs should enforce the policies and procedures (Ncubukezi, 2022).  

7.3.3 Ranking of Cyberrisks 

The study used low, medium and high impact ratings. A low rating presents a minimal impact, the 

medium shows a damaging impact, which is recoverable, and the high rating shows a substantial impact. 

So the sum of the identified risks is summarised according to their priorities. Table 7-22 shows the 

identified risk categories ranked from low, medium to high to determine the risk priorities. These 

identified risks are based on the list of shared common risks which businesses experienced. These are 

listed in Table 7-20. Old and emerging risks are identified and prioritised from low, medium to high 

with reference numbers for the risk categories. These priority levels rank the listed collected risks to 

develop efficient response plans focusing on items with a higher priority. For every business, the risk 

priorities are usually aligned with the business's risk management plan, business objectives and risk 

response.  
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Table 7-22: Ranking of the identified risks (Data source: Survey, 2021) 

Risk Category Low [0-3] Medium [4-6] High [7-10] Total  

Technical/ Systems/Devices 1[2] 2[8,9] 4 [3,4,6,25] 7 

Technological 

risks/Malware 

1 [7] 3 [1,1,25] 4 [16,17,20, 21] 8 

Human factors 4 [5,7,8,9] 9 [10,11,12 ,22, 23,24, 25, 13,21] 7[3,15,18,19,20,26,27] 20 

Phishing/ network 0 1[15] 6 [17,18,20,21,26,27] 7 

Policies & guidelines 3[10, 21,25] 7 [3,4,5,2,11,12,14] 9 [18,19,20,22,23,24,25,26,27] 19 

Total 9 22 30 61 

The qualitative risk analysis is presented in the section below based on risk estimation, impact analysis 

and final risk scoring. The application of the qualitative risk analysis is explained below in relation to 

the cyberrisks in the small business sectors.  

7.4 RISK ANALYSIS TECHNIQUES 

This study used qualitative and quantitative risk analysis techniques; this section presents the 

application of qualitative risk analysis techniques to describe the likelihood of risk at SMEs and its 

impact to determine the risk matrix. Risk analysis is applied in the context of cybersecurity to analyse 

cyberrisks at SMEs in SA. 

7.4.1 Risk Probability and Impact Assessment 

As the qualitative risk analysis uses probability and impact assessment, Table 7-23 presents the risk, 

the basic measure used to determine the risk probability and the consequence assessment based on the 

scale, probability, time, cost and scope. The scale indicates the risk rating based on the influencing risk 

probabilities, time of occurrence, amount caused by the risk and its impact. If the likelihood of the risk 

occurrence is high, it is very high for every risk. Similarly, if the risk occurs more frequently, then the 

risk is also very high. So, every possibility of risk is assigned costs and the frequency at which the risk 

occurs to determine the rating of the risk impact. Table 7-23 brings a common understanding of risks. 

This phase provides quality risk assessments to ensure reliability and data, providing the risk matrix 

that brings a common understanding when performing the overall risk likelihood and impact.    

Table 7-23: Risk probability and impact assessment  

Scale Probability Time Cost Scope 

Very high >75% >4 months 900K – 1M Severe Impact  

High 55-74% 1-3 months 500K- 899K Major impact on overall business functions 

Medium 30-54% 2-4 weeks 300K-499K Some impact on the key business areas 

Low 11-29% 1-2 weeks 100K-299K Low impact on business functionality 

Very low 1-10% 6 days 0K-99K Minor impact on business operations 

After developing a common measure for risk probability and impact assessment, the following section 

unpacks how the risk impact technique is used to measure cyberrisks.   
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7.4.2 Risk Impact Technique 

The impact analysis is essential in every organisation in order to produce a recovery plan focusing on 

identifying the potential cyberrisks and their probability of occurrence. The impact analysis describes a 

particular cyberrisk cause, threat occurrence and severity of the impact on the business system, 

providing information on how each cyberrisk can be treated. In the business system, a cyberattack can 

temporarily interrupt the business service, resulting in a single point of failure or an entire business 

system failure. Thus, estimating the impact of potential cyberthreats on assets is essential. Table 7-24 

shows the impact values, the impact ratings, their description and the related cost. The impact values 

range from 0.1 for a negligible rating to 1.0 for a high rating. The impact ratings range from 1 for a 

minor impact to 5 for a high impact. The ratings determine the impact of the risks according to their 

severity. The lower the impact value, the safer the business and the higher the impact value, the more it 

can become dangerous to the business. Each impact rating has a descriptive statement that explains the 

consequence and the related cost of the impact on the budget. The cost of the impact value which has a 

range of 10% determines the impact rating which indicates the severity of the risk. A minor impact cost 

is fifteen percent more on the budget, while moderate rating costs sixteen to twenty-five percent more 

on the budget and a major impact costs twenty-six to thirty-five more than the budget. 

Table 7-24: Definitions of impact values ((Guided by (PMBOK, 2013)) 
Impact 

value 

Impact 

rating 

Rating Description Cost 

0.1 Negligible  1 Threats have no potential harm Does not affect the budget 

0.3 Minor 2 Threats seem normal and are acceptable < 15% more on the budget 

0.5 Moderate 3 Threats exist which can expose the business to risks 16-25% more on the budget 

0.7 Major 4 The threat exists and needs remedial actions 26-35% more on the budget 

1.0 Severe 5 Urgent threat to the organisation exists >36% more on the budget 

Now that we have clarified the impact ratings, it becomes essential to clarify the risk likelihood values so 

that the probability and impact analysis can be evaluated. The probability estimation is presented below. 

7.4.3 Probability Estimation Technique 

When conducting the probability and impact analysis, the risk likelihood values are essential for 

presenting the cyberrisk matrix. The probability of the risks is presented concerning the risk likelihood 

rating, with the quantitative likelihood rating values and their description. Table 7-25 shows the risk 

likelihood ranging from rare, unlikely to happen, moderate likelihood of occurring and certain to 

happen. All these qualitative likelihood values are assigned quantitative values, which are the ratings 

from 1 to 5 and the likelihood score from 3% to 100%. In addition, the table also shows the description 

of the likelihood rating and its criteria concerning the negative effect on the business system, which 

exposes the systems, information, assets and personnel. Therefore, the description shows the level of 

vulnerability of the business.  
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Table 7-25: Definitions of likelihood values ((Guided by (PMBOK, 2013)) 

Qualitative values Quantitative values Description and the criteria 

 Likelihood  Rating Likelihood score 

Rare 1 3% Vulnerability is not a concern and could have a negligent effect on 

the business system's operation, assets and employees. 

Relevant security controls are implemented, assessed and effective 

Unlikely to happen  2 4-20% Vulnerability is of minor concern and could have limited effects on 

the business system's operation, assets and employees. It might cause 

minor financial loss, minor damage to assets and minor loss of 

employee information.  

The effectiveness of the measures could be improved and relevant 

controls are implemented but with minimal effectiveness. 

Moderate chance 3 21-50% Vulnerability is a moderate concern that could severely affect the 

business system's operation, assets and employees. It might cause 

minor financial loss, minor damage to assets and minor loss of 

employee information.  

Relevant security controls are partially implemented but somewhat 

effective. 

Likely to happen 4 51-79% Vulnerability is highly concerning, which could severely affect the 

business system's operation, assets and employees. It might cause 

major financial loss, damage to assets and loss of employee 

information.  

Relevant security controls are planned but not effectively 

implemented but somewhat effective 

Certain to happen 5 80-100% Vulnerability is exploitable, resulting in multiple effects on the 

business system's operation, assets and employees.  

Relevant security controls are not planned and implemented. No 

security measure could be identified. 

After clearly describing the risk impact and likelihood, the researchers conducted the risk probability 

and impact analysis. The risks analysed in this study were collected from the research participants and 

were identified and categorised in Section 2. The following section illustrates the cyberrisk impact and 

risk probability in the SME sector in SA. 

7.4.4 Risk Consequence and Scoring 

  Table 7-26 shows the qualitative values, which are the risk likelihood values ranging from rare, 

unlikely to happen, moderate chance of occurring, more than likely to happen to certain to happen. The 

table also shows the quantitative values, which include the risk likelihood rating between 1 and 5 and 

the corresponding risk score, which ranges from 3% to 100%/ The risk consequence has values from 1 

to 5, where its values carry a risk description which is negligible, minor, moderate, major and severe.  

  Table 7-26: Risk likelihood, likelihood score and the risk consequences 

Qualitative values Quantitative values Risk consequence 

Likelihood  Rating Likelihood score Value Description 

Rare 1 3% 1 Negligible 

Unlikely to happen  2 4-20% 2 Minor 

Moderate 3 21-50% 3 Moderate 

Likely to happen 4 51-79% 4 Major 

Certain to happen 5 80-100% 5 Severe 

Table 7-27 shows the risk scoring and the criteria used to calculate the final risk rating based on the 

risk consequence multiplied by the risk probability. When the output of the risk consequence and the 
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probability amounts to a range of 1 to 5, the risk scoring becomes 1 and the final risk rating becomes 

minor. At the same time, if the risk consequence and probability fall into the 6 to 10 range, then the 

scoring is 2 and the final scoring becomes low. So, for every risk consequence and the probability, there 

is a corresponding risk score and final risk rating, as shown in Table 7-27.  

                  Table 7-27: Risk scoring 

Consequence*Probability Risk 

scoring 

Risk rating 

1-5 1 Negligible 

6-10 2 Minor 

11-15 3 Moderate 

16-20 4 Major 

21-25 5 Severe 

7.5 RISK EVALUATION 

This phase is used to support operational decisions by comparing the risk analysis results with the 

established risk criteria to determine the appropriate course of action. The study used the matrix to 

identify levels for different cyberrisks.  

7.5.1 Matrix Identifying Levels for Cyberrisks 

As described earlier, some cyberrisks can be harmful to any business. The cyberrisk harm depends on 

the risk impact and probability of risk at any business.  

 Table 7-28  shows a 5*5 risk matrix of the likelihood and impact of cyberrisk to 

determine the risk score that categorises the risks as low, medium and high. While levels for the risk 

probability are rare, unlikely, possible, will occur and certain, the impact levels range from deficient, 

low, medium, high and very high. The intersection of the horizontal and vertical lines determines the 

actual level of risk, which could be negligent, minor, moderate, major, or severe. The risk probability 

and impact matrix illustrate the values and ratings determining the overall risk matrix.  

 Table 7-28: 5*5 Risk Probability and Impact Matrix 

Risk 

probability 

Risk Impact 

1 Negligible 2 Minor 3 Moderate 4 Major 5 Severe 

1 Rare 

 

1 Negligible 2 

Negligible 

3 Negligible 4 

Negligible 

5 

Negligible 

2 Unlikely 

Could occur 

2 Negligible 4 

Negligible 

6 Minor 8 Minor 10 Minor 

3 Possible 

Might occur 

3 Negligible 6 Minor 9 Minor 12 

Moderate 

15 

Moderate 

4 Will Occur 

Likely to occur 

4 Negligible  8 Minor 12 Moderate 16 Major 20 Major 

5 Certainly 

Expected 

5 Negligible 10 Minor 15 

Moderate 

20 Major 25 Severe 
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7.5.2 Application of the Probability/Impact (P-I) Rating 

Even though the study gathered so much information, this section focuses only on the probability and 

impact risk rating, translated as the Risk rating = Risk impact * Likelihood. Different risk categories 

are thoroughly explained using the probability risk measure and its impact on producing the risk value. 

While Table 7-25 defines and describes the risk probability values, Table 7-24 defines the risk impact 

values. Each probability and impact value demonstrates some level of vulnerability of the business, 

system, information and personnel. This section's probability and impact rating is based on the identified 

cyberrisk categories: devices and technical systems, technological risks and malware, phishing and 

network, human factors and policies and guidelines.  

7.5.2.1 Technical, systems and the device's risk scores 

Table 7-29 shows the risk category, the item and probability analysis and its impact on determining the 

risk value. This table presents the devices and technical systems as the risk category that focuses on the 

risk items, namely: unauthorised access to the buildings, faulty network connectors and transmission 

media, old equipment and device failure, unauthorised user registration, unauthorised access to data and 

files, stolen devices and information, and the use of a USB. Each item shown in Table 7-29 has a 

corresponding risk probability for information analysed and presented in Table 7-25 and risk impact in 

Table 7-24. Each risk item's risk value (P*I) is the product of the relevant risk likelihood and impact, 

where each value informs the final risk scoring level. The final risk score informs the risk control 

measures that should be applied to each risk item to reduce, mitigate, separate and avoid the risk.  

Table 7-29: Devices and technical systems risk probability, impact and value (Data source: Survey, 2021) 

Risk category Risk item Probability Impact Risk value (P*I) Risk score 
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Unauthorised access to rooms 

or facilities 

2 3 6 Minor 

Faulty network connectors and 

transmission media 

2 4 8 Minor 

Old equipment and device 

failure 

1 2 2 Negligible 

Unauthorised user registration 3 5 15 Moderate 

Unauthorised access to data and 

files 
4 5 20 Major 

Stolen devices and information 5 5 25 Severe 

Use of USB 5 5 25 Severe 

 

7.5.2.2 Technological and malware risk values 

Table 7-30 presents the technological and malware category with risk items which are unauthorised 

access to the software, outdated antivirus and antispyware, malware (viruses, worms, Trojan), 

accidental installation of unsecured applications, denial of service and network downtime, hardware 

and software failure as well as the use of a USB. Each of these risk items carries a risk probability and 
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the risk impact is defined in Table 7-25 and Table 7-24 to calculate the final risk score. The final risk 

score is defined in Table 7-27. So the higher the risk score, the more vulnerability it causes.  

Table 7-30: Technological/Malware risk probability, impact and value (Data source: Survey, 2021) 

Risk category Risk item Probability Impact Risk value Risk score 
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Unauthorised access to 

software 

3 4 12 Moderate 

Outdated antivirus and 

antispyware 

4 3 12 Moderate 

Malware (viruses, 

worms, Trojan) 
4 4 16 Major 

Accidental installation of 

unsecured applications 

4 4 16 Major 

Denial of service and 

network downtime 
3 3 9 Minor 

Hardware and software 

failure 
2 2 4 Negligible 

Use of USB 4 3 12 Moderate 

 

7.5.2.3 Phishing and network risk values 

Table 7-31 shows the phishing and network risk category and related items identified in Table 7-20. 

Each identified risk item is calculated to produce the risk value that informs the main risk control 

measures to be proactively deployed to reduce and avoid the risk with their consequences. The recorded 

risk probability is defined in Table 7-26 and the risk impact is explained in Table 7-25. So the risk 

value is the result of both the risk probability and the risk impact of the fraud or stealing information, 

denial of service and network downtime, hardware and software failure, lack of data confidentiality, 

data integrity and accidental installation of insecure applications and systems.  

Table 7-31: Phishing and network risk probability, impact and value (Data source: Survey, 

2021) 

Risk category Risk item Probability Impact Risk value Risk score 
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Fraud or stealing of 

information 

3 5 15 Moderate 

Accidental installation of 

unsecured applications 
4 4 16 Major 

Denial of service and 

network downtime 
2 3 6 Minor 

Hardware and software 

failure 
2 4 8 Minor 

Lack of data 

confidentiality 
3 5 15 Moderate 

Lack of data integrity 3 5 15 Moderate 

 

7.5.2.4 Human factors risk values 

The human error category is presented in Table 7-32 with its related identified risk items, the 

corresponding risk probability and the impact that results in the risk value. The risk items are listed in 
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Table 5-32. The recorded risk probability and impact are defined and described in Table 7-25 and Table 

7-24. The risk value is also defined in Table 7-27, determining the risk score, which explains SMEs' 

ultimate level of vulnerability.  

Table 7-32: Human factors risk probability, impact and risk value (Data source: Survey, 2021) 

Risk category Risk item Probability Impact Risk 

value 

Risk score 
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Unauthorised access to 

data and files 

4 5 20 Severe 

Unauthorised access to 

devices 

3 4 12 Moderate 

Outdated antivirus and 

antispyware 

4 5 20 Severe 

Faulty network connectors 

and transmission media 

2 3 6 Minor 

Old equipment and device 

failure 
2 3 6 Minor 

Malfunctioning of the 

system or network 
3 4 12 Moderate 

Open wireless network 3 4 12 Moderate 

Human errors 5 5 25 Severe 

Use of incorrect password 

criteria 
4 5 20 Severe 

Fraud or stealing of 

information 
3 5 15 Moderate 

Regular system and 

application failure 
3 4 12 Moderate 

Unauthorised 

modification, deletion, loss 

of data and information 

4 5 20 Severe 

Denial of service and 

network downtime 
3 4 12 Moderate 

Hardware and software 

failure 
3 4 12 Moderate 

Bad management 4 5 20 Severe 

Misconfiguring the device 3 5 16 Major 

Poor delivery of 

outsourced IT services  
3 3 9 Negligible 

Use of USB 3 4 12 Negligible 

Lack of integrity 4 5 20 Severe 

Lack of data 

confidentiality 
4 5 20 Severe 

 

7.5.2.5 Policies/Guidelines risk values 

Table 5-33 shows the category of the policies and guidelines with their cyberrisk items to calculate the 

value of the risk in terms of the likelihood of risk and the impact. The related risk items listed in Table 

5-33. The risk probability values are based on Table 7-24 and their risk impact is defined in Table 7-

25. So, the value of the risk is the outcome of the probability and impact of the risk. The risk values 

determine the risk score that helps to determine the appropriate security measures that will proactively 

improve the safety and security of the business. 
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Table 5-33: Policies/Guidelines risk probability, impact and risk value (Data source: Survey, 2021) 

Risk category Risk item Probability Impact Risk value Risk score 
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Unauthorised user registration 4 5 20 Major 

Unauthorised access to data 

and files 

5 5 25 Severe 

Unauthorised access to 

devices 

4 4 16 Major 

Malfunctioning of the system 

or network 

3 5 15 Moderate 

Open wireless network 3 3 9 Minor 

Human errors 4 5 20 Major 

Use of incorrect password 

criteria 
5 5 25 Severe 

Regular system and 

application failure 
5 5 25 Severe 

Unauthorised modification, 

deletion, loss of data and 

information 

5 5 25 Severe 

Denial of service and network 

downtime 
3 4 12 Moderate 

Hardware and software failure 2 4 8 Negligible 

Bad management 4 5 20 Major 

Misconfiguring the device 4 5 20 Major 

Poor delivery of outsourced 

IT services  
3 4 12 Moderate 

Use of USB 4 4 16 Major 

Lack of data confidentiality 5 5 25 Severe 

Lack of data integrity 5 5 25 Severe 

7.5.3 Risk Classes 

Generally, risks are categorised according to the classes ranging from Class I to Class IV. Table 7-34 

presents the definition of each class and the related identified cyberrisks to rate and assess the level of 

collected risks experienced by the SME sectors. Each risk class has a corresponding definition and a 

risk-related identified risk number, as illustrated in Table 7-20. Class I presents a collection of the 

identified risks which are acceptable impacts. Class II presents acceptable risks while the service is 

used; threats should be monitored to observe any abnormalities. Class III presents an unacceptable risk; 

mitigation measures should be considered based on different scenarios. In Class IV, measures to reduce 

risks must be implemented for extremely high risks. Classes I to IV have a risk impact ranging from 

negligible to severe. Each class has a group of related cyberrisks and attacks belonging to the severity 

level of the risk. Eight risks belong to both Class I and Class II. Class III has 18 related risks and class 

IV has 16 related risks. 

Table 7-34: Definition of risk classes (Data source: Survey, 2021) 

Risk classes Definitions Collected risk item 

Class I Acceptable risk [2,5,7,8,9,10,21,25] 

Class II Acceptable risk. While the service is used, threats 

should be monitored to observe any abnormalities.  

[2,5,7,8,9,10,21,25] 

Class III Risk is not acceptable. Based on different 

scenarios, mitigation measures should be 

considered. 

[1,12,2, 3,4,5,8.9,10,11, 

13,14,15,11,22,23,24,25] 

Class IV Extremely high risk. Measures to reduce risks must 

be implemented 

[3,4,6,15,16,17,18,19,20, 

21,22,23,24,25,26,27] 
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7.5.4 Vulnerability Assessment  

At SMEs, vulnerability assessment is performed to evaluate the cyberrisk likelihood of a cyberthreat. 

The study used the qualitative approach to categorise cyber vulnerability into low, moderate or high. It 

considers the SME assets, threats, mitigation strategies and impact. This study determines the 

vulnerability categorisation of the SME system where the metrics were identified in Table 7-20 to be 

assessed, as shown in Table 7-35. This matrix was analysed and categorised based on the interrelated 

threat effects for the devices and technical systems, technological risks and malware, human factors, 

phishing or network, and policies and guidelines. Each vulnerability category is grouped and arranged 

based on its severity in the system ranging from low, moderate to high, as can be seen in Table 5-35. 

Table 7-35: Matrix that influences vulnerability (Data source: Survey, 2021) 

Threat matrix SME cybersecurity vulnerability 

LOW MODERATE HIGH 

Devices/ Technical systems [2] [8,9] [3,4,6,25] 

Technological/Malware [7] [1,1,25] [16,17,20, 21] 

Human factors [5,7,8,9] [10,11,12,22,23,24,25, 3,21] [3,15,18,19,20,26,27] 

Phishing/network  [15] [17,18,20,21,26,27] 

Policies and guidelines [10, 21,25] [3,4,5,2,11,12,14] [25,18,24,19,20,27,22,23,26] 

7.5.5 Summary of Gathered Risks 

Table 7-36 summarises the identified risks belonging to different categories, with their forms of attack, 

risk event, asset, security principle, risk cause, risk impact and the risk consequence. The risk categories 

present related and grouped risks according to their nature in the business sector. The recorded risk 

categories are adopted from Table 7-21. The cyberrisk categories are devices and technical systems-

related risks, technological risks and malware, including phishing and network, and human factors, 

which consist of planned and unplanned risks. The listed cyberrisks are triggered by different 

cyberthreats and attacks relating to the business resources, such as the network, technical systems, 

technologies, people, rules and guidelines that directly or indirectly affect various business assets.  

All these gathered risks affect the security principles, which are confidentiality, integrity and 

availability, abbreviated as (CIA). These three security principles form part of the information security 

training that minimises the potential of security risks. So, every cyberrisk is motivated and specific, 

which could be planned or unplanned. The planned risks could be caused by unauthorised access or 

intentional cybercriminal acts, while the unplanned risks could be human or employee-generated based 

on their computer literacy level. Regardless of their sources, risks result in a risk event that carries either 

a positive or a negative impact and a consequence for the business system. Every risk at the business 

carries a certain impact and consequence. If the risk is negative, the impact is also negative; if the risk 

is positive, then the impact is also positive. A negative risk poses negative consequences, as presented 

in Table 7-36.
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Table 7-36: Description of collected cyberrisks table (Data source: Survey, 2021) 

Risk Category Form of attack Asset Security principle Risk cause Risk event Risk Impact   Risk consequence 

Device or 

technical risks 

 
 

 Hardware  & software 

failure  

 Human error 

 Malicious attacks  

 Old equipment  

 Network downtime and 

denial of service  

 End devices 

 Files 

 System 

 Availability 

 Confidentiality 

 Integrity 

 Human actions 

 Ignorance - poor decision-

making 

 Lack of employee skills 

 No device encryption 

 Lack of device management 

 Theft, loss or robbery 

 Third-party involvement 

 Malware attack 

 Unauthorised access to 

devices 

 Poor business growth 

 Fraudulent acts 

 Lack of client trust 

 Loss of intellectual property 

 Poor economic growth 

 Loss of information  

 Lost or  stolen devices  

 Denial of service 

 Poor performance and 

economic growth 

 Loss of clients 

 A slow or unusable 

computer. 

Malware  or 

technological 

and phishing 
risks 

 Cybersecurity incidents 

such as malware 

 Cyberattacks,  

 Password theft 

 Phishing 

 Device encryption 

cracking and data access 

problem 

 Misconfiguration of the 

device   

 Poor implementation of the 

device security measures 

 Network 

 Device  

 Websites 

 Third parties 

  Availability 

 Confidentiality 

 Integrity 

 Human errors 

 Unsecured networked systems 

 Lack of cybersecurity 

guidelines 

 Network  and software 

vulnerabilities 

 Improper security architecture 

 Worms, Trojan, Viruses 

and spyware) 

 Phishing scams 

 Unrestrained web 

browsing 

 Bad password   

 Human errors 

 Malfunctioning of servers 

and computers 

 Unexpected system and 

network failure 

 Limited access to resources  

 Compromised system and 

information security, privacy 

and safety lead to data 

breaches 

 Identity theft. 

 Deletion, theft and 

corruption of data. 

 Denial of service 

 Fraud – freeze access 

until payment is made 

 Captures private 

information   

 Loss of reputation; 

 Email  

 Network  

 Servers 

 

 Availability 

 Confidentiality 

 Integrity 

 Social engineering attacks 

  Phishing, intrusion and 

malware attacks 

 Password attacks 

 Malware such as spyware, 

viruses, worms and ransomware 

 Software downtime and regular 

pop-up messages 

 Inadequate software security 

 Outdated software and 

applications 

 Vishing 

 Deceptive Phishing 

 Spear phishing 

 Whaling 

 Smishing  

 Pharming  

 

 Financial loss  

 Bad reputation 

 Loss of client trust 

 Declined production and  

 Business growth 

 Stealing or revealing 

sensitive data (login 
details, credit card 

information)  

 Unauthorised instalation 

of malware software 

 Freezing systems  

 Loss of identity 

 Unauthorised purchases 

Human factors 

 
 Poor decision-making 

 Lack of management 

involvement 

 Work overload & stress 

 Ineffective access & 

resource management. 

 Outsourced IT services 

 Poor configuration 

management 

 Malicious and accidental 

activities 

 Careless handling of data 

 Employees 

 Files 

 Websites  

 Third parties 

  Confidentiality 

 Integrity 

 Planned and accidental actions 

 Ignorance - poor decision-

making 

 Lack of skills 

 No management involvement 

or cybersecurity personnel 

 No clear guidelines for 

cybersecurity procedures 

 Incomplete configuration 

management 

 Unauthorised use of 

access rights 

 Lack of skills  

 Loss of information 

 Lack of client trust 

 Financial loss  

 Loss of client trust 

 Declined production and 

business growth 

 Lack of a cybersecurity 

policy 

 Take your own device to 

work 

 Physical security 

 Identity theft, fraud. 

 Deletion, theft and 

corruption of data. 

Adherence to 
policies and 

guidelines 

 

 Network  

 Password 

 Device 

 Email 

 System 

 Poor compliance with 

guidelines and procedures 

 Low-security awareness and 

understanding  

 Poor password creation and 

management 

 Message 

 Email 

 

 Mistakes leading to a 

significant data breach 

 Ignorance can lead to legal 

fines, loss of client trust  

 Bad Reputation 

 Data breaches 
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7.6 QUANTITATIVE RISK ANALYSIS 

In contrast to qualitative risk analysis, quantitative risk analysis assigns money values that are independently 

objective to risk assessment elements to assess the potential of a loss. Owing to its objectivity, the quantitative 

risk analyses bring out the direct costs because of their objectivity in their assessment, which fits all the business 

sector's needs and situations. When performing the quantitative risk analysis, it is important to consider the 

potential of loss relating to the delayed process or destruction of the service. This will help estimate the risk 

probability of failure or occurrence, which could also help determine the annual loss of expectancy. So, for every 

risk calculated, appropriate and proactive measures should be deployed to reduce, avoid, separate and mitigate 

risks, even though these measures will have different cash flow scenarios.  

For example, phishing and network-related risks need different strategies to system or device-related risks. The 

network may require an extensive security upgrade which consists of a firewall that filters traffic on the network. 

The firewall could also have an intrusion-detection system, which might be expensive and potentially have an 

extended cash-flow duration. Alternatively, there should be a need to constantly hire a specialised security 

consultant who will regularly assess, enforce and monitor the services on a timely basis. This measure would be 

covered in a short period, even though it would still cost the business money. Even though some industries use 

the quantitative cyberrisk assessment, Shukla et al., (2022) state that financial and insurance companies most 

commonly adopt quantitative cyberrisk analyses. Insurance and financial institutions often assess the risk 

likelihood and its frequency in their institutions. Lo and Chen (2012) explain that many organisations commonly 

use statistical and mathematical tools to organise related risks to determine the risk probability and damage 

amount, which affects the overall business assets. The aim of using the business’s own statistical and 

mathematical tools is to define and differentiate between acceptable and unacceptable levels of risk (Nosworthy, 

2000).  

Shukla et al., (2022) explain that the direct or indirect costs of the risk are measured based on the values assigned 

to business assets, processes, risk impact and the costs to recover the damage. In quantitative risk management, 

thorough planning and preliminary work are required to collect all the elements' precise values. These elements 

present control effectiveness, asset values, threat frequency and control cost (Lo & Chen, 2012). Feng and Li 

(2011) explain that risk analysis and assessment expose the risk as the threat likelihood and the expected loss. 

The actual risk can be estimated using a numeric value that determines the risk likelihood and impact in the 

business sectors (Smit & Watkins, 2012). However, the effects can be time and financial (Van Niekerk, 2017). 

This study has drafted the priority values relating to the business assets and their values, as shown in Table 7-

37.  

The asset evaluation will be used with quantitative risk assessment techniques. The analytical, probabilistic and 

unconventional quantitative cybersecurity risk management analysis methods will be discussed below. 
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7.6.1 Quantitative Analytical, Probabilistic and Unconventional Techniques  

Different analytical methods can be adopted in quantitative analysis. Generally, sensitivity analysis is widely 

used to determine the variation in values of the independent variables directly affecting the dependent variables. 

This study used the sensitivity analysis and scenario analysis described below. These two quantitative analytical 

methods are used simultaneously to predict the cyberrisks in the small business sector in SA. The economic and 

financial sectors focus on predicting the share prices to determine the interest-related rates (Aldhamari et al., 

2022). 

Scenario analysis pays more attention to the effect of risk in a certain situation. This analytical method uses 

specific information for certain scenarios to change the model's variables. This ultimately produces an outcome 

for real-life cases. An example would be the sudden global Covid-19 pandemic which quantified the cyberrisks 

in all institutions or a crash of the market stock and a change owing to the regulations in certain sectors. Section 

C presented the use of AgenaRisk simulation software to simulate and present five scenarios relating to 

cyberrisks at SMEs. These scenarios include network and phishing, human factors, technological risks and 

malware, guidelines and policies and devices and technical systems. These analytic methods are presented 

below.  

7.6.1.1 Sensitivity Analysis using Conditional Probability Tables and Tornado graphs  

This study used the Bayesian network tools with the AgenaRisk package to simulate the potential cybersecurity 

risk probabilities and their impacts in the business space. The Bayesian model (BM) is part of the graphical 

probabilistic models that use the Bayesian inference analysis. The detailed demonstration of the cyberrisks in 

the SME sectors is clearly described and accounted for in Section C. This section demonstrates a sensitive 

analysis of the different cyberthreats and attacks which result in different cyberrisks. This section only presents 

the sensitivity analysis, which challenges the reliability, difference and significance of the assumptions to 

address the ‘what if’ analysis. The sensitivity analysis presents the quantitative technique for determining 

variables that have a greater impact on risk (Cox, 2008).  

The Project Management Institute (PMI) (2013) states that the variables estimate risks with potential impact and 

determines the changes in objectives and uncertainties that are correlated, along with the effect of each element 

on the objectives. They also provide an assessment of the likelihood that project decisions will be affected by 

risk measures, resulting in the desired outcome. In general, only scenarios with the greatest risk are taken into 

account in the sensitivity analysis. These analyses can be lengthy and expensive, which is often why qualitative 

analyses such as the likelihood and impact matrix identify the risks of greatest concern (Iloiu & Csiminga, 2009). 

This study used the AgenaRisk package with the Bayesian Network tools to conduct an extensive sensitivity 

analysis of the different scenarios to check the sensitivity of the answers against the technique and its related 
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parameters. The different cases are presented in detail in Section C. This section of the study thus provided a 

hypothetical analysis of these cases. This work analysed the sensitivity of the AgenaRisk package in isolation, 

in that if numerous interrelated parameters relate to the answer, then the researcher only considers the effect of 

one parameter at a time. For the tool's effectiveness, the researcher determined the technique's sensitivity to the 

Conditional Probability Tables (CPT). 

The sensitivity analysis communicates data and outcomes, understanding the link between the input and output 

variables while identifying sensitive variables. It then helps to make assumptions that allow decision-making 

and examines the amount of risk in given scenarios. The tornado graphs are generated based on the study's 

scenario analysis presented in Section C. In addition, the sensitivity analysis and tornado graphs are performed 

on key risk categories which are: human factors, devices and technical systems, technological risks and malware, 

phishing and networks, and policies and guidelines. The identified cyberthreats and attacks are presented below  

7.6.1.1.1 The human factor: Planned and unplanned attacks' sensitivity analysis  

Figure 7-67 shows the risk likelihood for the planned attacks. The risk likelihood ranks from low, medium to 

high, while the planned attack has Boolean values (true and false). When the risk likelihood is true, it gets a high 

rating of the risk likelihood. When the risk likelihood is false, then the likelihood is low.  

 
Figure 7-67: Risk likelihood for planned attacks (Data source: Survey, 2021) 

Figure 7-68 shows the sensitivity analysis for the unplanned attacks, which are actions performed by insiders. 

These attacks could be activities that are the result of poor decision-making with regard to the system of an 

ignorant, extremely tired and computer illiterate employee. Unplanned attacks hold the Boolean values (true and 

false) while the risk likelihood ranks from low, medium to high. The risk likelihood value becomes high when 

the planned attack is true and the risk likelihood becomes low when the planned attack is false.   

 
           Figure 7-68: Risk likelihood for unplanned attacks (Data source: Survey, 2021) 
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7.6.1.1.2 Tornado graphs for human factors: Planned and unplanned attacks 

The Tornado chart was used to evaluate the sensitivity analysis of planned and unexpected human-induced 

attacks. Figure 7-69 shows the planned attack that carries a true value with medium (0.048) and high risk (0.664) 

likelihood.  

 
Figure 7-69: Tornado graph for planned attack = True 

Figure 7-70 shows the false planned attack with high (0.336) and medium (0.952) risk likelihood.   

 

 
Figure 7-70: Tornado graph for planned attack = False 

7.6.1.1.3 Conditional Probability Table for Devices and Technical Systems 

This section presents the conditional probability table for the devices and technical systems, which has the threat 

level ranked high, medium and low, while the data breach has two Boolean states, which are true and false. 

Figure 7-71 shows the CPT for devices and technical systems with a false data breach when the threat level is 

high (0.007), medium (0.347) and low (0.646). The data breach is true when the threat level is high (0.631), 

medium (0.311) and low (0.058). 
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Figure 7-71: CPT for device and technical systems (Data source: Survey, 2021) 

 

7.6.1.1.4 Tornado graphs for devices and technical systems 

The three Tornado graphs present different rankings of the threat levels, which are high, medium and low and 

two Boolean values (true and false) for the data breach. The Tornado technique examined the sensitivity analysis 

for the device and technical systems-related risks. 

Figure 7-72 shows the Tornado graph for a false (0.007) data breach and (0.631) threat level.  

 

 
Figure 7-72: Tornado graph for false data breaches and high threats level 

Figure 5-73 shows the Tornado graph for a true (0.311) data breach and (0.347) medium threat level.  

 

 
Figure 5-73: Tornado graph for true data breach and medium threats level 

Figure 7-74 shows the Tornado graph for a true (0.058) data breach and (0648) low threat level.  
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Figure 7-74: Tornado graph for true data breach and low threats level 

7.6.1.1.5 Conditional Probability Table for Malware and Technological Risks 

Conditional probability tables were used to assess the sensitivity analysis for the virus as malware. The virus 

has two Boolean values, which are yes and no, while the risk likelihood is ranked high, medium and low. As 

shown in Figure 7-75, when the risk likelihood is high and the virus is no, then the output is (0.972). While the 

virus is yes, then the output is (0.028). When the risk likelihood is medium, then the outputs are (0.985) for a no 

virus and (0.015) for a yes. When the virus is no, the risk likelihood is (0.096) and when it is yes, the risk 

likelihood is 0.004. 

 
Figure 7-75: Virus CPT (Data source: Survey, 2021) 

 

 

7.6.1.1.6 Tornado Graphs for Malware and Technological Risks 

There are two Tornado graphs generated for the malware and technological risks. These graphs are for the 

presence of the virus as a malware attack and when there is no virus. The outputs for the possible states are 

illustrated on each graph. Figure 7-76 shows the Tornado graph for no virus, where 0.972 presents the high-risk 

likelihood and 0.995 is for a low-risk likelihood. 
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Figure 7-76: Tornado graph for no virus 

Figure 7-77  shows the Tornado graph for when there is a virus as malware, where 0.004 presents the low-risk 

likelihood and 0.028 is for a high-risk likelihood. 

 

 
Figure 7-77: Tornado graph for yes virus 

7.6.1.1.7 Conditional Probability Table for Phishing and Network 

This section presents the sensitivity analysis of phishing and the network conditional probability table. Figure 

7-78 shows the phishing and network conditions with the risk impact ranked high, medium, and low, while the 

risk likelihood is ranked very low, low, medium, high, and very high.  A very low-risk likelihood and high-risk 

impact produce (0.333). A very low-risk likelihood and medium-risk impact produce (0.333). A very low-risk 

likelihood and low-risk impact produce (0.333). A low-risk likelihood and high-risk impact produce (0.333). A 

low-risk likelihood and medium-risk impact produce (0.333). A low-risk likelihood and low-risk impact produce 

(0.333). A medium-risk likelihood and high-risk impact produce (0.333). A medium-risk likelihood and 

medium-risk impact produce (0.333). A medium-risk likelihood and low-risk impact produce (0.333). 
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                  Figure 7-78: Phishing and network CPT (Data source: Survey, 2021) 

7.6.1.1.8 Tornado Graphs for Phishing and Network 

Tornado graphs are presented to demonstrate the variation in terms of the variables for phishing and network 

category. Three graphs illustrate sensitivity analysis for the risk likelihood and the risk impact that are presented 

below. Figure 7-79 shows the Tornado graph of the phishing and network with a very low (0.333) risk likelihood 

and high (0.333) risk impact. 

 

 
Figure 7-79: Tornado graph for very low-risk likelihood and high impact 

Figure 7-80 shows the Tornado graph of the phishing and network with very low (0.333) risk likelihood and 

medium (0.333) risk impact. 
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Figure 7-80: Tornado graph for very low-risk likelihood and medium impact 

Figure 7-81 shows the Tornado graph of the phishing and network with very low (0.333) risk likelihood and low 

(0.333) risk impact. 

 
Figure 7-81: Tornado graph for very low-risk likelihood and low impact 

7.6.1.1.9 Conditional Probability Table for Lack of Policies and Guidelines 

Figure 7-82 shows the sensitivity analysis through the CPT for the policies and compliance that should be done 

by business employees and third parties. The level of policy compliance depends on the implementation level, 

which is ranked from high, medium to low. The policy compliance impact level is also ranked from high, 

medium to low. For this case, if the policy compliance is low, then the impact level becomes 0.02 for a high 

rating, 0.08 for a medium rating and 0.9 for a low rating.  

 
           Figure 7-82: CPT for lack of policies and guidelines (Data source: Survey, 2021) 
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7.6.1.1.10 Tornado Graphs for Lack of Policies and Guidelines 

Tornado graphs for the lack of policies and compliance risk category are presented in this section. This theme 

produced three vertical graphs demonstrating the impact of policy compliance, which is rated low, medium, and 

high, with low, medium, and high policy compliance. The outcomes of the analysis are presented in the graphs 

below. Figure 7-83 shows a Tornado graph for a low (0.9) impact on a high (0.900) policy compliance level. 

 

 
Figure 7-83: Tornado graph for a low impact on a high policy compliance 

Figure 7-84  shows the Tornado graph for a medium (0.08) impact on a high (0.080) policy compliance. 

 

 
Figure 7-84: Tornado graph for a medium impact on a high policy compliance 

Figure 7-85 shows a Tornado graph for a high (0.02) impact on a high (0.020) policy compliance. 
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Figure 7-85: Tornado graph for a high impact on a high policy compliance 

The following section presents the expected monetary value technique for different risk categories.  

7.6.1.2 Expected Monetary Value (EMV) 

According to the PMBOK (2017), an EMV is a quantitative analysis or a statistical concept for calculating the 

outcomes based on the different future scenarios for risks that could or may not occur. Purnomo and Wiguna 

(2021) describe the EMV as a weighted likelihood of the output, which carries more details about the severity 

of the risks to prioritise a response plan. EMV also acts as a valuable technique for quantitative risk analysis by 

predicting threat outcomes of uncertain future risk scenarios, which could yield a negative or positive result 

(Dash, 2017). EMV is also a mathematical calculation technique that determines the probability of risk and its 

impact when the probability of risk presents the probability of occurring and the risk impact as the cost of the 

risk (Metsänen, 2022). The cost value is assigned for each identified risk. This value takes into account both the 

likelihood and potential implications of the risk event. The formula to calculate the EMV is the probability 

multiplied by the cost of identified risk, which is denoted as EMV = Probability x Cost Impact.  

Where: P = probability of the risk and CI = Cost impact if the risk occurs. 

EMV is a tool used to manage the risk based on the various cyberrisk future scenarios, so in this study, the 

EMV is calculated based on the collected results and identified risks. The risk scenarios used in this study are 

based on real-life cases of SMEs facing uncertainties in their future business operations, especially after the 

Covid-19 Pandemic. This technique is applied to guide risk mitigation for any possible risks and bring insights 

to future cases. All the discussed techniques are applicable to quantifying the possible cyberrisks at businesses. 

Therefore, estimating a possibility can be the calculated amount required to determine and control all identified 

risks (Vivian, 2013). Table 7-37  indicates the values relating to the business's assets as advised by the 

participants. So the information in Table 7-37 is also used to calculate the EMV for this study. EMV is 

calculated based on the risk categories, namely devices or technical systems; phishing and network; human 

factors; malware or technological risks, as well as policies and guidelines. 
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Table 7-37: Asset evaluation 

Priority  

Value 

Asset Asset 

value 

1 Facilities, system and network operation R100 000 

2 Clients' data or information integrity and confidentiality 

Employee data confidentiality and integrity  

R100 000 

R100 000 

3 Confidentiality and integrity of data management 

control 

R100 000 

4 The device, services and application operation and 

availability 

R90 000 

5 Lack of policies and guidelines R70 000 

Table 7-38: EMV for devices and technical systems shows EMV calculations for devices and technical systems. 

The calculation includes the per cent of risk probability as shown in Table 7-25 multiplied by the cost impact in 

Table 7-24, which is based on the asset values in Table 7-37.  

 

Table 7-38: EMV for devices and technical systems (Data source: Survey, 2021) 

Risk category Risk item Probability % Cost Impact EMV 

 

D
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ec

h
n
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S
y
st

em
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Unauthorised access to rooms 

or facilities 

11% R11 000 R1 210 

Faulty network connectors and 

transmission media 

11% R11 000 R1 210 

Old equipment or device failure 1% R4 500 R450 

Unauthorised user registration 55% R30 000 R16 500 

Unauthorised access to files 55% R30 000 R16 500 

Stolen devices and information 75% R32 400 R24 300 

Use of USB 75% R32 400 R24 300 

Table 7-39 shows the phishing and network EMV where the calculation is based on the probability per cent and 

multiplied by the cost impact (based on the asset value).  

 

Table 7-39: Phishing and network EMV (Data source: Survey, 2021) 

Risk category Risk item Probability % Cost Impact EMV 

 P
h

is
h
in

g
 a

n
d

 N
et

w
o
rk

 
 

Fraud or stealing of 

information 

30% R20 000 R6 000 

Accidental installation of 

unsecured applications 
55% R2700 R14 850 

Denial of service and 

network downtime 
11% R15 000 R1 650 

Hardware and software 

failure 
11% R11 000 R1 210 

Lack of data 

confidentiality 
75% R30 000 R22 500 

Lack of data integrity 75% R30 000 R22 500 

Table 7-40 shows the EMV calculations for human factors. All the risk items have the probability percentage and 

the cost impact value that produces the EMV.  
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Table 7-40: Human factors EMV (Data source: Survey, 2021) 

Risk category Risk item Probability % Cost Impact EMV 

   
  
  
  

  
  
  

  
  
  

 H
u

m
an

 f
ac

to
rs

  
 

Unauthorised access to data and 

files 

55% R36 000 R19 800 

Unauthorised access to devices 30% R30 000 R9 000 

Outdated antivirus and 

antispyware 

55% R36 000 R19 800 

Faulty network connectors and 

transmission media 

11% R11 000 R1 210 

Old equipment and device failure 1% R4 500 R450 

Malfunctioning of the system or 

network 
30% R30 000 R9 000 

Open wireless network 30% R30 000 R9 000 

Human errors 75% R25 200 R18 900 

Use of incorrect password criteria 55% R70 000 R38 500 

Fraud or stealing of information 30% R36 000 R10 800 

Regular system and application 

failure 
30% R30 000 R9 000 

Unauthorised modification, 

deletion and loss of data  
75% R36 000 R27 000 

Denial of service and network 

downtime 
30% R30 000 R9 000 

Hardware and software failure 30% R32 000 R9 600 

Bad management 55% R36 000 R19 800 

Misconfiguring the device 30% R36 000 R10 800 

Poor delivery of outsourced IT 

services  
30% R14 000 R4 200 

Use of USB 55% R18 000 R9 900 

Lack of integrity 75% R30 000 R22 500 

Lack of data confidentiality 75% R30 000 R22 500 

Table 7-41 shows the malware and technological risks EMV for each risk item based on the probability of the 

risk item multiplied by the cost impact.  

Table 7-41: Malware and technological risks EMV (Data source: Survey, 2021) 

Risk category Risk item Probability % Cost Impact EMV 

 

M
al

w
ar

e/
 T

ec
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n
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g
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ri
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s 
 

 

Unauthorised access to 

software 

30% R30 000 R9 000 

Outdated antivirus and 

antispyware 

55% R18 000 R9 900 

Malware (viruses, 

worms, Trojan) 
55% R27 000 R14 500 

Accidental installation of 

unsecured applications 

55% R27 000 R14 500 

Denial of service and 

network downtime 
30% R30 000 R9 000 

Hardware and software 

failure 
11% R13 500 R1 485 

Use of USB 55% R18 000 R9 900 

 

Table 7-42 shows the policies and guidelines EMV for each risk item based on the probability of the risk item 

multiplied by the cost impact. 
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Table 7-42: Policies and guidelines EMV (Data source: Survey, 2021) 

Risk category Risk item Probability % Cost Impact EMV 

 

P
o

li
ci

es
 a

n
d

 g
u
id

el
in

es
 

 

Unauthorised user registration 55% R30 000 R16 500 

Unauthorised access to data 

and files 

75% R30 000 R22 500 

Unauthorised access to 

devices 

55% R28 000 R15 400 

Malfunctioning of the system 

or network 

30% R30 000 R9 000 

Open wireless network 30% R27 000 R8 100 

Human errors 55% R36 000 R19 800 

Use of incorrect password 

criteria 
75% R22 000 R16 500 

Regular system and 

application failure 
75% R 35 000 R26 250 

Unauthorised modification, 

deletion and loss of data  
75% R36 000 R27 000 

Denial of service and network 

downtime 
30% R30 000 R9 000 

Hardware and software failure 11% R13 500 R1 485 

Bad management 55% R36 000 R19 800 

Misconfiguring the device 55% R36 000 R19 800 

Poor delivery of outsourced 

IT services  
30% R18 000 R5 400 

Use of USB 55% R18 000 R9 900 

Lack of data confidentiality 75% R30 000 R22 500 

Lack of data integrity 75% R30 000 R22 500 

The above tables have illustrated the EMV for the identified cyberrisk items in their categories. So every risk 

item calculated indicates some form of the budget which businesses should consider and accommodate to 

promote business continuity.   

The following section presents the analysis of the value of information configurations for the identified risk 

categories.  

7.6.1.3 Value of Information Configuration for Cyberrisks Scenarios 

This section presents the value of information (VOI) configuration used with AgenaRisk for different cyberrisk 

scenarios. The configuration highlights the nodes used, the total time to build the risk scenarios in seconds, the 

EMV, the expected value given perfect information (EV|PI), and the expected values of partially perfect 

information (EV(P)PI) for each configuration.   

7.6.1.3.1 Human factors configuration information 

Figure 7-86 displays the unexpected attack as a decision node, the probability of risk as an uncertainty node, 

and the impact of risk as a utility node. This scenario took 71ms to perform the analysis of the expected 

maximum value (EMV), the expected value given perfect information (EV|PI), and the expected values of 

partially perfect information (EV(P)PI).   
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Figure 7-86: Configuration information for human factors 

 

As shown in Figure 7-87, the EMV of human factors is 0.277 with two different risk likelihood conditions, 

EV|PI of 0.273 and EV(P)PI of -0.004. In addition, the unplanned attacks have two Boolean states, which are 

true and false, while the risk likelihood is ranked low, medium and high.  

 

 
Figure 7-87: Human factors’ EMV 

7.6.1.3.2 Devices and Technical Systems’ Tree Analysis 

Figure 7-88 shows the configuration for the devices and technical systems with the probability of risk as a 

decision node, the level of protection of the device as an uncertainty node and the impact of risk as a utility node. 

This scenario took 122 minutes to perform the analysis of the expected maximum value (EMV), the expected 

value given perfect information (EV|PI), and the expected values of partially perfect information (EV(P)PI).   

 
Figure 7-88: Configuration information for devices and technical systems 



 

Page 161 of 224 
 

 As shown in Figure 7-89, devices and technical systems’ EMV is 0.759 with two different malware conditions, 

EV|PI of 0.728 and EV(P)PI of -0.031. In addition, the device protection has three rankings of low, medium and 

high, while the risk likelihood is ranked low, medium, and high. 

 
Figure 7-89: Devices and technical systems’ EMV 

 

7.6.1.3.3 Malware and Technological Risks 

Figure 7-90 shows the decision node as the risk likelihood, malware as the uncertainty node and the risk 

impact as the utility node. This scenario took 91 mins to perform the analysis of the expected maximum 

value (EMV), the expected value given perfect information (EV|PI) and the expected values of partially 

perfect information (EV(P)PI).   

 

 
 

Figure 7-90: Configuration information for malware and technological risks 

As shown in Figure 7-91, malware and technological risks EMV is 0.517 with two different malware conditions, 

EV|PI of 0.517 and EV(P)PI of 0. In addition, the malware has two Boolean states, true and false, while the risk 

likelihood is ranked low, medium and high.  
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Figure 7-91: EMV for malware and technological risks 

7.6.1.3.4 Application of Policies and Guidelines Level 

Figure 7-90 shows the risk level as the decision node, policy, and compliance as the uncertainty node, and the 

risk impact as the utility node. This scenario took 49 mins to perform the analysis of the expected maximum 

value (EMV), the expected value given perfect information (EV|PI), and the expected values of partially perfect 

information (EV(P)PI).   

 

Figure 7-92: Configuration information for policies and guidelines 

 

As shown in Figure 7-93, in policies and guidelines, EMV is 0.793 with two different conditions for the 

protection level: EV |PI of 0.793 and EV (P)PI of 0. In addition, policy compliance has three rankings, low, 

medium and high, while the risk likelihood is ranked low, medium and high.  

 

 
Figure 7-93: Policies and guidelines’ EMV 
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7.6.1.3.5 Phishing and Network 

For this phishing and the network case, a decision node used was the email phishing node with an uncertainty 

node presenting the protection level and the utility node is the risk impact, as shown in Figure 7-94. This scenario 

took 63 s to perform the analysis of the expected maximum value (EMV), the expected value given perfect 

information (EV|PI) and the expected values of partially excellent information (EV(P)PI).   

 
Figure 7-94: Configuration information for phishing and network scenario 

The phishing email depends on the protection level. As shown in Figure 7-95, phishing and network’s EMV is 

0.459 with two different conditions for the protection level, which are EV|PI of 0.459 and EV (P)PI of -0. The 

result of the EV|PI value is -0 minus the same value. In addition, the phishing email has two Boolean conditions, 

which are true and false, while the protection level has ranked levels low, medium, and high. 

 
Figure 7-95: Phishing and network’s EMV 

The following section presents cyberrisk scenarios and the decision tree analysis of the risk cases.  

7.6.1.4 Cyberrisk Scenarios and the Decision Tree Analysis 

This study, the scenario analysis and the decision trees are based on the cyberrisks shared by the study 

participants, described in the above sections, and classified according to the different risk categories. Scenario 

analysis focuses on predicting the probability of the risk occurring or the risk consequences (Kishita et al., 2016). 

It also helps to explore future trends in a specific period. One of the key stages when using scenario analysis is 

to identify the future trends, uncertainties and the key factors that disturb the main plan. The scenario analysis 

helps to separate and identify the main trends (certainties or uncertainties) by looking at the trends that may not 

or may be significant or may not change. The action is essential because it avoids frustration and improves 

efficiency while saving time. On the other hand, the tornado graphs present the tool to depict the sensitivity of 
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a result to changes in selected variables. In this study, these graphs illustrate the uncertainty factors that greatly 

influence the impact to single out the significance objectively.  

On the other hand, the decision trees present the process of drawing and illustrating risks in a graphical form to 

distinguish between where risks can be controlled and the probability of the risk occurrence (Metsänen, 2022). 

This process demonstrates the alternative solutions available to solve a given and specific risk or problem by 

determining the most convenient and effective strategy. It also shows the possible decision options. The decision 

trees compare cyberrisk probabilities and rewards between various decisions. The following section presents the 

risk scenarios with the simulated decision tree analysis.  

7.6.1.4.1 Human Factor Scenario and the Decision Tree Analysis 

This section illustrates the human factor decision tree analysis demonstrating the risk likelihood for the 

planned and unplanned attacks. An unexpected attack could be an ignorant employee downloading a 

file or software from unverified sources. In contrast, a planned attack could be a criminal who has 

gained unauthorised access to the business system. Figure 7-96 shows the risk likelihood associated with 

unplanned and planned attacks caused by human factors in a decision tree.  

Both the actions performed by the employees and the criminals happen through interaction with the 

business system. For planned attacks, the criminals use every possible entry, including unsecured ports, 

to gain access to the system and its related resources. The planned attacks are phishing, malware, denial 

of service, and device failure. Unplanned attacks are the lack of skills, ignorance, poor decision-

making, poor implementation, unlimited access to sensitive resources, and use of the affected external 

hard drives. These attacks pose risks related to the lack of confidentiality, financial loss, other losses, 

manipulation and deletion of sensitive data, unauthorised access to private information, damage or unavailability 

of a resource, and delayed services.  
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7.6.1.4.2 Devices and Technical Systems Decision Tree Analysis 

Devices are primarily used as a tool to access business services. In the business sector, there are both networking 

devices (routers, switches, hubs), while the end devices can be smartphones, notebooks, laptops and desktops. 

If these devices are connected to the network, they could be exposed and vulnerable to cyberthreats and attacks, 

which cause risks to businesses. Criminals and employees take advantage by gaining unauthorised access to the 

networked devices by using a piece of code to cause and trigger unintended behaviour on the device. This process 

hijacks authorised users' actions by deploying a code that manipulates the device.    

Criminals deploy a software code to guess and steal the passwords so that they may gain unauthorised access to 

the business systems. They could also affect the network so that it may not be available and could also highjack 

user privileges. Employees could ignorantly perform activities that leave the business system vulnerable. Some 

employees could lose the device, which could land in the criminals' hands. Sometimes, the employees use 

unsecured memory sticks for information exchange. Those memory sticks could have malware that triggers 

device exploitation. In addition, using the Internet could result in device exploitation because employees could 

ignorantly download software from unknown sources. These activities are shown in the next diagram.  
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Figure 7-96: Risks associated with planned and unplanned attacks 
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7.6.1.4.3 Malware and Technological Risks Decision Tree Analysis 

Malware attacks can result in various business risks, such as denial of service, man-in-the-middle attack, or 

network, device or system failure. The malware attacks can be static or dynamic, with memory analysis as a 

component. Static malware takes the form of debugging and reverse engineering. The memory analysis is 

conducted on the computer memory dump, while the dynamic malware affects the network and can also be 

caused by cybercriminals. On the network, the malware gains access through the websites, while cybercriminals 

can access the network packets. Regardless of the malware strategy used, businesses remain under attack and 

no uniform strategy can be used to reduce risks.  

 

 

 

 

 

 

 

8  

 

5.5.1.4.4 Phishing and Network Attack Tree Analysis 

Phishing is a common Internet fraud that takes place when private and personal information using easy and 

complicated automated phishing strategies take place, resulting in a threat (Rastenis et al., 2020). Figure 19 

shows the phishing tree attack through different voice, video, text and email strategies.  
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Figure 7-98: Malware attacks 
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Based on the scenario above, businesses can be exposed to phishing attacks. So, businesses should take the 

initiative and responsibility to train and equip their employees. Adequate training for all employees would reduce 

the risk likelihood and the impact of the risk. For each phishing risk, there is a consequence that is equivalent to 

the mitigation cost. The tree indicates the different strategies deployed on the network or the phones.  

5.5.1.4.5 Lack of Policies and the Guidelines Scenario with the Decision Tree 

This attack tree analysis illustrates the SME's lack of a password usage policy. In this case, employees use 

passwords that do not comply with the acceptable password criteria. An employee accesses the networked 

system without understanding the risks of using unacceptable password criteria. In this case, the employee used 

the four-digit year of birth password. The attacker then used two available strategies to steal the passwords. The 

attacker used Bruteforce, which has a list of all the required passwords. The attacker can also steal an employee's 

credentials (user name and password), which could be in the place of storage or during the transmission. The 

password from the place of storage can be available from the personal computer, email, cloud storage or any 

non-digital storage, such as a post on a desktop computer or laptop computer. This scenario in Figure 7-100 

illustrates the risk likelihood of losing a password that is non-compliant owing to the lack of cyber security 

policies, rules, standards, procedures and guidelines.  

 

 

 

 

 

 

 

Phishing attack 

Text Video Voice 

SMSishing 

Email 

Pop-ups 

Vishing Malware 

Social media 

Figure 7-99: Phishing and network decision tree 
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5.5.1.5 Summary of the Scenarios and the Decision Trees 

These decision trees and the scenarios revealed that the small business sector might be aware of possible risks 

that may arise in the medium or long term. It can be concluded that every key category poses a risk to businesses. 

These risks may be independent and dependent on each other. Therefore, all businesses must have proactive 

mitigation plans to reduce and control the risks. The following section addresses the detailed risk control 

measures which SMEs could use. The scenario analysis illustrated the different incidents or cases in which 

businesses could be exposed to various cybercrimes and risks. Some of the risks can be planned, others 

unplanned. The planned cyberrisks require strong measures which address all levels of the business, especially 

during the Covid-19 global pandemic. 

Unplanned attacks can result from human errors caused by employees. Even though there could be several 

underlying factors, such as ignorance and poor implementation of the security measures owing to lack of 

understanding, fatigue and understaffing, the unplanned attacks could be avoided. The tornado graphs have also 

been used to illustrate different scenario cases which result in cybercrimes in the SME sectors. The tornado 

graphs were designed using the AgenaRisk package with Bayesian tools. The cases used to predict the risk 

likelihood were based on the simulated case scenarios in Section C. The following section presents the EMV. 

7.6 RISK TREATMENT 

This phase involves selecting proactive and appropriate measures to modify the risks. The possible actions are 

presented below. 
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Figure 7-100: No password policy 
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7.6.1 Risk Control Options 

Risk control is an essential phase that improves the overall health and safety of the enterprise while reducing the 

chances of losing business assets, finances and people (Zio, 2018). This phase consists of risk response planning 

and risk control for the cyberrisks that might occur at the SMEs. It is the list of methods used to assess risks and 

perform mitigation actions to eliminate them. These techniques are drawn from the performed risk assessment 

relating to human factors, devices, technological risks, malware and phishing-related risks. This stage focuses 

on the proactive changes implemented to avoid, mitigate or reduce cyberrisks. After conducting the qualitative 

and quantitative risk assessment, this section presents a risk control plan to identify and evaluate in response to 

any cyberrisks and potential threats or attacks that pose a risk and might interfere with the main business 

operations (Sheehan et al., 2021). This process includes the main concepts such as risk avoidance, loss 

prevention, loss reduction and separation (Reguero et al., 2020) 

 Risk avoidance – This is the main method to control loss. This concept deals with measures that help 

to avoid risk and prevent it from happening. All business institutions should look for possible risk 

exposure or areas that promote business vulnerability.  

 Prevention of loss – In this case, this concept takes the risk to minimise the chances of loos instead of 

eliminating it. An example would be for businesses to always have up-to-date antivirus software, which 

will always look for possible threats and attacks to penetrate the business system. Furthermore, an active 

firewall will continually filter traffic entering and leaving the network. 

 Reduction of loss - The risk is considered and seeks to limit and reduce the losses when a threat occurs. 

This requires businesses to have proactive and adequate security measures that will reduce the chances 

of risks.  

 Separation – The process involves separating the main assets to reduce the risk of events that might 

affect many different office spaces or locations. As a result, if all assets are in one office or building, the 

risk exposure will be severe and bear consequences. In this case, businesses should always try to separate 

their servers and services so that they don't belong to the same centralised administration, which results 

in one point of failure. Separation increases operation chances while reducing business discontinuity 

probability. 

The following section presents response planning as the last stage of the contingency plan for different cyberrisks 

to which businesses are continuously exposed and vulnerable.  

7.6.2 Response Plan for Identified Risks 

Based on the conducted qualitative and quantitative risk assessment for small enterprises, there is a high need 

to protect overall business assets to improve business continuity and increase revenues and production. Security 

measures can be applied to protect the business assets such as people, information, applications and systems, 

network, and hardware devices. Even though the blanket approach may not be appropriate for all the risk 
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categories, the study recommends the following risk response plan. The recommended security strategies should 

be thoroughly implemented, regularly monitored, and enforced by knowledgeable cybersecurity personnel. 

 

7.6.3 Contingency plan 

For the interest and improvements of business continuity, businesses need to implement the risk contingency 

strategies that risk experts often recommend. These strategies proactively respond to the negative and positive 

risks in the business sectors. The four effective strategies that respond to negative risks are: avoid, accept, 

mitigate and transfer (Alkinani et al., 2021). The response planning phase focuses on developing response 

actions with alternative options to reduce and mitigate cybersecurity risks. This phase aligns the risks with their 

responses, which relate to the risk's severity, cost and feasibility. This phase involved a management plan about 

possible cyberrisk responses using available resources and consequences to transfer, avoid, mitigate or accept 

risks. The response plan should involve the identified cyberrisks, all stakeholders who work on the system and 

the effective strategies associated with each risk. Each business should have dedicated, knowledgeable personnel 

who lead the team to plan, implement and review the cybersecurity response plan.  

7.7 MONITORING AND REVIEW 

Monitoring and controlling is the last step in the risk management phases. This phase involves tracking the risks 

and their potential to cause harm, implementing risk response measures and examining the effectiveness of risk 

management procedures. This stage is a continuous process to sustain the business to guide and improve the 

overall cybersecurity risk management process. The process equips and prepares the employees, third parties 

and management to make informed decisions. Most businesses use monitoring and control as the barometer to 

determine the effectiveness of risk management to adjust the response plan accordingly and prioritise risks 

(Alexe et al., 2020). 

For proactive risk mitigation, the respondents suggested that businesses should always prioritise the risks, threats 

and attacks at all levels. This presents an essential step in the risk management process. Some participants 

indicated that an insurance company helps them to manage risks and limit liability. Businesses should also have 

a responsible risk management team that will proactively enforce and implement security measures in all 

business sections. Similarly, the team should ensure that an appropriate risk response is continuously 

implemented according to the documented plan. Continuous monitoring of risks is essential to proactively 

manage risk and act promptly when the need arises to determine the nature of the risk, related potential impact 

and the likelihood of it happening.  

 



 

Page 171 of 224 
 

7.8 RISK REPORTING 

The study adopted qualitative and quantitative methods of cyberrisk assessment. The process includes the 

identification of the main threats, vulnerabilities and security risks related to the business assets, including 

security measures to reduce risks. The small business sector is greatly affected by cybercrimes and is always 

vulnerable to cyberthreats owing to a lack of resources and information technology skills (Berry & Berry, 2018).  

Cyberrisks are an ongoing challenge in the business sector, especially during the pandemic. With the sudden 

rise of the global Covid-19 pandemic, many institutions resorted to using the Internet as the main backbone for 

running their businesses. The Covid-19 pandemic had threatened the safety and security of businesses and other 

institutions through the increased number of cyber criminals, leaving them vulnerable and exposed to various 

cyberrisks and threats (Pritom et al., 2020). Even though risks can have a positive and negative impact in the 

small business sector, cyberrisks have a negative impact on resources or assets and cause financial damage, 

which leads to a bad business reputation and ultimately forces business discontinuity. 

7.8.1 Qualitative Risk Analysis 

Qualitative risk analysis assumes that there is already a high degree of uncertainty in the probability and impact 

values and defines them either subjectively or qualitatively (Elky, 2006). As qualitative methodologies rely 

heavily on the experience of the analyst, the process and results of the safety and risk assessment are relatively 

subjective. Where a qualitative method is used, there is no need for probability data; only the estimated potential 

loss is used (Feng & Li, 2011). Unlike quantitative risk assessment methods, qualitative risk assessment methods 

are based on the judgment, insight and experience of the team performing this exercise (Lo & Chen, 2012). The 

qualitative risk analysis is quick, subjective and should be performed continuously. It focuses on the categories 

of risks to be prioritised and categorised. The threats are ranked low, medium and high, primarily based on the 

knowledge and judgment of the individuals conducting the analysis. (Nosworthy, 2000).  

To effectively address cybersecurity risks at SMEs requires risk analysis and risk evaluation. Generally, 

cybersecurity risks are caused by exposure to cyberthreats and attacks. For effective risk analysis and 

evaluations, businesses should identify threats and attacks associated with them and which trigger risks. A risk 

is a likelihood of a particular threat source being particularly vulnerable and the impact of that adverse event on 

the system (Nketekete, Emuze & Smallwood, 2016). The study adopted qualitative risk analysis to identify the 

impact of the risk and the likelihood that the risk will occur. As illustrated in the previous section, the grouping 

of the collected risks applied the Risk Assessment Matrix (RAM) as a valuable tool to rate each cyberrisk as 

low [0-3], medium [4-6] and high [7-10].  

A cyberrisk assessment identifies the operational, asset and vulnerability risks of organisations. These cyberrisks 

are categorised according to the business sector's likelihood of risk and its consequences. The risk assessment 

generates relevant results as it is a major tool. With the information gathered, a risk assessment should show the 
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organisation's vulnerabilities. This is done by looking at risk probability and impact. Such an event will have to 

determine the method of risk calculation. At the same time, it determines how the risk has been calculated, while 

the actual calculation of risk is different depending on the risk assessment methodology used. So this study used 

qualitative risk analyses of the risk’s likelihood to occur and its impact on the organisational reputation and 

continuity.  

The qualitative risk analysis mainly determines the impact of risk and the likelihood of the identified risks 

occurring. It also identifies areas exposed to risks and improves understanding. Qualitative risk assessment 

methods are used to evaluate the effects of the identified risk factors and to create priorities to resolve the 

potential risk. Mazarean (2007) states that actions depend on the information systems’ risks. Most qualitative 

methods are straightforward and easy to use, with fewer technical staff needed at any institution (Panda, 2009). 

Qualitative methods express risks in the form of descriptive variables rather than specific monetary terms and 

require less financing, time and effort to implement (Karabacak & Sogukpinar, 2005).  

7.8.1.1 Probability/Impact ranking matrix 

In any sector, regular risk assessments become the fundamental stage in managing risks that determine the 

acceptable level of exposure and proactively implement the required security control measures (Nyanchama, 

2005). The ongoing risk assessment process should be regularly reviewed to ensure that safety measures are 

appropriate. The process of managing cybersecurity measures in institutions involves a budget based on the 

levels of risk (Paté‐Cornell et al., 2018). For every rated risk, there is a budget that should be allocated. It is 

essential to always perform a regular risk assessment to determine the relevant and latest data that will produce 

the risk scoring indicating the severity of the consequence.  

The study presented the priority values for different risk cases to determine the risk scoring. The priority values 

ranged from 1 to 5. The study further illustrated the risk matrix with the risk probability and the risk impact. The 

high-risk impact can result from significant losses of assets or resources, which negatively impact on the safety 

objectives and reputation of the operational system. Threats whose impact value is lower may result from the 

loss of certain assets. The risk probability is ranked from rare, unlikely to happen, moderately sure to happen 

and certain to happen, while the risk impact ranges from negligible, minor, moderate, major and severe. In a risk 

matrix, the risk scoring determines the risk's severity level. Any business resource with a high score requires 

many protection measures to prevent compromises. All the assessed risks get classified according to the risks 

they pose in a business. In addition, risks are also given priority based on the risk values as a guide for applying 

security measures.  
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7.8.2 Quantitative Risk Analysis Techniques 

Quantitative risk analysis is essential for all businesses and employees at different levels. For example, the 

security personnel can develop innovative security business skills; system administrators can prioritise their 

projects based on the return on investments and improve their performance. The following section presents the 

applied quantitative risk analysis methods.  

The study adopted both qualitative and quantitative risk analysis techniques to analyse cyberrisks in the SME 

sectors. The various quantitative risk analysis methods are: 

 

7.8.2.1 Sensitivity analysis  

Sensitivity analysis is performed through conditional probability tables for handling different cyberrisks. The 

study used AgenaRisk to analyse the status quo of the cyberrisks at the SMEs in SA. Sensitivity analysis was 

conducted based on the identified cyberrisks.  

7.8.2.2 Decision trees and the risk scenarios  

This study used decision trees to illustrate the possibilities of cyberrisks at SMEs in SA. The decision trees 

were presented according to the main identified cyberrisk categories such as human factors, devices or 

technical systems, phishing and network, policies and guidelines, and malware or technological risks. Every 

decision tree analysis is based on cyberrisk scenarios. The scenarios used in this study demonstrate the real-

life situation of the cyberrisks at SMEs in SA.  

Tornado graphs – This study used the AgenaRisk package to simulate the cyberrisks at small businesses. These 

graphs showed the likelihood of different cyberrisks for different risk cases in the small business sector. The 

Tornado graphs are based on the risk likelihood for each cyberrisk case.  

Expected Maximum Value – Based on the different cyberrisk cases, the study demonstrated the expected 

maximum value of a different EV|PI and EV (P) PI for each case.  

Expected Monetary Value – This study performed and calculated EMV based on the risk probability percentage and 

the cost impact for each risk item. EMV used the calculated probability percentage as presented in Table 7-25 

multiplied by the cost impact in Table 7-24 based on the asset evaluation shown in Table 7-37. 

7.8.3 Mitigation Techniques for Identified Cyberrisks 

After a thorough analysis of cyberthreats and exposure risks in SMEs, it was discovered that every business 

sector requires proactive mitigation techniques to reduce, avoid and prevent risks. Information security is highly 

demanded to improve business continuity and reputation (Alahmari & Duncan, 2020). Businesses should adopt 

relevant and up-to-date strategies and equip their employees to proactively use mitigating strategies for 

improving the protection and security of information.  
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Table 7-43 summarises the recommended protection measures for enhancing the safety, privacy and security of 

the business assets – people, as well as information. Many studies have suggested the best practices which can 

be used to improve businesses, especially during the Covid-19 global pandemic. The best practices which small 

businesses can implement and this study recommends a list of the measures which businesses and other sectors 

can use.  

Table 7-43 also stresses the implementation of proper and proactive strategies.  

The collected results indicated that cyberrisks could be shared, transferred, accepted and avoided, as shown in 

Figure 7-101. In one way or another, businesses are quite aware of risk management even though results do not 

show the thorough application of risk management. The respondents showed some level of responsibility in 

terms of managing risks. For example, 19% indicated that they share their risks by dividing them among 

employees or companies. This process requires businesses to merge services and decisions or be in a joint 

venture to share any possible loss. The electric, gas and water business sectors mostly prefer to share the risks. 

This focuses on reducing the risk by managing it by more than one candidate or company, while 23% of the 

respondents transfer their risks. The risks can be transferred to a third party when there is a contractual agreement 

for shifting the risk. Risk transfer is an approach that presents the financial loss in risk management by selling 

the risk to other sectors that may be capacitated to handle it. However, only businesses that belong to insurance 

companies and are policyholders can transfer the risk.     

  

 
Figure 7-101: Managing cyberrisks (Data source: Survey, 2021) 

Thirty-two per cent indicated that they accept the risks by living with them, acknowledging the threat and 

accepting the consequences. Risk acceptance is sometimes called risk retention by accepting the risk without 

applying any measures to avoid it. The management of the business would just accept the risk without trying to 

mitigate or transfer the risk. This is done owing to less attention paid to protecting minor risks and sometimes 

when the mitigation process might prolong the process or be highly-priced. Owing to the different natures of 

risks, businesses would accept the risks which cannot be easily mitigated or easily tolerated. Sometimes 

businesses accept the risks because there would be limited options available or no options at all. 

Risk avoidance decreases risk levels by not engaging in certain activities to eliminate the risks and different risk 

exposures, resulting in high financial loss. Twenty-six per cent of the respondents chose to avoid the risks by 

leaving the activities that trigger the risks or taking the necessary steps to reduce the risks by performing the 

likelihood of risk of the negative activity. In this approach, businesses have options to either engage in the risk 
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or shut down the operation of the risk. For example, if the business has a high risk, then the business can choose 

to cancel the service to avoid further risks. ICT businesses have options to either deal with failing or overly used 

networks or deploy an alternative service, which could be cloud-based. The resolution of a cloud-based service 

would also include scalability and redundancy. In the process, the risk activities get classified to identify low 

and high risks to avoid the risk, even though not all risks may be possible to avoid. Based on the identified risks, 

this study recommends the following proactive mitigation strategies shown in  

Table 7-43.  

 

Table 7-43: Recommended mitigation techniques (Data source: Survey, 2021) 

Security controls Risk category Recommended Protection Measure 

Small business risk 

management 

controls 

Policies and 

guidelines 
 Training all users and employees 

 Enforcement of cybersecurity and business policies, rules, 

guidelines, standards, and procedures 

 Regular review of cybersecurity and business policies, rules, 

guidelines, standards and procedures 

User provision 

controls 

Human factors 

(employees) 
 Use of appropriate and accepted password criteria 

 Restricted access rights to sensitive information 

User authentication 

controls 

Human factors 

(users, employees, 

third parties) 

 Enforcement and continuous review of cybersecurity and 

business policies, rules, guidelines, standards and procedures 

 Use of the multifactor authentication 

 Use of the firewall to restrict access to the business network 

 Restricted permission to certain business information and 

servers 

Administrator 

rights and 

privileges 

Human factors 

(employees) 
 There should be no misuse of the access rights and privileges  
 Account restrictions 

 Cybersecurity awareness training and education 

 Use clear guidelines, procedures and policies that describe the 

effective use of the system  

 Review, manage and restrict account access and privileges. 

 Use strong passwords & password management too 

 Review online accounts and credit reports 
Physical, facilities 

& environmental 

security controls 

Technical 

risk/Network 

Human factors 

 Prioritisation of the physical security  
 All employees, third parties and clients should have user 

identifiers 
 Restricted access to unauthorised parties 
 Equipment and business resources should always be secured 

and protected using the appropriate security measures. 
 Lock buildings 

 Use of biometric devices 

 Use of access cards 
Data-protection 

controls 

Technical 

risk/Network 

Human factors 

 Restriction of access to authorised personnel only 

 Use of multifactor authentication  

Continuity of 

operations controls 

Technological risks/  

Systems/devices 

(Network, 

Hardware and 

software) 

 

 Regularly updated systems 

 Protection measures should also be kept up-to-date  

 Firewall to filter incoming and outgoing traffic  

 Detection systems to proactively reduce and mitigate risks. 

 Use of multi-factor authentication 
 Use of antivirus, antispyware 

 Device encryption and physical security  

 Use multi-factor authentication 

 Perform regular software and hardware updates 

 Periodically back up data 

 Ensure endpoint protection 
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The best practices for small and medium businesses are essential to a hygienic approach to information security, 

people and resources (Antunes et al., 2021).   

7.9 CONCLUSION 

In conclusion, risk management is essential for future planning based on what could go wrong and the related 

countermeasures to minimise risk exposure changes. This study adopted risk management processes to assess 

the cyberrisks experienced by the small business sector. The study discussed each process of cyberrisks and 

focused on the cyberrisks faced by SMEs in South Africa (SA). This chapter conducted a quantitative cyberrisk 

assessment using modeling and analytical techniques to perform sensitivity analysis, scenario analysis, Tornado 

graphs, decision trees, and EMV to determine the risk likelihood and the risk impact. 

. 
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CHAPTER 8: CONCLUSION AND RECOMMENDATIONS 

8.1 INTRODUCTION 

This concluding chapter pulls together this work's different stages to achieve the main goal. The study identified 

the research objectives that supported the success of the leading research aim, followed by the relevant literature 

review, and described the method of inquiry used to meet the objectives, followed by the research findings and 

discussion, the model development, and finally, presented the concluding points that came up from the overall 

research.  

The rest of the work is presented as research implications relating to supporting the objectives set out in Section 

A, followed by study outcomes, outputs and contribution, study limitations, best practices and recommendations, 

future research, and concluding remarks. The following section summarises the study objectives and questions 

described in Section A. The results are presented according to the objectives.  

8.2 RESEARCH IMPLICATIONS CONCERNING THE RESEARCH OBJECTIVES  

The study's main aim was to design, develop and evaluate a cybersecurity tool for small and medium enterprises 

in South Africa (SA). The three research objectives and questions posed in Chapter 1, which helped achieve the 

main aim, were answered. The cybersecurity tool as a graphical representation is illustrated in Section C. The 

tool demonstrated the nodes as variables and arcs as links that connect the dependent and independent variables 

needed for deployment at SMEs. The nodes present the prior indicators, protection measures, and posterior 

indicators. The tool also showed the risk probability of the different scenarios, which resulted in a negative 

impact on any uncertainty.  

In addition, the work illustrated and evaluated the developed cybersecurity models in five different simulated 

case scenarios in Section C. After reviewing the relevant literature in Chapter 2, the research identified three 

objectives which are addressed below.  

Objective 1: Conduct a qualitative cyberrisks analysis to determine the risk matrix 

This study adopted ISO 31000:2018 as the risk management standard with seven processes, which helped to 

conduct the qualitative cyberrisk assessment. The data used for the assessment were collected from the selected 

sample of SMEs in different sectors in the country. Data were then analysed according to the related themes to 

build a risk register for the experienced risks. The related risks experienced were then categorised to form 

cyberrisk themes. The emerging themes were human factors, phishing and network-related risks, malware and 

technological risks, devices and technical systems, as well as the lack of policies and guidelines, as shown in 

Table 7-21. The study developed the criteria for the risk likelihood further, as shown in Table 7-25, and the risk 

impact in Table 7-24.  
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Based on the analysis of the collected risks, this work ranked cyberrisks based on the risk matrix using the risk 

likelihood and the risk impact ratings, which were assigned according to the severity of the risk. Each assessed 

risk produced outcomes based on the risk matrix, which determined the severity of the risks and suggested risk 

prioritisation. Risks with higher risk values showed high risks, which had a high impact.  So, those risks should 

be prioritised for risk responses. All the themes with their risks were ranked according to their risk likelihood 

and the risk impact at the businesses to determine the risk values in the risk matrix.   

Objective 2: Conduct a quantitative cyberrisk assessment using modelling techniques 

Section D used analytical, probabilistic, and unconventional quantitative techniques to perform sensitivity 

analysis using the Tornado graphs and expected maximum value. The AgenaRisk package was used to generate 

the sensitivity tables, Tornado graphs, and the expected maximum value. The study also used the decision trees 

analysis, scenario analysis, and expected monetary value (EMV).  

Sensitivity analysis: The sensitivity analysis was conducted using conditional probability tables to determine 

the variation in values of the independent variables that directly affected dependent variables. For each emerging 

theme, the sensitivity analysis was performed to determine varied values of the different risks. All the varied 

values were demonstrated in the previous Chapter 7. The technique assessed the probability of the variable 

actions, determining the decision to produce an outcome where the risk with the highest percentage was 

considered sensitive. The sensitivity analysis was performed for the five risk categories. 

Tornado graphs: These were generated using the AgenaRisk package, which has AI tools to predict the risk 

likelihood for different risk cases.  These graphs form bar charts with different data categories shown in a vertical 

form rather than the normal horizontal form. This technique was useful for generating the sensitivity analysis 

by comparing the importance of the given risk variables. For every risk variable used, the level of uncertainty 

was assessed, showing the low, medium, and high-risk outcomes. This technique demonstrated the uncertain 

values while other variables played the role of the baseline and stable values, which enabled the assessment of 

the risks of uncertain variables. All the risk scenarios and cases demonstrated in Section C were analysed. 

Expected maximum value: This technique is based on the AgenaRisk, where the value of information (VOI) 

configuration is demonstrated in different cyberrisk scenarios. The configurations showed and highlighted the 

risk nodes that were used, with the total time to build the risk scenarios in minutes and seconds, the expected 

maximum value (EMV), the expected value given perfect information (EV|PI) and the expected values of 

partially perfect information (EV(P)PI) for each configuration. This technique was performed on all the different 

cyberrisks. The results of each risk case were illustrated in Section C.  

Scenario analysis: The work also used scenario analysis with the emerged risk categories, which focused on 

the effect in a certain situation. This analytical method used simulated scenario information to illustrate the 

different cases with independent and dependent variables, ultimately producing an outcome. The same scenarios 
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were used to analyse collected risks using the decision tree analysis. The decision tree analysis demonstrated 

human factors, phishing and network risks, devices and technical systems risks, malware and technological risks, 

and the lack of policies and guidelines.   

Decision tree analysis: DTA presented the process of drawing and demonstrating the sources of risks in a 

graphical form distinguishing between areas where risks can be controlled and the likelihood of their 

.occurrence. This technique showed the areas where alternative solutions and decision options can be deployed 

for each node or variable.   The decision trees compared cyberrisk probabilities and rewards with various 

decisions. So the decision trees are based on the cyberrisks shared by the study participants. 

Expected monetary value: EMV weighted the likelihood of the risk output, carrying more details about the 

severity of the risks to prioritise a response plan. The risk likelihood using the EMV was performed for each 

cyberrisk category. The EMV acted as a valuable technique that predicted the risk outcomes for uncertain future 

risks, which yielded either positive or negative outcomes. This mathematical calculation technique determined 

the cyberrisk probability and the impact as the cost of the risk. So, a cost value was assigned for every risk 

identified in relation to the probability and potential effect on the risk event. 

Objective 3: Develop and evaluate a cybersecurity risk tool for SMEs in SA using the AgenaRisk package 

with Bayesian network tools 

This objective was achieved and presented in Section C. Cybersecurity models were the results of the analysis 

and alignment with the National Institute of Standards and Technology (NIST) cybersecurity framework 

presented in Section B. The study developed cybersecurity models as tools, namely the generic model in Figure 

6-35, the secondary cybersecurity model in Figure 6-36, the Beta Model in Figure 6-37 and the Alpha Model in 

Figure 6-38. All these models were the outcome of the analysed results collected from the research sample. The 

models indicated all the dependent and independent variables and their relationships, including their effect on 

the impact. Any business sector can be able to reference the models and predict the risk likelihood of the risks.   

In addition, this objective involved the development of the five simulated cyberrisk scenarios using the 

AgenaRisk package to demonstrate the risk likelihood and their impact. The cyberrisk case scenarios are 

presented in Section C based on the commonly experienced cyberrisks by SMEs. Each case also illustrated the 

contributing variables to a negative risk that results in a data breach. 

8.3 OUTCOMES, OUTPUTS, AND CONTRIBUTION  

This section presents a detailed summary of the study outcomes, outputs, and overall contributions. The study 

outcome relates to the study's main aim, while the research output presents the main thesis that was developed 

and the related academic papers. The study's contribution relates to the methodological, theoretical, and practical 
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contributions. Table 8-44 summarises the study's outcome, output, and overall research contribution, explaining 

each contribution type. 

Table 8-44: The summary of the research outcome, output and contributions 

Contribution  The explanation for the contribution type 

 Outcome Thesis about designing, developing and evaluating the cybersecurity risk 

model for SMEs. The model determines cyberrisk likelihood for different 

cyberrisk scenarios. 

 Research output The study produced the thesis dissertation and published research papers 

in accredited and peer-reviewed conferences or journals: four conference 

papers, two journal articles, and a poster. 

 Methodological 

contribution 

The study used ISO 31000:2018 as the risk management standard and the 

AgenaRisk package with Bayesian network tools to design a 

cybersecurity risk model that determines the risk likelihood and predicts 

the risk impact. In addition, it used the NIST framework to better 

understand and manage cyberrisks. 

 Theoretical 

contribution 

The study contributed to the literature on cybersecurity, risk management, 

NIST, and the AgenaRisk package. The study used the ISO 31000:2018 

standard and the NIST framework to analyse cyberrisks in the SME sector 

to suggest risk mitigation strategies. In addition, the AgenaRisk package 

with the Bayesian probabilistic tools was used to design and develop the 

risk tool that predicts cyberrisks in the SME sector. 

 The practical 

contribution  

The research developed five simulated case study-based scenarios to 

determine the risk probability and impact by demonstrating the 

effectiveness of the cybersecurity risk tool using the AgenaRisk tool. It 

also brings insights into the common cybersecurity risks, threats, and 

attacks in the SME sector. Lastly, the work predicted the risk impact based 

on the probabilities and illustrated the relationships between the 

dependent and independent variables. 

8.4 STUDY LIMITATIONS  

There are several inhibiting issues when conducting a study, including human factors and external factors. The 

nature of the human element is automatically limited by common mistakes made, businesses, and opportunities 

that cannot be reached. Likewise, external factors such as the environment in which the research is conducted 

could limit the study. An example is a public enterprise with developed structures and changes. The researcher 

reached every available participant that was contacted. The Covid-19 global pandemic affected the study 

regarding full access to the participants owing to a lack of computer literacy and instant adjustment to 

cyberspace. In addition, qualitative research demands a lot of time which became a challenge for this study. 

Lastly, the research participants did not all have time to participate. Consequently, data were also collected from 

different business sectors in different provinces.  
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The study used a sample of small and medium enterprises from different business sectors limited to six of the 

nine provinces of South Africa. The study was limited to South Africa and not to the other neighbouring 

countries. 

8.4.1 Reflection: researcher's experiences during the data collection  

The process of data collection was strenuous and tedious during the research journey and took longer than the 

researcher had planned. During the first phase, the researcher initially contacted the selected participants, but 

some of the research participants could not respond to the communications as initially agreed. Some research 

participants lost their lives owing to Covid-19, which hit the country so hard. This gave the researcher painful 

experiences, negatively affecting the researcher's mental state and writing momentum.  

8.5 RECOMMENDATIONS  

After a thorough analysis of the study, there was a need to suggest possible measures to reduce, control and 

manage the state of cybersecurity risks in the SME sector. The NIST cybersecurity framework and risk 

management standards based on ISO 3100:2009 have informed the research recommendations. The 

recommendations also follow the study objectives and questions listed in the introductory chapter in section 1.3. 

It can be concluded that SMEs need a solid cybersecurity culture that transforms employees and their behaviour 

to reduce risk likelihood. The enforced cybersecurity culture will act as the human firewall against possible 

attacks and threats without pressure.  

The study suggested implementing comprehensive, effective, and reasonable cybersecurity strategies to 

overcome cybersecurity challenges faced by SMEs. Small businesses invest in training on cybersecurity 

procedures, rules, standards, and guidelines.  They should prioritise the safety and security of their private and 

sensitive information by protecting data and creating an effective policy that can directly and positively influence 

their reputation. All management and business owners should enforce the use of policies to be implemented in 

all aspects of the business. The small business sector should regularly back up their information or make use of 

cloud storage with adequate measures to protect their data. The SME sector should adopt any cybersecurity 

framework to help them manage, align and protect their business resources. Industry standards and frameworks 

benefit the sector in assessing and identifying risks to ensure alignment with security governance and 

implementing effective security policies. Frameworks, in general, are designed to help business sectors of all 

sizes to apply the security strategy for them. In addition, businesses should always conduct a risk assessment to 

determine the risk likelihood and implement proactive measures to reduce risks.   

Businesses should prioritise the end device and technical systems security controls. Human factors are the 

leading source of cybersecurity risks. Therefore, businesses should keep their employees updated on the latest 

security measures. All employees should attend regular training and awareness workshops to equip them with 

adequate knowledge. Some security controls, such as the proper use of passwords, should be enforced to reduce 
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risks, especially for employees who have access to private and sensitive data. Employee behaviour should be 

governed by active policies, rules, and guidelines, which are regularly monitored and enforced. The government 

should collaborate and partner with businesses to strengthen and enforce the safety and security of information. 

There should also be a skilled and dedicated candidate who would be responsible for improving the state of 

cybersecurity by enforcing organisational compliance. 

8.6 IDEAS FOR FUTURE RESEARCH 

The research was primarily concerned with the SMEs in six provinces in SA without including other African 

countries. The study only used NIST as the cybersecurity framework for managing cyberrisks. The study also 

used the only the ISO 31000:2018 standard in the risk assessment process. The study also used the AgenaRisk 

package with Bayesian Network tools as the technological instrument to predict the cybersecurity risk 

probability and the risk impact within the SME sector. This study has ideas which could be considered for future 

research.  

So, in the future, it would be necessary to:  

 To assess every NIST control on every sector in all the nine provinces of the country. 

 To perform a comparative study of the different standards other than ISO 31000:2018 

 Use Monte Carlo to predict cyberrisks and their likelihood. 

 Perform the risk likelihood observations per sector and per province.  

 Extend the scope by including the big organisations  

 Use the posterior predictive densities like Expected log-predictive density (ELPD) or information 

criteria such as Akaike information criterion (AIC) and widely applicable information criterion  

(WAIC) to evaluate the Bayesian network algorithms. 

8.7 SUMMARY 

The chapter aimed to perform the risk analysis to identify and evaluate the threats and risks relating to SMEs by 

looking at the major sources of risks, their consequences and risk likelihood. Through a thorough analysis of the 

main areas of the businesses, cyberthreats and risks were identified, exposed and analysed. The risk probability 

of individual attacks and their relative impact on the enterprise system were identified during the risk analysis 

process. The chapter presented the common cyberrisks, threats and attacks that businesses experiences. The 

study used risk management to analyse cyber-related risks to create a culture for decision-making based on data 

assessment. The assessment of cyberrisks maximises the opportunity and minimises the consequence of 

cyberthreats. The study analysed the collected data to identify the common cyberrisks and attacks with the main 

sources of threats to create the risk register for old and emerging cyberrisks.  
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The chapter discussed the qualitative and quantitative risk management techniques for cybersecurity and risk 

management at SMEs in SA. The information gathered from the selected sample of participants was used to 

establish the context of the study. The study explained potential, emerging and old risks with their sources in 

the context of cybersecurity at SMEs. The related risks were then identified, grouped and categorised according 

to themes to create the risk register. Identified risks were then analysed to determine the risk likelihood and 

impact. The overall risk value which is the results of the risk probability and the risk impact helped prioritise 

cyberrisks. The risk matrix was calculated as the risk likelihood multiplied by the risk impact to determine the 

risk scoring. The quantitative analysis determined the expected monetary value and used the quantitative 

analysis methods to perform sensitivity analysis, decision trees, and scenario analysis and used tornado graphs 

to analyse cyberrisks.  

The study evaluated cyberrisks further by using probability estimation in various scenarios with different 

probabilities to meet the overall cost and schedule. Based on the experienced risks, the study presented the 

response treatment options with relevant and proactive plans guiding and monitoring the risk to enable the 

earliest possible warning. The last phase involved monitoring and reviewing the risks to identify abnormalities, 

which will be ongoing.  With time, some risks can expire and be given a certain label such as ‘the risk did not 

occur’. Similarly, some risk priorities may change based on the risk profile (probability, impact).  With the 

ongoing pattern of risks and re-analysis, some risks could produce different priorities, influencing a revision of 

the response plan. 

Based on the identified cyberrisks, threats, and attacks, the study recommended mitigation strategies that could 

be applied to reduce, avoid, separate, and mitigate cyberrisks at SMEs.  

8.8 CONCLUSION OF THE STUDY 

This study designed, developed, and evaluated cybersecurity risk tools as a case for small to medium enterprises 

by following the research objectives and questions posed in Section 1 to support the main study aim. The relevant 

literature review was conducted, and the method of inquiry was selected and accounted for. This work combined 

the qualitative approach, risk management standard, cybersecurity framework, and the AgenaRisk package to 

achieve the study's main aim. The study used thematic analysis and risked analytical techniques to analyse data 

from the selected participants. 

The NIST framework was used to align, manage, improve and mitigate cybersecurity risks experienced by the 

SMEs with the recognized cybersecurity standards and guidelines of the framework. Risk management processes 

helped to determine common cyberrisks experienced by the SMEs, their root causes and vulnerable assets, as 

well as their risk impact and likelihood.  The study used quantitative techniques to determine expected monetary 

value, sensitivity analysis, expected maximum value (EMV), and use of decision trees and scenario analysis. 

For the model development, the study used the technological tool which is AgenaRisk package, to determine 
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the risk likelihood and the risk impact, illustrating the dependent and the dependent variables with their 

relationships.  

It can be concluded that the South African country has become the victim of cybercrimes which trigger various 

risks to businesses. Cybercrimes are internally or externally generated and have hit different business sectors 

resulting in a negative impact. Regardless of the type and amount of security implemented in different 

organisations, businesses remain the target. The study discovered that cybercriminals are after what they can 

benefit than the size of the business. Businesses lose a range of items when they have become the targets of 

cybercrimes and risks. This includes the physical, digital, economic, psychological, reputational, social, and 

societal harm, which in turn delays the business growth. However, for cyber safety and security, businesses 

should always proactively implement mitigation measures that protect resources, people, data, and information 

to promote business continuity, confidentiality, integrity, and availability. Businesses should always align with 

the cybersecurity framework that promotes the safety and security of information and data. 
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APPENDIX A: Consent letter 

                                                                Department of Electrical, electronic, and computer 

                                                               Faculty of Engineering and building environment 

                                                          Bellville 

April 2021 

Dear Sir/Madam 

Re: Design, develop, and evaluate a cyber-security risk tool: a case of the small and medium-sized enterprises 

in South Africa. 

I am a postgraduate student in Electrical, Electronic, and Computer Engineering at the Cape Peninsula 

University of Technology (CPUT), Bellville campus. I am conducting a research project on developing, 

developing, and evaluating a cyber-security risk tool: a case of small and medium-sized enterprises in South 

Africa. 

Cyber risks within Small and Medium Enterprises (SMEs) are gradually increasing and have become a security 

concern. This is because; most SMEs entirely depend on Information Technologies and the Internet, which also 

opens lucrative opportunities to cyber criminals. These crimes leave SMEs vulnerable to cyber risks. The 

vulnerabilities open a door for information and computer security to be a critical issue for all SMEs. This study 

aims to analyse, design, develop and evaluate the cybersecurity risk assessment tool for SMEs in South Africa. 

To achieve this, the researcher must first gather information about the common cybersecurity risks or crimes 

that SMEs are experiencing. The information will help analyse the cyber risk cause, event, and impact to 

determine the risk likelihood and proximity to mitigate cybersecurity risks within the SME sector. This study 

focuses on SMEs from any sector within South Africa with at least a minimum of 1 to 150 employees, generating 

a turnover of R20 000 to R20 million a year. 

I kindly request your participation in a short survey. The questionnaire will take between 30 to 45 minutes. For 

confidentiality of information, there will be no attempt will be made to identify you with the responses you 

make. So you are free to respond without any fear of victimization. Recommendations will be used only to 

inform improvements, with no reference to the identity of the sources. Finally, this research is authorized and 

complies with the CPUT HOC research ethics guidelines. 

Your participation in this research project will be highly appreciated. 

Yours Sincerely 

Ms. Tabisa Ncubukezi 

Cell: 078 155 6723 

Email: tabisaphd@gmail.com or 208217673@cput.ac.za 
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APPENDIX B: Ethical Clearance 
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APPENDIX C: Questionnaire 

In this section, the survey was shared with research participants that are IT managers, business owners, Chief 

information officers, or any other position from different business sectors. The participants came from different 

provinces in the South African country and consisted of four parts: the SME background; identified cyberattacks, 

cyberthreats and cyberrisks, cyberrisk likelihood and impact, monetary value, and mitigation strategies  

Filling in the form costs at least 20 minutes, but spending more time answering the questions was appreciated. 

Participation in this research is anonymous. 

Thank you for participating! 

 

1. Section 1: SME Background 

This section of the survey focuses on profiling the SME. It is recommended that this questionnaire be completed 

by the owner of the business, IT manager, Chief information officer, or any other IT team member with extensive 

knowledge.  

1.1 In which province does your SME operate in? 

Eastern Cape 

Western Cape 

KwaZulu Natal 

Free State 

Northern Cape 

Gauteng 

1.2 In which sector does your SME operate in? 

ICT 

Transport and motor trade 

Mining and quarrying 

Manufacturing, retail and wholesale trade 

Electricity, gas, and water 

Accommodation and catering 

Retail estate and business businesses 

Construction and engineering 

Community, social and personal 

Media  

 

1.3 How many employees does your business have? 

………………………………………………. 

1.4 How long has your business existed 
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1 to 2 years 

2 3 to 5 years 

6     6 to 9 years 

More than 10 years 

 

1.5 What is your current position? 

IT manager 

Business manager 

Chief Information Officer 

Other ……………………………….. 

 

1.6 What is your gender? 

Male    Female                                They 

 

1.7 What is your age? 

………………………………………………. 

2 Section 2: Identified cyberattacks, cyber threats, cyber risks, their likelihood and risk impat 

This section addresses vulnerabilities that weaken the business. The section looks at the policies, procedures, 

rules, guidelines, standards, and administration of hardware, software, data, facility, or personnel resources.  The 

point is to identify cybersecurity weaknesses and test how far a potential exploit can compromise your network. 

2.1 What are the common cyberattacks that your business experiences, especially during the COVID19 

pandemic?  

k Lack of computer hardware 

 Lack of skilled personnel 

ljl Malfunctioning of the system 

 Lack of guidelines 

j            Unauthorised access 

klk        Poor password criteria 

ljl Data breach 

Viruses  

j            Worms 

klk        Trojan 

ljl Spyware 

    Denial of service 

j            Phishing 

klk        Human errors 
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ljl Network failure 

 

2.2 What are the common risks experienced by SMEs? 

3 Bad reputation 

4 Business destruction 

Poor economic growth 

Poor business growth 

5 Lack of client trust 

6 Loss of intellectual property 

Malfunctioning of servers and other devices 

Unexpected system failure 

7 Limited access to resources 

8 Compromised system  

2.3 With a Lickert scale of 1 to 6. Rate the most likely risks of experience 

1= Unlikely, 2= Unlikely to happen, 3= might happen, 4= likely to happen, 5= very likely to happen and 6= very 

likely to happen. 

System failure 

Email bombing 

9 No backup system 

10 Trojan Horse 

Phishing 

2.4 With a Lickert scale of 1 to 6. Rate the most likely risks of experience 

1= Rare, 2= Unlikely to happen, 3= might happen, 4= likely to happen, 5= very likely to happen and 6= very 

likely to happen. 

Fraud or theft 

Lack of skilled personnel 

11 Stress 

Understaffing 

Ignorance 

12 Poor decision making 

Lack of guidelines 

Poor use of security measures 

2.5 With the Lickert scale of 1 to 6. Rate the network and power risk likelihood 

1= Rare, 2= Unlikely to happen, 3= might happen, 4= likely to happen, 5= very likely to happen and 6= very 

likely to happen. 

 

 

 

 

            

 

 

            

 

 

            

 

 

             

 

             

 



 

Page 207 of 224 
 

Malfunctioning firewalls 

Open wireless network 

13 Faulty network interfaces 

Poor electrical connections 

Outdated antiviruses and antispyware 

14 Equipment failure 

Faulty transmission media 

2.6 With a Lickert scale of 1 to 6. Rate the device access and encryption risk likelihood 

1= Rare, 2= Unlikely to happen, 3= might happen, 4= likely to happen, 5= very likely to happen and 6= very 

likely to happen. 

Unauthorised access to the software 

Unauthorised user registration 

15 Unauthorised access to physical facilities 

Unauthorised access to password files 

Unauthorised access to mobile devices, PCs, and laptops 

16 No device encryption 

2.7 What are the impact of the common risk faced by the SMEs based on the risk likelihood and affecting the 

integrity, confidentiality, and availability of information. On a Lickert scale of 10 to 100, where Low (10) and 

High (100). 

Information disclosure 

Data modification 

17 No privacy 

Data and financial loss 

Lack of confidentiality 

18 Lack of integrity 

Denial of access 

Hardware failure 

19 Malware 

Phishing 

Lack of compliance 

Human errors 

Financial loss 

2.8 What are the hardware, network and risk impact based on the common threats risk faced by the SMEs based 

on the risk likelihood and affecting the integrity, confidentiality, and availability of information? On a Lickert 

scale of 10 to 100, where Low (10) and High (100). 
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Loss of hardware 

No skilled personnel 

20 No policy guidelines 

Unauthorised access 

Poor password criteria 

21 Data breach  

Viruses 

22 Malware 

23 Worms  

Trojan  

24 Phishing 

Spyware 

Insider attempts 

       Criminals 

Denial of service 

3 Section 3: Expected Monetary Values 

This section presents the range of monies SMEs use to recover from experienced risks.  

R601 000 to R1 000 000 

R301 000 to R600 000  

R101 000 to R300 000  

R51 000 to R100 000  

R10 000 to R50 000 

 

4 Section 4: Risk mitigation 

This section addresses options used by SMEs to manage cyber risks.  

Share 

Transfer 

Accept 

5 Avoid 
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APPENDIX D: Interview guide 

This section presents the interview guide used to gather data from security experts. The data was used to 

design and develop cybersecurity models in this study. The guide addresses the common areas or sections 

affected in businesses, risk likelihood, and risk impact. 

1. Do you think businesses are victims of cybercrimes? 

………………………………………………………………………………………………………………… 

2. What are the main cyberthreats or attacks which businesses encounter? 

………………………………………………………………………………………………………………… 

3. Do businesses mostly become victims on networked or standalone devices? 

………………………………………………………………………………………………………………… 

4. Which business areas need more protection measures? At least mention 5 

………………………………………………………………………………………………………………… 

5. What could determine the risk likelihood and impact of a data breach within the businesses? 

………………………………………………………………………………………………………………… 

6. What could improve the safety and security of the business? 

………………………………………………………………………………………………………………… 

7. What motivation do cybercriminals have? 

………………………………………………………………………………………………………………… 

8. What are employees' leading mistakes that can expose the business systems to cyberattackers? 

………………………………………………………………………………………………………………… 

9. Could you advise three or more common risk scenarios which can be simulated to demonstrate the risk 

likelihood and the risk impact that ultimately leads to a data breach? 

………………………………………………………………………………………………………………… 

10. What type of malware do businesses commonly experience? 

………………………………………………………………………………………………………………… 

11. Do you think adherence to cybersecurity policies, rules, and procedures is important for businesses? And 

why? 

………………………………………………………………………………………………………………… 

 

 




