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ABSTRACT 
 
Increasingly, organisations rely on big data for their business continuity, competitiveness, and 

sustainability. However, in many organisations, the rapidity at which the big data are 

generated, retrieved, and used is unprecedented. This contributes to complexity and 

challenges in many organisations. As a result, some organisations struggle to use big data, to 

improve business continuity and competitive advantage. Primarily, the complexity and 

challenges exist because there is no architecture, to govern and manage the big data. In an 

organisation where there is architecture, it is specifically designed for small data. Big data and 

small are not the same, hence, the same architecture cannot be used. Thus, organisations 

need to design an architecture that focuses on big data. This is the motivation for this study. 

 

The design of architecture for big data was problematised, where the implications and 

consequences of lack of architecture are stated. For example, it states, that a lack of 

architectural design for big data compromises the quality including management and 

governance of big data in an organisation. Based on the problem, the study aimed to design 

big data architecture, which enterprises can employ, to enhance business continuity and 

advance competitiveness. This includes the objectives of the study. In achieving the aim and 

objectives, research questions were formulated, as presented in Chapter 1.  

 

Qualitative methods were employed. Data were extracted from relevant literature, which were 

gathered from various sources, from both academic and business domains. A total of 201 

papers were gathered. Activity theory (AT) was employed to guide the analysis of the data in 

which the hermeneutics technique was applied. From the analysis, the factors that influence 

the design of big data architecture were revealed. The factors were interpreted following the 

subjective reason approach. Based on the interpretation, big data architecture was developed, 

as presented in Chapter 5 (Figure 5.2.). The study was evaluated, to ensure that the study 

achieved its aim and objectives.  

 

The study is significant and contributes to both business and academics, from technical and 

non-technical perspectives. This includes the engineering of big data, governance, and 

management standpoints. The significance and contributions of the study are discussed in 

Chapter 6.  
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CHAPTER ONE 
INTRODUCTION 

 
1.1 Introduction 
Over the years, organisations have generated large volumes of data at an increasing rate. This 

has led to organisations realising the usefulness and value of their data for business continuity 

(Cockcroft & Russell, 2018). Organisations from different fields such as health, education, 

finance, and commerce are embracing data as an asset (Sandhu, 2021; Hassan et al., 2020). 

These organisations use the data to gain insights (Garoufallou & Gaitanou, 2021) that can be 

used for better decision-making (Mustapha, 2022), drive business growth, and stay competitive 

(Iyamu, 2018a). However, the speed, volume, and variety of the data they generate make it 

difficult for them to collect, store, process and analyse the data using traditional technologies 

(Jaiswal et al., 2020). Hence, the need to design an architecture for big data that encompasses 

the characteristics and can be scalable, secure, and handle complex datasets.  

 

Big data is described by Goldstein et al. (2021) as complex data sets that consist of structured, 

semi-structured, and unstructured data. The author further explains that the complexity of big 

data comes from its V’s, volume, velocity, variety, and veracity. This complexity requires new 

architectures, algorithms techniques and analytics to extract value and meaning out of big data 

(Garoufallou & Gaitanou, 2021; Wang et al., 2020). The value extracted from big data is used 

by organisations for various benefits. According to Barham (2017), big data assists 

organisations in developing new strategies using the insight gained from it. Hence, 

(Ravikumar, 2022) believes that big data has the potential to transform organisations to 

operate efficiently and successfully.  

 

Another benefit highlighted by Nyikana and Iyamu (2022) is that big data is used by 

organisations to gain a better understanding of their customers. This helps the organisations 

to know their target market, to be innovative, and to create products and services that are 

based on customer needs. 

 

While big data provides organisations with many benefits, one cannot shy away from its 

challenges. According to Mgudlwa and Iyamu (2018a), it is difficult to process, manage, and 

analyse big data. This is due to the high volume of data generated. As a result, organisations 

need to invest in big data analytic tools for data analysis. Nyikana and Iyamu (2022) highlight 

that selecting the appropriate tools is another challenge on its own.  Additionally, there is a 

shortage of skilled data scientists, which poses a challenge since there is a demand for 

expertise to manage and analyse big data effectively (Mustapha, 2022). Moreover, the security 

and privacy of the data are another concern, as organisations need to ensure that the data is 
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protected from unauthorised people (Sandhu, 2021). Lastly, data storage is a challenge, 

whereby traditional data architectures lack the flexibility and scalability to store big data 

(Jaiswal et al., 2020).  

 

Primarily, many organisations do not architect their big data as they gather and use it. This 

causes many challenges such as complexity that manifests from security, privacy, storage, 

and management. Moreno et al. (2018) explain that the security problems result from the fact 

that, originally, big data was not provisioned to ensure security.  Saddad et al. (2020) mention 

other challenges of not having big data architecture as data availability, reliability, scalability, 

and query performance. Khine and Wang (2017) argue that traditional data warehouses are 

not able to store and accommodate big data. Also, traditional data architectures are not 

capable of meeting the demands of big data (Bahri et al., 2018). Manogaran et al. (2018) 

explain that the challenges above can be overcome by the architecture of big data. Hence, the 

need to design a scalable and secure architecture for big data that can handle complex 

datasets.   

 

Various factors are involved in the design of architecture for big data, from both technical and 

non-technical perspectives. From the technical front, there are various tools such as software 

and hardware. Roles, responsibilities, rules, and requirements are some of the factors involved 

from the non-technical viewpoint. The combination of these factors makes activity theory (AT) 

the most suitable to underpin the study, as no other theory combines the above factors as a 

focus. AT is used in Information systems (IS) studies to gain an understanding of human 

activities carried out in organisations (Engeström et al., 2016). AT is considered a framework 

that can be used to enhance design practices in studies such as Human Computer Interactions 

(Iyamu & Shaanika, 2019a). Additionally, AT is a framework that can be used to explain the 

structure and development of human activities within an environment.  Nehemia et al. (2018) 

explain that the AT is used to study the activities involved in developing expert systems.  

 
1.2 Research problem 
Many organisations are increasingly generating large amounts of big data. This is a challenge 

primarily because the traditional data architectures are not designed to accommodate large 

volumes of data (Saggi & Jain, 2018), the different types (Oussous et al., 2018), and the 

velocity at which big data is generated (Chen at al., 2016). The problem is that many 

organisations do not have architectural design that encompasses the characteristics of big 

data that are rapidly increasing in their environments (Tschoppe & Drews, 2022).  The problem 

manifests in many ways, including the two critical ones identified herein.  
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First, big data begins to lose value in the organisation, which affects its usefulness and 

operation. Second, the unprecedented nature of big data growth in some organisations adds 

to the complexities of the environment. According to Oussous et al (2018); Mishra and Sharma 

(2015), the complexity of big data affects the software, hardware, and network infrastructure. 

The problem threatens business continuity. Avci et al. (2020); Manogoran et al. (2018) argue 

that the lack of architectural design for big data results in the data being exposed to security 

risks such as cyber-attacks and data breaches. These problems are prohibitive and negatively 

affects the efficiency and effectiveness of operations and services where big data are applied. 

Additionally, a lack of architectural design for big data can compromise quality, including 

managing and governing big data in an organisation. Hence, organisations should have 

architectural designs for big data to enhance business continuity, increase the efficiency and 

effectiveness of operations and services, and improve stability in the use of big data.  

 
1.3 Problem statement 
Many organisations do not have architectural designs that can encompass and guide the 

rapidly increasing characteristics of big data in their environments.  

 
1.4 Aim of the study 
This study aims to design a big data architecture for enterprises, purposely to enhance 

business continuity and improve the efficiency and effectiveness of operations and services in 

the use of big data in an organisation. 

 
1.4.1 Research objectives 
Based on the aim, the research objectives are articulated as 

i. To examine how big data are generated, stored, governed, and used in enterprises. 
ii. To examine and understand the factors that influence the design of big data architecture 

for enterprises. 
iii. To understand the architectural components (technical and non-technical factors) that 

suit big data in the context of enterprises. Based on the understanding of the 

components, an architecture of big data will be designed.  
 
1.5 Research question 
The research question and sub-questions for achieving the objectives of the study are as 
follows:  
 
How can the architecture of big data be designed for enterprises, purposely to enhance 

business continuity and improve the efficiency and effectiveness of operations and services in 

the use of big data in an organisation? 
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1.5.1 Sub questions 
i. How are big data generated, stored, governed and used in enterprises?  

ii. What are the factors that can influence the design of big data architecture? 

iii. What are the architectural components (technical and non-technical factors) that suit 

big data in the context of enterprises? 

 
1.6 Literature review 
This section presents the literature review of the study. It focuses on enterprises, big data in 

enterprises and the architecture of big data. 

 
1.6.1 Enterprises 
An enterprise is an entity with economic activities (Purchase et al., 2011) that combines 

resources such as humans, equipment and materials to produce a product or provide a service 

(Striy et al., 2019). According to Aliee et al. (2019), the resources in an enterprise are essential 

to coordinate tasks and disseminate information. In some quarters, enterprises are viewed as 

a complex system that consists of different but related domains (Smajevic & Bork, 2021). 

According to Kay (2017), enterprise and business are used interchangeably. However, a 

business focuses more on generating profits by selling goods or services (Purchase et al., 

2011) while an enterprise is a group of businesses together to achieve a common goal (Jinoria, 

2014). 

 

Enterprises are increasingly using data to gain competitive advantage and maintain 

sustainability (Dezi et al., 2018). Additionally, enterprises use data to discover new insights, 

gain new ground, and uncover more opportunities (Dhaliwal & Shojania, 2018) to improve 

business decisions (Necsulescu, 2017). It is difficult to find a sector (or an enterprise) that does 

not employ data for its processes and activities, operationally or strategically. The education 

sector uses data to advance teaching and learning opportunities (Broos et al., 2017). The 

health sector uses data to monitor the health of the patients (Izonin et al., 2021) and to 

diagnose diseases (Mitani & Haneuse, 2020). The finance sector uses data to detect fraudulent 

activities (Aboud & Robinson, 2022) and to assess and manage risks (Cornwell et al., 2023).  

 

Even though data is widely used in different sectors, many organisations require more than 

normal data. This is because normal data does not accommodate unstructured data sets such 

as images and videos. As a result, some organisations lose out on the potential of their data.  

Hence, the need to further explore the use of big data is increasingly crucial. Nyikana and 

Iyamu (2023) argue that normal data and big data are not the same. The authors further argue 

that the differences between the two concepts include scope, volume, and heterogeneity.  

Normal data is defined by Ahmed et al. (2017) as data with structured data sets, low volumes 
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and constant velocities, while big data consists of huge volumes; structured, semi-structured 

and unstructured data sets; and high velocities (Oussous et al., 2018). 

 

1.6.2 Big data in enterprises 
New technologies and data revolution have made organisations generate large volumes of 

data from different sources at various levels of high speed (Avci et al., 2020). This change in 

data is known as the concept of big data. Big data is widely described using the 5 V’s; volume, 

velocity, variety, veracity and value (Garoufallou & Gaitanou, 2021; Belov & Nikulchev, 2021; 

Wang et al., 2020; Al-Sai & Abdullah, 2019). Big data consists of structured, semi-structured 

and unstructured data sets (Nyikana & Iyamu, 2022). Saggi and Jane (2018) define big data 

as “a new generation of technologies and architectures, designed to economically extract value 

from very large volumes of a wide variety of data, by enabling the high-velocity capture, 

discovery, and analysis”. Hariri et al. (2019) refer to it as the driving force of innovation, 

competition, and productivity for organisations. 

 

Big data is redesigning the way individuals and groups think and work, and how organisations 

conduct their businesses. Many sectors such as health, education, entertainment, finance, and 

energy are using big data in various ways to advance their operations (Wang et al., 2020; Avci 

et al., 2020; Mokhtari, 2019). One of the reasons is that potentially, big data helps organisations 

to streamline their processes and reduce bottlenecks (Dezi et al., 2018). This helps to increase 

the organisation’s operational efficiency and effectiveness and improve its services (Gil et 

al.,2019). According to Al-Sai and Abdullah (2019), big data provides organisations with 

opportunities that create business value and growth. However, for an organisation to benefit 

from these opportunities, it needs to have appropriate tools, applications, resources, and 

people engagement, which can only be enacted through architecture design. Thereafter, big 

data can increase an organisation’s capabilities to improve its overall performance and 

competitiveness (Hung et al., 2021).  

 

Despite the numerous benefits that big data brings to organisations, some of which are stated 

above, it has its challenges. Gil et al. (2019) highlight integration as one of the challenges of 

big data. Another challenge is the complexity of big data sets, the traditional systems being 

unable to store, process and analyse big data (Garoufallou & Gaitanou, 2021; Wang et al., 

2020). Sandhu (2021) claims that some organisations have moved their big data to the cloud 

environment to try and resolve the issues around storage and processing. However, that has 

created other challenges such as the inability to execute queries on the database.  According 

to Al-Sai and Abdullah (2019), three major components can threaten an organisation not to 

benefit from big data: Technology, People, and Process. In addition, Sivarajah et al. (2017) 

add data management as another challenge. The author highlights some of the data 
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management challenges as security and privacy issues. According to Sandhu (2021), it is 

difficult to visualise big data in real-time because of its diverse data sets.  For these challenges 

to be addressed, new architectural designs for big data are required to address these 

complexity issues (Ruiz et al., 2021). 

 

1.6.3 Architecture of big data 
Architecture is the plan and design of a system, relationship and interaction of the components 

to each other and to the environment (Tschoppe & Drews, 2022). Iyamu (2022a) adds that the 

principles and the interaction of the components help to guide the design and governance of 

a system. Tupper (2011) describes architecture as the framework that guides the construction 

of a system from the beginning to the end. It allows an organisation to design its current 

business processes and accommodate future business processes.  

 

From big data perspective, architecture is the design of the methods used to collect, store, 

secure and process big data (Yaseen & Obaid, 2020). The big data architecture provides a 

plan of how data flows from one point to another (Kalipe & Behera, 2019). Additionally, it 

focuses on the business objectives and requirements to provide a holistic data strategy. Also, 

big data architecture helps to improve the performance of an organisation by monitoring its 

operations and providing governance for interconnected systems (Costa & Santos, 2016). Avci 

et al. (2020) highlight that big data architecture improves data efficiency by processing and 

monitoring large amounts of heterogeneous data.  

 
Although organisations are investing in big data, many of them are facing challenges primarily 

because they lack architecture design (Tschoppe & Drews, 2022). The development and 

construction of big data architecture and its design can be affected by the speedy evolution of 

big data technologies (Pääkkönenm & Pakkala, 2020). Furthermore, big data architectures can 

be complex, and difficult to design, build and maintain. This has hampered the efforts and 

attempts of many organisations over the years. Another challenge is the integration of the 

components of big data from a variety of data sources and formats (Bansal et al., 2022). 

Additionally, finding a big data architecture suitable for the organisation is another challenge. 

This is due to the requirements that need to be considered, such as business and application 

requirements (Avci et al., 2020).  

 
1.6.4 Activity theory 
Due to the various activities involved in the design of architecture, some of which are 

highlighted above, the activity theory (AT) was used to underpin the study. Activity theory is a 

socio-technical theory that has been adopted in IS studies in the last three decades (Iyamu, 

2022b). The primary concern of the theory is the development of social activities (Shaanika & 

Iyamu, 2015). AT focuses on understanding the interactions and relationships that occur as 
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activities are performed by humans (Iyamu & Shaanika, 2019a). Hence, Dennehy and Conboy 

(2017) refer to activity theory as a framework that is used to understand complex human 

activities within a social system. Nehemia et al. (2018) refer to AT as a theory of 

consciousness. The reason for that is because the activities performed are consciously 

planned.  
 

As shown in Figure 1.1 AT consists of six components, which are subjects, objects, tools, rules, 

community and the division of labour (Park et al., 2013). The components are interconnected 

and interrelated, indicative of the arrows in the Figure. The interconnections and relationship 

of the components help to understand the overall activities of the system (Nehemia et al., 

2018). Also, as expressed by AT, activities are not static, they constantly evolve due to the 

changes in the environment (Makovhololo et al., 2017).  

 
Figure 1.1: Activity Theory Model (Engeström et al., 2016) 

 

The components of AT focus on specific areas but they are dependent on each other and 

cannot be used in isolation when studying a phenomenon (Iyamu & Shaanika, 2019a). Activity 

is the main focus of AT and is described by Nehemia et al. (2018) as the sum of actions carried 

out by human beings to achieve their goals. Makovhololo et al. (2017) define activity as an 

interaction between a subject and an object. A subject refers to an individual or group of people 

that perform an activity (Iyamu & Shaanika, 2019b). For a subject to act on an object, it is 

usually driven by motivation (Gedera & Williams, 2015). The object is the motive to initiate an 

activity. An object is defined by Iyamu (2022b) as the material or a problem on which the activity 

focuses.  

 

Tools are the artefacts used in an activity to transform an object into an outcome (Sannino & 

Engeström, 2018). The tools vary depending on the context of the study. Nehemia et al. (2018) 
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mention some of the tools as machines, instruments, signs, procedures and laws. ‘Community’ 

is a collective of subjects that share the same goal. The community is governed by rules when 

performing activities (Dennehy and Conboy, 2017). The rules can be policies, procedures and 

regulations. The division of labour is concerned with assigning responsibilities to the 

community (Makovhololo et al., 2017).  

 
1.7 Research methodology 
Research methodology is a methodological process of gathering information (Patel & Patel, 

2019) that can be used to answer a research problem (Kapur, 2018). Mukharjee (2019) 

describes it as a systematic guideline to conduct research. The research methodology consists 

of research approaches, methods, design, and data collection techniques (Kothari, 2020; 

Iyamu, 2022b). The methodology, as it applies to this study is discussed in the remainder of 

this section. 

 
1.7.1 Research methods 
Research methods are the tools used in a research study to achieve the objectives of the study 

(Mutudi, Nehemia & Iyamu, 2020). Patten (2017) refers to them as the building blocks of 

discovering new knowledge. The most commonly used research methods are qualitative and 

quantitative (Shaanika, 2020). These two methods can be combined to form a mixed method 

(Iyamu, 2022b).  

 

Quantitative research is described by Gravetter and Forzano (2018) as a method that uses 

statistical instruments to examine relationships between variables and to test theories. 

Quantitative research focuses on objective reality that is independent of the phenomenon 

being studied (Yilmaz, 2013). The objective measures help to control bias. Additionally, 

quantitative research uses rigid and structured procedures to determine the extent of a problem 

or phenomenon (Kumar, 2018). This makes it difficult for participants to express their 

experiences, feelings and thoughts in their own words. Lastly, the focus of the quantitative 

method is more on quantity or numbers (Gupta & Gupta, 2022).  

 

The mixed method is known to offer a holistic understanding of the phenomenon being studied 

by combining and balancing a wide range of knowledge from qualitative and quantitative 

methods (Baškarada & Koronios, 2018). Combining the qualitative and quantitative methods 

helps to minimise the weaknesses of each method and highlight their strengths (Kajamaa et 

al., 2020). For one to use the mixed method, they need to understand and have knowledge of 

both methods.  
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While qualitative research focuses on providing an in-depth understanding of the phenomenon 

being studied (Tungela et al., 2018), the qualitative method allows the researcher to examine 

and understand the opinions, perspectives and attitudes of human beings (Tümen-Akyildiz & 

Ahmed, 2021). Lauri (2019) adds that the qualitative method seeks to understand the causes 

that influence the behaviours and attitudes of human beings. Additionally, It helps to 

understand people’s understanding of the phenomenon being studied. Given the aim, as 

stated in section 1.4, the qualitative method was considered more suitable for this study 

because it focuses on textual data (Buseto et al., 2020) to provide rich information about the 

phenomenon being studied (Mohajan, 2018).  

 

The method was used in this study to understand the experiences and opinions of people 

about the architecture design of big data. Also, the qualitative method is exploratory in nature 

(Sovacool et al., 2018), making it suitable for exploring and understanding the factors that 

influence the architecture design of big data. Primarily, the qualitative method is associated 

with interpretivism. Thus, it helps to understand the interrelationship and interconnectedness 

between the influencing factors, based on which an architecture of big data was developed for 

enterprises.  

 
1.7.2 Research design 
Research design is a plan and structure that outlines how the study will be conducted (Leavy, 

2022). Tungela (2021) describes the research design as a glue that holds all the elements of 

the research together to achieve its aim. Creswell and Poth (2016) mention some research 

designs from the qualitative perspective as grounded theory, ethnography, and case study. 

The case study design was employed in this study.  

 

A case study is described by Yin (2017) as a design that enables an in-depth exploration of a 

phenomenon in its natural setting. Algozzine and Hancock (2017) state that the case study 

enables the researcher to gain an in-depth understanding of situations and the meanings 

attached to them by the people involved. Additionally, a case study provides a holistic 

investigation of a phenomenon being studied. Based on the objectives of this study, the case 

study design was followed to explore and understand the factors that influence the architecture 

of big data. Also, it was used to investigate how these factors guide the design of big data 

architecture.  

 

The big data architecture was used as a case in this study. The investigation focused on 

designing an architecture for big data. Thus, the two concepts, big data and architectural 

design were investigated as they are the core aspects of the study. The concepts assisted in 
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gaining a deeper understanding of the factors that influence the storing, accessing, and 

governance of big data in organisations. 

 
1.7.3 Data collection techniques 
Data collection is a process of gathering relevant information related to the phenomenon being 

studied using techniques (Iyamu, 2022b). In a qualitative study, the techniques may include 

document analysis, observations and interviews (Leech, 2017). For this study, document 

analysis was selected. The document analysis technique is explained below.  

 

Document analysis is a technique that systematically reviews existing documents related to 

the phenomenon under investigation (Dalglish, Khalid & McMahon, 2020). The technique 

focuses on the analysis of documents such as books, newspaper articles, academic articles, 

and organisational reports (Morgan, 2022). Iyamu (2022b) suggests that documents may exist 

in either a manual form or in an electronic format. Document analysis can be used as a 

standalone technique or combined with other techniques (Berner-Rodoreda et al., 2020).  

 

In this study, documents related to big data architecture were collected. They included strategic 

and operational documents in the areas of big data and architecture. Also, policy documents 

that focused on areas of big data such as data storage, data security, and data governance 

were obtained. The documents helped to give a comprehensive and holistic view of big data 

architecture. The analysis of the documents was two-fold; academic papers (peer-reviewed) 

and non-academic papers (white papers and green papers).  

 
1.7.4 Data analysis 
Data analysis is the systematic way of processing and transforming data into meaningful and 

valuable information (Taherdoost, 2022). During the process, themes, relationships, links, and 

key ideas are identified from the data (Mohajan, 2018), from which findings are reached, 

concisely and logically. According to Dufour and Richard (2019), in a qualitative study, data 

analysis is a complex stage of the research process because there are no universal methods 

or procedures to conduct the data analysis; it often relies on subjectivism. This is one of the 

main rationales for employing AT, to provide a frame and guide the analysis in this study.  

 

The data analysis was conducted to achieve the objectives, as presented in section 1.4.1 

above, and revisited here: (i) To examine how big data are generated, stored, governed, and 

used in enterprises; (ii) To examine and understand the factors that influence the design of big 

data architecture for enterprises; (iii) To understand the architectural components (technical 

and non-technical factors) that suit big data in the context of enterprises.  
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AT was used as a lens to guide the analysis of the data. The theory is explained in section 

1.6.4. The analysis focused on three main areas. First, it is to gain an understanding of the 

activities involved in the use and management of big data in the organisation. This includes 

the procedure and regulation during the activities. Second, the relationships and interactions 

between the actors involved in the activities were examined. This includes how roles and 

responsibilities are assigned and executed in the activities of big data in the organisation. The 

third focus is on the governance of big data activities. This helped to gain a deeper 

understanding of how IT solutions are used or can be used at various steps, in trying to 

maintain uniformity, reduce complexity, and enable flexibility in the activities of big data in the 

organisation. Based on these focuses, the architecture of big data was designed.   

 
1.8 Significance of the study 
The study explores and examines the architecture design of big data that can be used by 

enterprises for business enhancement. Big data architecture design is significant for business. 

It provides guidance on how enterprises can effectively structure their big data systems to 

promote business enhancement.  Also, data architects can use the findings of the study as a 

guide when designing big data architectures that can deal with complex big data sets. 

Furthermore, it can help enterprises align their big data systems with the aims and objectives 

of the organisation.  

 
1.9 Contribution of the study 
The contributions are threefold; practical, theoretical, and methodological. The practical 

contribution is at the enterprise (business) level, while the theoretical and methodological are 

for the academic domain. Thus, the study contributes to the existing knowledge of big data, 

from both business and academic perspectives.  

 

Practically, the architecture can be used to guide the development of policies, standards, and 

principles in an enterprise. Based on the policies, standards, and principles big data can be 

better stored, retrieved, used, and managed. Better management reduces complexity and 

improves effectiveness and efficiency in the use of big data for service delivery.  

 

From the academic domain standpoint, the architectural design forms part of the enterprise 

architecture research stream. In addition, the architecture design creates an opportunity for 

validation through further research. Very importantly it adds to the limited literature in this area 

of academic work. Researchers and students focusing on understanding the architecture of 

big data can benefit from the study. As of the time of this proposal, no study seemed to have 

employed activity theory to examine architectural design for big data. Thus, this contributes to 

the advancement of theory, from a methodological viewpoint. 
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1.10 Ethical considerations 
Ethics are the values and principles that govern people to reduce risk when engaging in 

activities that involve humans and animals (Pastzor, 2015). The risks include body injury, 

psychological effects, and process interruption.  

 

The rules that govern the research at Cape Peninsula University of Technology were observed. 

The ethical clearance letter was obtained from the Department of Information Technology to 

grant permission to conduct the research study. Thus, the ethics were applied as follows: 

i. This research did not require the participation of individuals. Therefore, no personal 

information relating to any individual was used.  

ii. The materials that were used in the study are in the public domain. 

iii. Animals were not involved in the study. Therefore, no possible harm was caused to 

either the researcher or to animals.  

iv. Data was collected from credible sources, which are listed in the reference section to 

provide transparency. 

v. All materials including third-party materials used for this study were appropriately 

referenced, to avoid academic irregularity. 

 
1.11 Budget and timeline 
The budget and timeline are illustrated in Table 1.1. below. The budget and timeline is done to 

ensure that the research project is within the estimated budget and on schedule.  

 
Table 1.1: Budget and timeline 

Task  Item Needed Estimated Cost  Target Date 
Research Proposal Laptop and WIFI R35 000 May 2023 
Literature Review  - - July 2023 
Research Methodology - - July 2023 
Field Work  - - August 2023 
Data Analysis  - - October 2023 
Discussion of Findings - - October 2023 
Conclusion - - November 2023 
Thesis  Proof Reading R5000 November 2023 
 Printing and binding R2000 November 2023 
Total  R42,000 

 
1.12 Conclusion 
The study looked at unpacking the factors that contribute to the design of big data architecture. 

Understanding these factors helps data architects in enterprises to know what they need to 

look at when designing big data architecture that is scalable and capable of accommodating 

complex data sets of big data. For future research, the study can be expanded to address the 

development and implementation of the architecture design of big data.  
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CHAPTER TWO 
LITERATURE REVIEW 

 
2.1 Introduction 
A literature review is an evaluation of previous studies related to the research topic that has 

been conducted by other researchers and scholars (Papaioannou et al., 2016). Reviewing the 

previous research helps to understand what has been done on the topic and to gain a 

theoretical background about the research topic (Shaanika et al., 2017). Additionally, a 

literature review helps to identify gaps and provides direction for future research (Paul & 

Criado, 2020).  

 

This chapter presents a review of the work related to this study. It, therefore, focuses on the 

core aspects of the study, which are big data and architectural design. In addition, a review of 

the theory, activity theory (AT), that underpins the study is conducted. It is structured into six 

main sections. It begins with the introduction, followed by a discussion about enterprises, in 

the context of the study. The third section covers big data in enterprises. In the fourth and fifth 

sections, the architecture of big data and activity theory are presented. The last section is the 

summary of the chapter.  

 
2.2 Enterprises 
An enterprise is a collaboration of people who form an organisation and work towards a 

common goal (Musukutwa, 2022). An organisation can be of any size, ranging from private 

and public (Sani et al., 2018) to non-profit organisations (NPOs) and non-government 

organisations (NGOs) (Lang et al., 2021). Brée and Karger (2022) argue that an enterprise is 

a complex system, that is not only formed by people but also includes other elements. In Striy’s 

et al. (2019) explanation, other elements can include business processes and information 

technology (IT) solutions such as data, physical building, and equipment. All these elements 

are combined to achieve the goals and objectives of the organisation. The activities performed 

by people in an organisation constitute a business. Business is defined by Shafer et al. (2005) 

as value creation and generating profits from that value. The profits are generated from the 

activity of buying and selling goods or services (Alfonsius, 2021).  

 

Organisations generate data daily, and the data has become a vital aspect of creating value. 

Rotondo and Quilligan (2020) define data as raw facts that can be meaningless. According to 

Dezi et al. (2018), for the data to become meaningful, useful and purposeful, it must be 

processed and analysed. Hence, Kitchin (2021) refers to data as the building block of 

information and knowledge. Jones (2019) suggests that data is generated from real-world 

events such as the activities of an organisation. Organisations use data to perform their daily 

activities, understand their customers and build new business models and processes (Moreno, 
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2018). This makes data critically important to many organisations. As a result, most 

organisations continually re-engineered their business processes, to create value, maintain 

sustainability, and improve competitiveness (Kitchin, 2021). Also, the use of data helps some 

organisations to create new insights, promote innovation and efficiency, and drive decision-

making for improved efficiency and growth (Dhaliwal & Shojania, 2018; Dezi et al., 2018). 

Healthcare, education, and finance are some of the sectors (industries) where data are 

increasingly relied upon due to their unprecedented significance and cruciality (Hariri et al., 

2019). 

 

Thus, many organisations increasingly rely on data for various activities, including 

management, service delivery, and productivity (Iyamu, 2019). For example, in health care, 

data is used to form health protocols and policies (Svensson & Poveda, 2020) that help define 

the best practices to deliver effective and efficient healthcare services (Lee-Easton et al., 

2022). Also in healthcare, data is relied on to create medical records that provide an overview 

of a patient’s health. The records are used for clinical decision-making and treatment planning 

(Mitani & Haneuse, 2020). However, challenges remain in the use of data for healthcare 

services (Iyamu, 2023). The challenges can be split into two. The first challenge is that many 

healthcare practitioners do not know what types of data to collect and how to do so (Iyamu & 

Nunu, 2021). The second problem is how to store, access, and make use of the data (Prasetyo 

et al., 2019). These challenges can be linked to a lack of understanding, which can be 

attributed to the fact that most healthcare practitioners are not data scientists or IT specialists.  

 

In the education sector, data is used to assess the performance and progress of the students 

(Chitpin & Karoui, 2021). According to Mandinach and Abrams (2022), the use of data goes 

beyond assessing students’ performance and progress, it helps to gain deeper insights into 

their interests, strengths, and background. Some of these factors influence students’ 

performances (Fischer et al., 2020). Also, educators increasingly rely on data for teaching and 

managing activities. For example, during the COVID-19 disastrous period, learners and 

educators relied on information that they could extract from data, from anywhere and at any 

given time (Pratsri & Nilsook, 2020).  

 

Financial institutions rely on data to assess the value chain (Mitragotri & Pal, 2019; Nagy et 

al., 2018), improve sales and marketing strategies (Kim et al., 2016), evaluate sustainability 

and competitiveness, and generate annual reports (Abdel-Basset et al., 2020; Oussous et al., 

2018). Additionally, the banks use data to determine the risk associated with their activities, 

such as lending money to customers. This includes assessing investment opportunities and 

their location bounds and strategies (Svensson & Poveda, 2020). Despite this understanding, 

the use of data continues to pose challenges to many financial institutions. For example, some 
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banks have lost huge amounts of revenue due to the inefficiency of data use, such as analysis 

or interpretation of the available data (Zeidy, 2022; Soltani Delgosha et al., 2021). Some of the 

challenges emanate from how data is stored, accessed, assessed, managed or governed in 

an organisation.  

 
Despite the wide reliance on the use of data, many organisations are frequently or continually 

confronted with challenges, some of which are detrimental. In addition to the causes of the 

challenges identified in each of the sectors, other factors are the growing characteristics of 

data and methods used to ascertain its usefulness and meaningfulness. In recent years, data 

has grown into big data defined or differentiated by characteristics, which include volume, 

variety, veracity, and velocity (Nyikana & Iyamu, 2023).  

 

Some of the challenges are due to organisations generating huge, unstructured, and diverse 

datasets at a high speed (Garoufallou & Gaitanou, 2021). This data is different from normal 

data, which consists of structured datasets with low volumes generated at a constant speed 

(Ahmed et al., 2017). The traditional methods are not equipped to store huge datasets and 

analyse the unprecedented variety, veracity, and velocity of data (Bahri et al., 2018). This is 

because relational databases which have rigid structures are employed (Belov & Nikulchev, 

2021). Consequently, this makes it difficult for organisations to read the hidden patterns within 

the data. As a result, organisations lose out on the value of their data. Also, the normal data 

does not have prediction capabilities, it focuses on understanding current situations (Faraway 

& Augustin, 2018). In addressing these challenges, organisations resolve to explore and invest 

in the use of big data to enhance and improve service delivery and competitiveness.  

 

2.3 Big data in enterprises 
Big data is defined by its characteristics, which are value, volume, variety, veracity, and 

velocity, often referred to as the 5 Vs, as depicted in Figure 2.1. The volume refers to the huge 

data generated from multiple sources (Sandhu, 2021). Velocity is the speed at which the data 

is generated (Garoufallou & Gaitanou, 2021). Variety is the different formats of the data (Avci 

et al., 2020). Veracity refers to the governance and accuracy of the data (Saddad et al., 2020), 

while value is the conversion of data into meaningful information (Wang et al., 2020). The 

distinct focuses of the analytics pose a different type of challenge in selecting the most 

appropriate tool. Nyikana and Iyamu (2022) state that the value of big data can only be realised 

once the data is analysed using the most appropriate data analytics tools. Iyamu (2022a) 

explains how architecture guides the selection and use of IT solutions.  

 

The selection and use of inappropriate analytics can have a detrimental effect on data value. 

Jones (2019) explains that the value of data depends on how complete and accurate it is, as 
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well as how secure and reliable the storage environment is. Ferraris et al. (2019) argue that 

the value of data does not only depend on its accuracy and quality, but it also depends on 

other factors such as actors (humans) that are required to collect and analyse the data. 

Furthermore, the actors require governance in their use of processes for practices, which 

architecture provides.  

 
Figure 2.1: Characteristics of big data (Sandhu, 2021) 

 

Big data consists of structured, semi-structured, and unstructured data sets (Tekaya et al., 

2020). Structured datasets are data that are organised in rows and columns in a table (Lu et 

al., 2022). Unstructured data consists of social media content, photos, videos, and audio 

(Pratsri & Nilsook, 2020). There have been several definitions used to describe big data. For 

instance, Jones (2019) describes big data as datasets that traditional database software 

cannot capture, store, and analyse. Khine et al. (2018) consider big data a destructive 

technology since it has changed how data is used. Garoufallou and Gaitanou (2021) referred 

to it as the data that requires new architectures, analytic techniques, and algorithms to deal 

with the scale, diversity, and complexity of datasets.   

 

Data complexity comes from huge datasets (Gil et al., 2019). Huge data sets require unique 

storage, management, analysis, and visualisation technologies. According to Sandhu (2021), 

different technologies and models have been designed and developed to deal with the storage 

and processing of big data to ensure business stability and continuity. Some of the 

technologies highlighted are NO-SQL for data management (Avci et al., 2020), Hadoop and 

Apache Spark for data processing and analysis (Jaiswal et al., 2020). Cloud computing 

resources have been widely recommended for storing, managing, and analysing data over the 

Internet (Manogaran et al., 2018). This is intended to handle real-time use of data remotely. 
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Also, with the use of cloud computing, organisations do not have to buy dedicated space and 

maintenance of software and hardware (Sandhu, 2021).  According to Wang et al. (2020), Big 

data analysis depends on machine learning since it can mine the value from big data. 

 

Big data analysis enables organisations to use their current data to create knowledge that can 

be transformed to gain a competitive advantage (Hajli et al., 2021). Additionally, it helps to 

enhance the performance of an organisation, promote business innovation, and increase 

sustainability (Zhang et al., 2022). According to Iyamu (2020), big data helps to uncover new 

patterns and make future predictions. Predictive analytics helps to create business value and 

provide decision support capabilities (Al-Sai & Abdullah, 2019).  

 

Organisations in various industries from the private to the public sector make use of big data 

for different activities and processes (Avci et al., 2020). For instance, governments use big 

data to forecast social and economic changes such as unemployment levels and to improve 

service delivery to citizens (Blazquez & Domenech, 2018). In agriculture, it is used to determine 

the techniques that can be used to produce agricultural products (Prasetyo et al., 2019). This 

is done by evaluating data about the type of soil, the temperature and the biodiversity. 

Healthcare uses big data for diagnosing diseases and reducing healthcare costs (Manogaran 

et al., 2018) by reducing patient readmissions and preventing frequent emergency room (ER) 

visits (Pramanik et al., 2022). In marketing, big data generated from transactions are often 

used to establish customer needs and buy patterns (Al-Sai & Abdullah, 2019). In education, it 

improves educational effectiveness by promoting data-driven approaches to teaching and 

learning (Fischer et al., 2020). However, the gathering and use of big data by organisations is 

not by default; it entails approaches that are governed by standards and principles (Iyamu, 

2023).  

 

As identified above, there are many challenges in collecting, using, and managing big data in 

an organisation (Jeske & Calvard, 2020). The challenges are of both technical and non-

technical nature. From the technical perspective, the host infrastructure such as software, 

security and hardware are discussed (Zhang et al., 2022; Saddad et al., 2020; Moreno et al., 

2018). The heterogeneous nature of big data makes the enabling infrastructure more critical 

and requires more attention such as the architectural guidelines. Jones (2019) argues that 

some of the challenges can be prohibitive. Therefore, the cost of collecting, analysing, and 

storing big data should not be taken for granted.  

 

The heterogeneity of big data poses a challenge when it comes to data analysis and integration 

(Iyamu, 2020). This is due to the differences in the devices used, and the types of data 

generated. According to Siyal et al. (2019), another challenge posed by big data is security 



 18 

and privacy. Cyber-attacks and the risk of data being hacked and stolen are increasing. This 

results in personal data being illegally shared without consent (Ravikumar, 2022). Hence, 

Pratsri and Nilsook (2020) emphasise the importance of determining access rights to protect 

the use of data by authorised people. Thus, the properties of big data and the challenges it 

poses require an architecture that is designed to collect, analyse, and store large volumes, 

velocity, and variety of data (Ruiz et al., 2021; Blazquez & Domenech, 2018).  

 

2.4 Architecture of big data 
An architecture comprises development and implementation, which is enabled through its 

functioning and often umbrellaed by enterprise architecture (EA) (Chitsa & Iyamu, 2020; Zhou 

et al., 2020). EA often encompasses technical (application and technology) and non-technical 

(information and business) architectures (Dumitriu & Popescu, 2020; Shaanika & Iyamu, 

2015). In the technology domain, architecture constitutes design, structure, and governance 

(Hajli et al., 2021). The functioning of an architecture entails its relationship with components 

such as the objectives of the organisation, rules, business processes, data, people, and 

technology (Shaanika, 2019). This means that each of the components influences how the 

architecture is designed and employed. Currently, under the umbrella of EA, the technology 

domains do not include big data architecture.  

 

Enterprise architecture (EA) seeks to align technology and business goals to ensure business 

units within the organisation work closely together (Zhou et al., 2020). Tschoppe and Drews 

(2022) describe EA as a holistic approach to designing the entire IT solutions of an organisation 

including business processes and their interrelationships. This is done by managing and 

mitigating challenges and complexities that exist within business units (Nehemia & Zondani, 

2021). These types of functions make EA an operational and strategic tool or approach. 

Lapalme et al. (2016) consider EA as a strategy to align, improve and manage complicated 

business processes and Information Systems (IS) / Information Technology (IT) in an 

organisation. Chitsa and Iyamu (2020) explain that EA helps to provide governance, principles, 

and policies that can be used to guide the development of strategic documents of a system.  

 

However, for an organisation to benefit from EA implementation and practice, it is essential 

that it ensures interrelation between the influencing factors. This has been an ongoing 

challenge highlighted in many studies over the years as influencers of EA practice in 

organisations (Iyamu, 2013a; Shaanika & Iyamu, 2018; Ylinen & Pekkola, 2020). This remains 

a challenge faced by the organisations (Iyamu, 2022a) leading to some organisations 

outsourcing the development of architectures and relying on consultants (Shaanika & Iyamu, 

2018). The challenges associated with EA are revisited because they can extend to the design, 

development, and implementation of big data architecture, which this study focuses on. 
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Despite the challenges, EA helps to ensure uniformity and maintain consistency in the evolving 

IS/IT. According to Lankhorst (2017), evolving technologies force organisations to design and 

develop new architectures. This is evident with data architectures; whereby new architectures 

are required to deal with the characteristics of big data (Ruiz et al., 2021). Big data architecture 

is the design of an approach that structures and governs how to collect, store, secure, process, 

and visualise big data in an environment (Yaseen & Obaid, 2020). Also, big data architecture 

provides a plan of how data flows from one point to another (Kalipe & Behera, 2019).  

 

Big data architecture consists of layers that have different functions (Benhlima, 2018). The 

functions and components of each layer are defined based on the organisational requirements 

and technological needs (Kalipe & Behera, 2019). Also, the layers and components are 

influenced by the characteristics of big data. According to Wang et al. (2020), the layers include 

collection, storage, processing, and visualisation of datasets. Governance is considered an 

important layer because of its cruciality, such as defining quality standards, security principles, 

compliance policies, and determining access to data (Saddad et al., 2020; Farooqi et al., 2019). 

Mustapha (2022) states that when big data architecture does not have a governance layer, the 

overall effectiveness and performance of the system can be affected.  This results in 

challenging implications such as a lack of compliance, a lack of standardized processes, and 

security vulnerabilities.  

 

The design of big data architecture that is based on organisational requirements generates 

value and improves competitiveness (Blazquez & Domenech, 2018). From another 

perspective, Mustapha (2022) suggests that an organisation that deploys scalable and flexible 

big data architecture tend to be more responsive to rapid changes in its business environment 

and has a positive impact on its overall performance. However, organisations struggle to 

design or find a big data architecture that is suitable for their environment (Ruiz et al., 2021). 

Avci et al. (2020) link this challenge to fit or align with the application and business 

requirements of the organisations, which are the technical and non-technical factors that 

influence the design of a big data architecture.  

 

Also, big data architectures can be difficult to implement (Farooqi et al., 2019) because of 

various factors required to support the adoption of new architecture (Mustapha, 2022). 

Additionally, finding the right tools to utilise big data architecture is a challenge (Gökalp et al., 

2019).  Furthermore, the integration of the existing models with new models such as big data 

architecture is another challenge highlighted by Bansal et al. (2022) and Iyamu (2013a). It is, 

therefore, essential to consider these challenging factors in designing an architecture for big 
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data, which did not seem to be in existence at the time of this study (Tschoppe & Drews, 2022; 

Pääkkönenm & Pakkala, 2020; Saggi & Jain, 2018). 

 

Different big data architectures have been proposed and developed for various purposes. An 

example is the lambda and kappa architecture, which is concerned with processing real-time 

scalable big data (Barradas et al., 2022). There is also the Hadoop framework, which consists 

of a Hadoop distributed file system (HDFS), to store huge amounts of structured and 

unstructured data sets (Oussous et al, 2018). Another example is MapReduce, whose primary 

focus is to process data sets (Farooqi et al., 2019). Boumlik and Bahaj (2018) state that HDFS 

and MapReduce are used in parallel to process, store, and retrieve large data volumes.  

 

In attempts to address existing gaps, Wen et al. (2021) propose a big data architecture that is 

concerned with integrating big data from different data sources' perspectives.  Filaly et al. 

(2022) and Thota et al. (2017), designed a big data architecture focusing on ensuring the 

security of the data from attacks and vulnerabilities. Even though there are these different 

architectures that have been designed or developed, the challenges persist. This means none 

of the existing architecture seems to cover all the characteristics of big data. Hence, Mostefaoui 

et al. (2022) highlight the need for an architecture that covers all the characteristics and layers 

of big data. This is to have a holistic architecture that addresses the huge volume, rapidity of 

veracity, fluidity of variety, contextualisation of value, and precedented velocity of datasets. 

 

2.5 Theoretical framework 
A theoretical framework is defined by Varpio et al. (2020) as logically organised and 

interconnected concepts that researchers use to plan, structure, and execute their research 

studies. In Kivunja’s (2018) explanation, theoretical frameworks are specialised lenses that 

help to examine and analyse data and interpret findings. Thus, they are increasingly used to 

underpin IS studies (Lynch et al., 2020). There are many theoretical frameworks, which include 

actor-network theory, contingency theory, and diffusion of innovation (Sekgweleo et al., 2017; 

Mkhomazi & Iyamu, 2013b). The suitability of a theory depends on the objectives of the study 

(Iyamu, 2022b). Based on the objectives as stated in Chapter One, activity theory is selected 

to underpin this study.   

 

2.5.1 Activity theory 
Activity theory (AT) is a theoretical framework that has been used in many studies for over 

three decades to understand the relationships and interactions that happen between human 

beings and the world (Kaptelinin et al., 1995). Iyamu and Shaanika (2019a); and Dennehy and 

Conboy (2017) highlight that using AT as a framework helps to understand the structure and 

development of human activities and how they are influenced by social context in an 
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environment.  Hence, AT is used in this study to understand the human activities that take 

place when designing the architecture of big data in an organisation. It is also used to analyse 

the factors that influence the design of big data architecture. 

 

AT is a socio-technical theory concerned with the development of social activities (Iyamu & 

Shaanika, 2019a). The theory assists in gaining an understanding of how human beings 

engage in activities within an environment (Iyamu, 2022b). This helps to understand why 

certain things happen the way that they do in a social system (an environment).  An activity is 

a collection of actions that are performed by human beings upon objects using tools to achieve 

an outcome (Engeström & Pyörälä, 2021). According to Kaptelinin and Nardi (2006), an activity 

is not fixed; it evolves due to environmental changes.  Hence, Dennehy and Conboy (2017) 

highlight the importance of studying an activity in the environment where it is carried out.  

 

As shown in Figure 2.2, the AT model consists of six components which are subjects, objects, 

tools (instruments), rules, community, and division of labour (Engeström et al., 2016; Park et 

al., 2013). The components are distinct but cannot be applied in isolation as they are 

interconnected under the phenomenon being studied, Iyamu (2022b) argued. The subject, 

object, and tools are often considered as the core concepts of an activity system (Lioutas et 

al., 2019). This could be attributed to their mediated inseparable connection. 

 

 
Figure 2.2: Activity Theory Model (Engeström et al., 2016) 

 

In AT, a subject is a human being or a collective of people involved in an activity, also referred 

to as an actor (Sannino & Engeström, 2018; Shaanika & Iyamu, 2015). The activities carried 

out by subjects are consciously planned. This is to ensure that the activities have a purpose 

and are not aimless (Dennehy & Conboy, 2017). Nehemia-Maletzky et al. (2018) state that 

human consciousness is the basic principle of AT. Nardi (1996) defines consciousness as “a 

phenomenon that unifies attention, intention, memory, reasoning, and speech”. Nehemia-
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Maletzky et al. (2018) state that conscious planning does not determine the outcome of the 

activity. These are critical in gaining an understanding of roles and responsibilities including 

interrelationships, in designing a big data architecture (Garoufallou & Gaitanou, 2021). 

 

The outcome can either be intended or unintended by the subjects (Hasan & Kazlauskas, 

2014). This is attributed to the fact that the outcome is affected by the actions that take place 

in an activity (Nardi, 1996). The object component of the AT model is the motive for carrying 

out an activity, and it can be tangible or intangible (Iyamu, 2022b). According to Sannino and 

Engeström (2018), the object gives an activity a sense of direction and significance.  

 

Subjects depend on tools to mediate with the object. Tools can be technical or psychological 

artefacts (Hasan & Kazlauskas, 2014). Technical tools such as computers intend to manipulate 

physical objects, while psychological tools such as language are used by human beings to 

influence each other (Makovhololo et al., 2017). These are fundament elements and factors 

that can manipulate or influence an IT solution such as the design of architecture for big data. 

Er et al. (2010) suggest that tools shape the way subjects interact with objects and influence 

the outcome of the activity. This is because tools have an enabling and constraining function 

in them, whereby they can transform or limit the object, depending on motive and how the actor 

employs them (Kaptelinin et al., 1995).  

 

In AT, rules are control mechanisms, which can include policies, regulations, and legislations 

that guide and govern how subjects perform their activities (Kelly, 2018). Additionally, 

Makovhololo et al. (2017) suggest that rules help to maintain order and control conflicts within 

an activity. Also, rules are used to manage the interactions between actors during the process 

of allocating tasks, roles and responsibilities among community members (Karanasios & Allen, 

2013). Community is defined by Iyamu and Shaanika (2019a) as a collective of individuals in 

a social system working towards the same goal. Division of labour refers to the allocation of 

tasks and responsibilities among community members (Lioutas et al., 2019). The components 

of AT as described and discussed above are usually norms in IT solutions, hence, the theory 

is increasingly connected with IS research. 

 

2.5.2 Activity theory and Information Systems Research 
Activity theory (AT) is categorised as a sociotechnical theory in IS research (Nehemia-Maletzky 

et al., 2018; Sekgweleo et al., 2017). About five years ago, Makovhololo et al. (2017) claimed 

that the theory has been applied in more than three million studies.  This can be attributed to 

its relevance in the field of IS research, from various standpoints. Iyamu and Shaanika (2019a) 

argued that as a sociotechnical theory, AT provides a fresh perspective in IS studies.  
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From various spheres, AT is increasingly embraced in IS research. According to Nehemia-

Maletzky et al. (2018), the complexity of IS/IT solutions requires the sociotechnical theory to 

dissect some of the challenges. The socio-technical nature of the theory assists in covering 

factors such as people, processes, and technology. Thus, AT is often used as a lens to guide 

data analysis and interpretation of findings (Iyamu, 2013b). Primarily, this is because the theory 

helps to gain a deeper understanding of a social environment that is designed and managed 

by people using tools (Iyamu & Shaanika, 2019a).  

 

AT is used in IS studies to understand the interactions and relationships of people when 

carrying out activities of developing, implementing and using IT solutions (Iyamu, 2022b). 

Additionally, the theory has been used in many studies, to unpack the meaning of technology 

to people and how technology is affected and affects individuals and groups of people within 

an environment (Kaptelinin & Nardi, 2018). Some of the studies include those focusing on 

developing expert systems (Nehemia et al., 2018); enhancing design practices in Human 

Computer Interactions (Iyamu & Shaanika, 2019a); software development (Dennehy & 

Conboy, 2017); and the role of IS in mobile technologies (Karanasios & Allen, 2014). 

 

2.6 Summary 
The chapter presents a review of the literature that is related to the study. It therefore focuses 

on the core aspects of the study, which are enterprises, big data in organisations, and big data 

architecture. The most relevant literature is consulted. Also, a comprehensive review of the 

activity theory is conducted. This includes the relationship between AT and IS research. The 

Chapter is well structured based on its sequence for ease of understanding. The next chapter 

covers the research methodology.  
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CHAPTER THREE 
RESEARCH METHODOLOGY 

 
3.1 Introduction 
Research methodology describes the entire process undertaken in a study (Iyamu, 2022b). 

Kapur (2018) describes it as a systematic process of gathering information that focuses on 

addressing research questions.  According to Vass et al. (2017), research methodology 

consists of components, which include approaches, methods, and techniques used to study a 

phenomenon. Based on the objectives of the study as stated in Chapter One, approaches, 

methods, and techniques were selected and employed. This chapter provides a detailed 

explanation of how the components were selected and employed in achieving the objectives 

of the research.  

 

The chapter is organised into eight sections. The first section is introductory. The second and 

third sections cover the research approach and research methods, respectively. In the fourth 

section, the research design is discussed. This is followed by an explanation of how the data 

were collected as dictated by the aim and objectives of the study. The analysis of the data is 

described in the sixth section. Thereafter, the ethics, which ensure the credibility of the study 

is covered in the seventh section. Finally, section eight presents a summary of the chapter.  
 

3.2      Research approach 
The research approach is concerned with the basic logic and reasoning that a researcher 

applies in a study (Woo et al., 2017). It is also viewed as the plan a researcher employs, which 

leads to the type of data collected and analysed (Creswell & Creswell, 2017). The three main 

research approaches that are commonly applied in the information systems (IS) field are 

inductive, deductive, and abductive (Saunders et al., 2019). According to Beese et al. (2019), 

inductive and deductive are the most used approaches in IS studies. The inductive approach 

is a way of reasoning that focuses on building a theory while the deductive guides testing a 

theory or theories (Saunders et al., 2019).  
 

3.2.1 Deductive Approach 
The deductive approach moves from general explanations to specific case or cases (Behfar & 

Okhuysen, 2018). It is described by Parmaxi et al. (2016) as a top-down approach. Williamson 

and Johanson (2017) refer to the deductive approach as a theory of testing. This means that 

the approach is selected and employed to test existing concepts and patterns using new 

empirical data (Adekoya et al., 2019). In this study, although new empirical data were gathered, 

it did not aim to test any theory, as explained in Chapter One.  
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However, argues that testing a theory is not the only concern of the deductive approach. It also 

focuses on extending and improving the existing theory. The expansion of the focus of the 

approach can be narrowed back to testing. This is because a theory can only be extended or 

improved if it is tested to understand its current state or statute. Such understanding can only 

be based on facts and figures. Thus, Melnikovas (2018) argues that the deductive approach is 

objective in nature, and it is employed in quantitative studies seeking to quantify facts. Based 

on the synopsis provided above, the approach was not deemed appropriate for this study. As 

discussed in Chapter One, this study focuses on gaining an idea of various factors that 

influence the governance of big data architecture.  

 

3.2.2 Inductive Approach 
The inductive approach allows reasoning that is multidimensional, which means a collective of 

many realities to form a cohesive whole. Woo et al. (2017) described the approach as a bottom-

up approach because it focuses on moving from specific cases to general explanations. The 

primary concern of the inductive approach is to build a theory (Behfar & Okhuysen, 2018). This 

means that from the data collected and analysed, a theory emerges in the study (Myers, 2013). 

Also, the inductive approach allows a researcher to create patterns and relationships by 

observing a phenomenon (Woo et al., 2017). However, creating patterns and relationships is 

not only through observation but any other techniques that are associated with the qualitative 

paradigm can be used. According to Saunders et al. (2019), the inductive approach is mostly 

employed in qualitative studies.  

 

Thus, the inductive approach was selected for this study. Wolski and Gomolińska (2020) state 

that inductive reasoning is applied to gain knowledge from data. Primarily, the rationale is 

twofold. Firstly, the study does not have an interest in testing a theory but in developing an 

architecture, which adds to knowledge. McAbee et al. (2017) argue that inductive reasoning 

can also be used to analyse and assess the usefulness of big data in organisations. Secondly, 

the study seeks to develop a theory by designing an architecture for big data.  

 

3.3 Research methods 
Research methods refer to the tools and techniques used to conduct a study (Walliman, 2021). 

The most used methods are quantitative and qualitative. The quantitative method was 

developed for natural science studies while the qualitative methods are concerned with social 

science studies (Myers, 2013). Additionally, the two methods can be combined, which is 

referred to as a mixed method (Creswell & Creswell, 2017). The methods are associated with 

various research approaches discussed in section 3.2. 
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3.3.1 Quantitative method 
The quantitative method is a systematic process used to describe and test relationships 

between variables (Bloomfield & Fisher, 2019). When testing the relationship between the 

variables, statistical instruments are used to examine and analyse the numeric data (Gravetter 

& Forzano, 2018). Thus, the quantitative method is objective by nature, and it seeks to 

minimise biases (Bloomfield & Fisher, 2019). Davies and Fisher (2018) state that the 

quantitative method is influenced by the positivism paradigm, and it is rooted in a single reality 

of truth. Hence, it does not allow participants to express their feelings, experiences, and 

thoughts in their own words (Gupta & Gupta, 2022). This is in line with Bloomfield and Fisher’s 

(2019) argument that the quantitative method is underpinned by assumptions such as 

objectivity, deduction, and single reality. This is different from those of qualitative method, 

subjectivity, induction, and multiple realities (Keele, 2010).  

 

The quantitative method was not chosen for this study because it mainly focuses on numbers 

and measurements to quantify variables, as explained above. This study is interested in 

understanding people’s thoughts, feelings and experiences, which cannot be quantified. 

Hence, the qualitative method was employed, instead. 

 

3.3.2 Qualitative method 
The qualitative method seeks to explore and understand people’s experiences and views 

about the phenomenon (Bloomfield & Fisher, 2019). The method is employed when there is 

little that is known about the phenomenon, and the researcher wants to gain a deep 

understanding of that specific phenomenon (Brannen, 2017). According to Saunders (2019), 

text and images are analysed to understand and make sense of social events, issues, and 

practices. Lauri (2019) adds that the qualitative method further explores the factors that 

influence the behaviours and attitudes of human beings.  

 

The qualitative method is associated with the interpretive approach (Iyamu, 2018). This means 

that the meaning and understanding of the phenomenon being studied are constructed 

subjectively (Saunders, 2019). This makes continual changes in reality based on the many 

interpretations that are associated with the phenomenon (Keele, 2010). Table 3.1. presents a 

summary of the differences between the quantitative and qualitative methods. However, this 

study or chapter is not about comparing the two methods. This table is intended to help provide 

clarity on the choice of method selected for this study.  
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Table 3.1. Characteristics of qualitative and quantitative research (Merriam & Tisdell, 2015) 

 
 

The qualitative method was applied to fulfil the objectives of the study. The method helps to 

gain a better understanding of the meaning associated with the phenomenon under 

investigation from the documents collected. This helps to gain an in-depth understanding of 

why things happen the way they do. Furthermore, the qualitative method is exploratory by 

nature (Sovacool et al., 2018), making it suitable for exploring and understanding the factors 

that influence the architectural design of big data. 
 
3.3.3 Mixed method 
The mixed method is a combination of qualitative and quantitative methods (Creswell & 

Creswell, 2017). The mixed method is used when the aim of the study and research questions 

cannot be answered using a single method (Brannen, 2017). Venkatesh et al. (2013) explains 

that the qualitative and qualitative methods can be used simultaneously, or one after another 

whereby the results of one method can inform the other method. This makes it crucial for the 

researcher to understand and have knowledge of both methods. However, this does not apply 

to this study because the qualitative method alone is deemed suitable.  

 

Combining the qualitative and quantitative methods helps to minimise the weaknesses of each 

method and highlight their strengths (Kajamaa et al., 2020). In this study, no weakness was 

identified in the use of the qualitative method. The mixed method is known to offer a holistic 

understanding of the phenomenon being studied by combining and balancing a wide range of 

knowledge from qualitative and quantitative methods (Baškarada & Koronios, 2018). The 

knowledge gathered from the singular use of the qualitative method was sufficient to develop 

the architecture for big data. The reasons for not selecting the quantitative method are the 

same for deeming the mixed method inappropriate for this study.  
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3.4      Research design 
Research design is the blueprint for conducting research (Bloomfield & Fisher,2019). The 

design provides a clear plan that covers the scope or boundaries of the research within which 

data are collected (Kapur, 2018). Bhattacherjee (2012) emphasises that it is important to select 

a research design that aligns with the objectives of the study, and not the one the researcher 

is comfortable with. The research designs associated with the qualitative method include 

ethnography, grounded theory, action research, and case study (Saunders, 2019). 

 

3.4.1 Ethnography 
Ethnography is defined by Mohajan (2018) as the process of studying and documenting 

people’s cultural behaviours to understand them in their natural environment. The environment 

could be a community or an organisation. Ethnography is also understood to be a design that 

focuses on society and culture (Merriam & Tisdell, 2015). The primary aim of ethnography is 

to understand how culture works in practices and rituals performed daily by humans (Madden, 

2010). Iyamu (2022b) states that to understand the culture of a specific group of people, the 

researcher must follow the group for a certain period. During that time, the day-to-day 

behaviour of the people is observed and interpreted to understand their norms, values, beliefs, 

and social interactions (Van der Merwe et al., 2020).  

 

This study is concerned with big data, architecture, and enterprises. This means that the study 

is neither about society nor culture. Also, the study does not focus on values, beliefs, norms, 

or social interactions. Therefore, ethnography could not be selected as a design for this study. 

 

3.4.2 Grounded Theory 
The grounded theory seeks to investigate social processes and interactions that take place in 

the lives of people (Merriam & Tisdell, 2015). The focus of the grounded theory is to develop 

a theory from empirical data collected in a looping process (Iyamu, 2022b). Although this 

research relied on empirical data, a loop process was not appropriate. This is because such a 

process could imbibe biases in data collection.  

 

Also, the pieces of data collected using grounded theory are constantly analysed and 

compared to develop a theory (Mohajan, 2018). Based on the objectives of this study, data 

comparison was not needed. From another perspective, Bhattacherjee (2012) argues that 

grounded theory requires the researcher to eliminate prior knowledge and biases to allow the 

theory to be shaped by observed evidence. In developing the architecture for big data, prior 

knowledge of the influencing factors was critical. In this context, prior knowledge was required 

to gain a deeper understanding of the implications of the influencing factors.  
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3.4.3 Action Research 
Action research is concerned with finding a solution to an identified practical problem (Kirongo 

& Odoyo, 2020). The design is often employed to generate or capture actions and interpret 

their outcomes to create knowledge (Iyamu, 2022b). The results are used to improve or change 

certain areas in society (Malmi, 2016). However, Kapur (2018) states that it is difficult to 

generalise the results of an action because they are linked to a specific problem and bound to 

a particular situation and environment.  

 

Action research was not employed in this study because the study aims to gain an in-depth 

understanding of a phenomenon, rather than solve a current practical problem. Iyamu (2022b) 

states that the primary objective of action research is to test a theory or hypothesis. Hence it 

is not suitable for this study since it aims to develop a theory.   

 

3.4.4 Case Study Research 
The case study approach is described by Yin (2017) as a design that enables an in-depth 

exploration of a phenomenon in its natural setting. A case can be an object (such as metal, 

mental or technology) or a subject (e.g., a community, an organisation, or a person). Iyamu 

(2018) explains that the case study approach provides uniqueness to the phenomenon under 

investigation. The approach can be employed as a design to unpack and gain a better 

understanding of complex issues in a social unit such as a person, community, or organisation 

(Kapur, 2018). Algozzine and Hancock (2017) suggest that the case study enables an in-depth 

understanding of situations and the meanings associated with them by the people involved. 

This can be linked to the nature of the questions such as why, when, where or how they are 

employed to get responses from participants (Hancock et al., 2021). Additionally, the in-depth 

nature of the case study provides a holistic investigation of the phenomenon being studied. 

 

Based on the focus and strength described above, the case study approach was selected as 

the design for this study. The big data architecture was used as a case to gain a deeper 

understanding of it and the factors that influence its design. Three factors influenced the 

selection of big data architecture as a case.  The factors are relevance, current discourse, and 

gap, discussed as follows:  

i. Relevance – Big data architecture is relevant to organisations. The relevance of it is 

associated with its ability to respond to rapid changes in the business environment 

caused by big data. In today’s data-driven world, big data architecture is one of the 

driving forces of innovation, competition, and productivity for organisations. 

ii. Current discourse – Big data architecture is currently a discourse in both business and 

academic environments. The concept seeks to respond to the challenges, as well as 

the opportunities that exist in many organisations.  
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iii. Gap – There is a need for big data architecture in organisations. The gap has been 

identified from the literature. The existing data architectures are not capable of handling 

big data with its characteristics.  

 

Based on the justification provided above, data was collected. A sample of the data are 

presented in Tables 4.1 and 4.2, in Chapter Four.  

 

3.5 Data Collection 
The data collection is a process of gathering relevant information related to the phenomenon 

being studied using techniques (Iyamu, 2022b). In a qualitative study, the techniques may 

include document analysis, observations, and interviews (Leech, 2017). For this study, 

document analysis was selected.  

 

3.5.1 The interview technique 
An interview is defined by Bihu (2020) as a purposeful conversation between two or more 

people, the interviewer and the interviewees.  According to Taherdoost (2022), interviews are 

commonly used because they provide a normal and comfortable environment for the 

participants.  Interviews are utilised to gather valuable insights into an individual's subjective 

experiences and opinions (Busetto et al., 2020). Wahyuni (2012) highlights the importance of 

using interviews to engage with practitioners to understand the practices that take place in 

organisations. According to Stuckey (2013), there are 3 types of interviews: structured, 

unstructured, and semi-structured interviews.  

 

3.5.1.1 Structured interview 
Structured interviews are guided by a predetermined set of questions that are arranged before 

the interview (Kumar, 2011). The questions are fixed and closed-ended, and they do not allow 

follow-ups and probing (Pathak & Intratat, 2012). According to Wethington and McDarby 

(2015), the questions have predetermined responses such as yes or no.  Also, the responses 

are systematically analysed and quantified. The structured interview technique was not 

employed in the study because it does not allow the participants to express their views and 

experiences in their own words as they are guided by the predefined responses.   

 

3.5.1.2 Structured interview 
An unstructured interview consists of open-ended questions that are not set before the 

interview (Low, Saks & Allsop, 2019). Instead, the questions are created as the interview 

progresses (Vanderstoep & Johnson, 2009). The data collected using this technique lacks 

structure and analysing it can be time-consuming (Mulcahy, Rossner & Tsalapatanis 2021).  

Leedy and Ormrod (2014) argue that the lack of structure helps to provide more insights and 
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fruitful data because the participants might provide data that the interviewer was not planning 

to ask. Even though this technique provides insightful data, it was not employed in this study 

because the questions for the interviews needed to be set beforehand to ensure the data 

collected aligns and addresses the research questions and objectives of the study.  

 

3.5.1.3 Semi-structured interview 
In using the semi-structured interview technique, the questions are formulated beforehand but 

may be amended depending on the flow of the interview or responses from the interviewees 

(McIntosh & Morse, 2015). The flexibility of the technique allows the researcher to probe, 

rephrase and restructure the questions during the interview (Shaanika & Iyamu, 2018). This 

type of flexibility enriches the quality of the data. Iyamu (2022b) states that probing requires 

participants to build on their responses to uncover new knowledge. This provides an 

opportunity to ask additional follow-up questions or clarifications to responses during the 

interview process.  

 

In addition, the technique allows the discussion of complex issues to take place and to gain 

new insights (Iyamu, 2018). The semi-structured interview technique was suitable for the 

study. However, it was not employed because there was no organisation using big data or that 

designed architecture for the concept where data could be collected, at the time of this study. 

This could be attributed to the newness concept of big data architecture in the South African 

environment. For this reason, the document analysis technique became most appropriate and 

was employed.  

 

3.5.2 Document Analysis 
Document analysis is a technique that systematically reviews existing documents related to 

the phenomenon under investigation (Dalglish et al., 2020). The technique focuses on the 

analysis of documents such as books, newspaper articles, academic articles, and 

organisational reports (Morgan, 2022). Iyamu (2022b) suggests that documents may exist in 

either a manual form or in an electronic format. Document analysis can be used as a 

standalone technique or combined with other techniques such as interviews (Berner-Rodoreda 

et al., 2020). In this study, document analysis was used as a standalone technique. 

 

Qualitative data was collected using a set of criteria that included area of specialisation, 

publication time frame, and credible sources. The areas of focus were big data and 

architectural design, which are the core aspects of the study. A period of 10 years was 

considered, to gain an understanding of the historical background and meanings associated 

with the concepts (Iyamu, Nehemia-Maletzky & Shaanika, 2016). The documents helped to 

give a comprehensive and holistic view of big data architecture. Thus, only a small sample of 
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the most appropriate and relevant literature could be gathered (Brereton et al., 2007; Glass, 

Ramesh & Vessey, 2004).  

 

Materials published in Journal outlets, books, conference proceedings and the internet 

between 2013 and 2023 were considered. Academic databases such as Ebscohost, IEEE, 

Emerald, and Google Scholar were used as sources for the collection of data. This helps to 

ensure the credibility and reliability of the data (Nyikana & Iyamu, 2023).  Google was used to 

search for strategic and operational documents in the areas of big data and architectural 

design. The analysis of the documents was two-fold; academic papers (peer-reviewed) and 

non-academic papers (white papers and green papers). As shown in Table 3. 2, a total of 201 

papers were collected. In Chapter 4, comprehensive lists of both peer-reviewed and non-peer-

reviewed are provided. 

 

Table 3.2: Collected papers 
Paper Peer-reviewed  Non-peer-reviewed Total 
Big data 86 23 109 
Big Data Architecture 39 10 49 
Enterprise  33 10 43 
Total  158 43 201 

 

 

3.6 Data analysis 
Data analysis is the process undertaken to transform the collected data into meaningful and 

valuable information (Taherdoost, 2022). During the process, themes, relationships, links, and 

key ideas are identified from the data (Mohajan, 2018), from which findings are reached, 

concisely and logically. According to Dufour and Richard (2019), in a qualitative study, data 

analysis is a complex stage of the research process because there are no universal methods 

or procedures to conduct the data analysis; it often lies on subjectivism.  

The Activity Theory (AT) was employed to provide a frame and guide the data analysis in this 

study. AT is introduced and comprehensively discussed in Chapters 1 and 2, respectively. The 

data was coded and grouped into themes guided by the six components of AT, which are 

subjects, objects, tools, rules, community and the division of labour, as shown in Figure 2.2. 

The data analysis was conducted to achieve the objectives, as presented in Chapter 1 section 

1.4. and revisited here:  

(i) To examine how big data are generated, stored, governed, and used in enterprises. 

(ii) To examine and understand the factors that influence the design of big data 

architecture for enterprises.  

(iii) To understand the architectural components (technical and non-technical factors) 

that suit big data in the context of enterprises.  

AT was used as a lens to guide the data analysis. The analysis focused on three main areas.  
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i. To gain an understanding of the activities that are involved in the use and management 

of big data in the organisation. This includes the procedures and regulations that are 

applied during the activities.  

ii. To understand and examine the relationships and interactions that happen between 

the actors involved in the activities. This includes how and why roles and 

responsibilities are assigned and executed in the activities of big data in the 

organisation.  

iii. The focus was on the governance of the big data activities. This helped to gain a deeper 

understanding of how IT solutions are used or can be used at various steps, in trying 

to maintain uniformity, reduce complexity, and enable flexibility in the activities of big 

data in the organisation.  

The data analysis is presented in Chapter 5 of this thesis. 

 

3.7 Ethical Consideration 
Ethics are the values and principles that govern people to reduce risk when engaging in 

activities that involve humans and animals (Pastzor, 2015). This study adhered to the Cape 

Peninsula University of Technology's (CPUT’s) code of ethics. The student followed the ethical 

clearance process set by CPUT, for research. The ethical clearance was obtained from the 

Faculty of Informatics and Design Research Ethics Committee. Some of the requirements 

included two mandatory documents that the student (researcher) needed to submit: (i) the 

research proposal approved by the Department in which the research is registered; and (ii) a 

completed ethics application form.  

The university granted permission to conduct and collect the data. Thus, the ethics were 

applied as follows: 

i. This research did not require the participation of individuals. Therefore, no personal 

information relating to any individual was used.  

ii. The materials that were used in the study are in the public domain. 

iii. Animals were not involved in the study. Therefore, no possible harm was caused to 

either the researcher or to animals.  

iv. Data was collected from credible sources, which are listed in the reference section to 

provide transparency. 

v. All materials including third-party materials used for this study were appropriately 

referenced, to avoid academic irregularity. 

 

3.8 Summary 
In this chapter, the research methodology undertaken in this study was comprehensively 

explained and justified. The inductive reasoning approach was employed, which influenced the 
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research method and design that was selected. From an interpretive viewpoint, the qualitative 

method and case study research design were followed. The data was collected using a 

document analysis technique. The activity theory was used to guide the data analysis. The 

ethics that guided this research were also explained. The next Chapter presents the overview 

of the organisation used in this study. 
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CHAPTER FOUR 
FIELD WORK 

 
4.1 Introduction 
This chapter covers the fieldwork that was carried out. Primarily, it focuses on the study’s data 

collection. This includes the types of data that were collected, where and how the data was 

collected. As discussed in Chapter 3, document analysis is the technique selected for the data 

collection in this study. In the same chapter, the justifications for selecting the technique are 

presented. The data collection was guided by the objectives of the study, as presented in 

Chapter 1, and revisited in Chapter 3 of this thesis.  

 

This chapter is organised into seven main sections. The first section introduces the chapter. In 

the second section, an overview of the chapter is presented. The section is followed by data 

classification, which provides a detailed explanation of how the data are categorised based on 

the focus areas. The fourth section provides an expansive explanation of the research 

questions. The fifth section presents comprehensive information, which includes the type, 

source, and a concise summary of the material (data) that was collected. Finally, a summary 

of the chapter is presented in the sixth section.  

 

4.2 Overview 
The document analysis technique is discussed in detail in Chapter 3. Hence, only an overview 

of the technique is presented in this chapter. The overview provides a further explanation, to 

awaken our intention in the context of this study. Document analysis is a technique that focuses 

on reviewing and examining manual and electronic documents to find meaning and gain 

knowledge (Bowen, 2009). The technique is used to dig into qualitative data, to extract rich 

content information (Chitsa & Iyamu, 2020). Karppinen and Moe (2012) state that the 

objectives of the study influence the information that is extracted from the documents being 

analysed. The documents can include books, newspaper articles, academic research articles, 

and organisational reports (Morgan, 2022). The document analysis helps to provide details of 

the circumstances and the origin of the phenomenon that is under investigation (Armstrong, 

2020).  

 

In addition, the technique provides insights into sensitive information that could be difficult to 

access using other data collection techniques (Sherif, 2018). The document analysis technique 

can be used to track and trace the development of a particular phenomenon over time (Dalglish 

et al., 2020). Morgan (2022) states that when using document analysis, it is important to 

understand the credibility and authenticity of the documents being analysed and their 

relevance to the phenomenon under investigation. In the context of this study, academic 
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material (research peer-reviewed articles and books) and non-academic material (white and 

green papers) were analysed.  

 

In this study, the document analysis technique is used in three sequential steps as discussed 

in the sections that follow. In the first step, the technique is used to guide the collection of data, 

which entails scrutinisation of the materials. Based on this, 201 documents were collected as 

discussed in section 4.5. The data that were collected were classified in the second step, as 

presented in Tables 4.1 and 4.2. This helps code the data, accordingly. Data classification is 

explained in section 4.3.  

 

4.3 Data Classification 
Data classification refers to the categorisation and grouping of objects based on their values 

(Tembusai et al., 2021). This means that data can be grouped based on content, focus, 

purpose, and relevance (Morgan, 2022). However, common attributes are sometimes used to 

classify data by comparing the similarities and differences (Khanna et al., 2021). Thus, 

structure and differentiation become important, which classification brings to the fore. Data 

classification provides a structure and organised information that can be used to gain a better 

understanding of complex concepts (Rizk et al., 2018). In this study, it helps to organise the 

materials into perspectives, in coding the data for analysis purposes. According to Bradford et 

al. (2022), data classification provides visibility, accessibility, security, and protection to the 

data.  

 

In addition, locating and retrieving the data becomes easy when it is classified (Khanna et al., 

2021).  Mphahlele and Iyamu (2010) state that when the data is categorised and defined, it is 

intended to help an organisation perform better in its processes and activities. Through data 

classification, the use of big data in enterprises becomes effective and efficient bringing value 

to the enterprises (Ştefan, 2012). In this study, data were collected and classified into three 

main categories, which are big data, enterprise as an organisation, and the architecture of big 

data. The classification is based on the core aspects of the study. Primarily, the classification 

helps to distinguish the data for analysis purposes. Based on the classification, a format was 

adopted for the coding of the documents that were gathered. The format constitutes the name 

of each category and document number (i.e. Name#). The remainder of this section explains 

the three categories.  

 

4.3.1 Big data  
Big data is defined by using its characteristics; volume, velocity, variety, veracity, and value 

(Garoufallou & Gaitanou, 2021; Wang et al., 2020). Big data contains structured, semi-

structured and unstructured datasets (Nyikana & Iyamu, 2022). Some of the attributes of big 
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data include audio, video, images, and text (Sandhu, 2021; Pratsri & Nilsook, 2020). Big data 

is heterogeneous by nature, making it to be a complex concept that is not easily understood. 

Data was collected separately for this section to provide a comprehensive investigation of the 

concept. Also, separating the data collection helped to gain distinct and specific knowledge 

about big data. This helped to avoid confusion and overlapping definitions of concepts as 

stated by Nyikana and Iyamu (2023) that characteristics of big data can be easily confused 

with those of small data when the classification is not done.  

 

The documents (data) collected were in the areas of business and IT activities covering 

processes, management, governance, operations, and strategy. Collecting data separately 

contributes towards a focused analysis because of the distinctive approach employed. The 

documents were coded as BDTDoc01 . . . BDTDocn+1 for peer-reviewed material and 

NPBDTDoc01 . . . NPBDTDocn+1 for non-peer-reviewed material. 

 

4.3.2 An Enterprise 
An enterprise is a legal entity formed to achieve specific objectives (Brée & Karger, 2022). It is 

often housed in a physical building. Usually, an enterprise is enabled and supported using 

various means and tools such as business processes, information technology (IT) solutions, 

and equipment (Striy et al., 2019). Documents were collected from different enterprises. 

Enterprises are in different sectors with various focus or objectives. It was therefore imperative 

to understand their focus and group them. This was critical to differentiate and to avoid over-

generalisation.  

 

Also, the documents collected from the enterprises were separated. Separation of documents 

collected from the enterprises was necessary to provide a clear understanding of the 

contribution of each element towards achieving the goals and objectives of the organisation. 

Additionally, the separation of data was used to contrast the use of data by different 

organisations in different fields. This helped to provide the context and relevance of the 

documents to the study. The grouping was done by establishing the benefits and challenges 

experienced by organisations when using data. Also, this helped to gain a comprehensive 

understanding of how some organisations use data to improve their business operations and 

drive decision-making towards value creation.  

 

The data (documents) gathered from enterprises’ perspectives were related to both business 

and IT processes for big data operations and strategic intent. From each enterprise, the 

documents focus on processes, engineering, and big data management. The documents were 

coded as ENTDoc01 . . . ENTDocn+1 for peer-reviewed material and NPENTDoc01 . . . 

NPENTDocn+1 for non-peer-reviewed material. 
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4.3.3 Big data architecture 
Architecture is the plan and design of a system, relationship and interaction of the components 

to each other and the environment (Tschoppe & Drews, 2022). The principles and interaction 

of the components help to guide the design and governance of a system (Iyamu, 2022a). The 

data is separated in this section to explore the technical and non-technical aspects of big data 

architecture distinctly. Understanding these aspects is crucial for organisations as it can 

contribute to the architectural design of big data. Another reason for separating the data 

collection for the big data architecture section was to provide a structure to the data. The 

structure helped with the flow and to create the logic of the data collected.  

 

As discussed above, architecture constitutes design and governance (Iyamu, 2022a) including 

principles and standards (Saddad et al., 2020). Thus, data relating to or focusing on 

governance, principles, standardisation, and policies of big data were collected and classified 

as Architecture documents. In alignment with other categories, the documents were coded as 

ARCDoc01 . . . ARCDocn+1 for peer-reviewed material and NPARCDocn . . . NPARCDocn+1 

for non-peer-reviewed material. 

 

4.4 Research questions 
The study focuses on answering three research questions. This section explains the questions 

and what they seek to achieve. The research questions are revisited in this section to ensure 

that the data collected aligns with and answers them. Yin (2009) states that linking the research 

questions with data collection provides a chain of evidence to your findings.  

 
RQ01 – How is big data generated, stored, governed, and used in enterprises?  

The question focuses on understanding the life cycle of big data in enterprises. It seeks to 

provide insights into how enterprises generate big data from various sources.  Additionally, it 

helps to understand how this data is stored and managed by the enterprises and to establish 

how the enterprises use the big data to achieve the business objectives. Zhang et al. (2022) 

highlight the use of big data to enhance the performance of organisations and increase 

sustainability. This question also establishes if there are any policies that the enterprises 

implement to govern the big data in their environments.  

 

RQ02 – What are the factors that can influence the design of big data architecture? 

The question seeks to understand the influence of big data characteristics, such as volume, 

variety, velocity, veracity, and value on the design of big data architecture. Additionally, the 

question explores other factors such as the business objective, skills, and infrastructure and 

their role and contribution to big data architectural design. Ylinen and Pekkola (2020) highlight 

that skills influence the design of big data architecture.  This is in line with Dezi et al.’s (2018) 

view that different skills and infrastructure influence the architecture of big data.  
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RQ03 – What are the architectural components (technical and non-technical factors) that suit 
big data in the context of enterprises? 

The question focuses on understanding the key components of big data architecture which 

consists of technical and non-technical components. Exploring these components provides a 

holistic approach to the suitable components required to design the architecture of big data 

that aligns with the organisational needs. Kalipe and Behera (2019) state that the components 

of big data architecture are defined based on technological needs and organisational 

requirements.  

 

4.5 Data Collection 
Based on the research questions and the classification discussed above, data were collected, 

using existing material from various sources. The existing material consisted of both peer-

reviewed and non-peer-reviewed material. 

 

The peer-reviewed material refers to research studies that have been validated by a group of 

scholars to ensure acceptable quality (Nicholas et al., 2015). According to Wehn and Almomani 

(2019), peer-reviewed material includes conference papers, journal articles, book chapters and 

books. The peer-reviewed articles provide credibility, integrity, and value to research studies 

(Park & Kressel, 2018). Nicholas et al. (2015) state that peer-reviewed material provides 

trustworthy information. Vahedi et al. (2023) argue that considering only peer-reviewed 

material may result in omitting important information. Hence, the non-peer-reviewed material 

was also considered in the study.  

 

Non-peer-reviewed material, also known as grey literature, helps to provide ideas and broader 

information on concepts (Nicholas et al., 2015). Non-peer-reviewed material includes data 

collected from sources such as interviews (Poniatowski et al., 2021), general websites, blogs, 

and tweets (Nicholas et al., 2015), organisational reports and media releases (Cansdale et al., 

2022). 

 
4.5.1 Peer-reviewed articles and books (Academic material)  
A total number of 158 documents were gathered for peer-reviewed material. The material 

included 86 documents for big data, 38 for big data architecture and 33 for enterprise. Table 

4.1. presents the sample of 26 documents that were collected.  
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Table 4.1. Selected Peer-Reviewed Material 
Data 
classification 

Code name Type of paper Source 

Big data 

BDTDoc38 Conference Nyikana & Iyamu (2022). Guide for selecting big data 
analytics tools in an organisation. Hawaii:  HICSS, 
5451–5461. 

BDTDoc01 Journal   Saggi & Jain (2018). A survey towards an integration 
of big data analytics to big insights for value-
creation. Information Processing & 
Management, 54(5),758–790. 

BDTDoc02 Journal Jones (2019). What we talk about when we talk 
about (big) data. The Journal of Strategic  
Information Systems, 28(1), 3–16. 

BDTDoc07 Journal Garoufallou & Gaitanou (2021). Big data: 
opportunities and challenges in libraries, a 
systematic literature review. College & Research 
Libraries, 82(3),410–435. 

BDTDoc39 Book Iyamu (2023). Advancing Big Data Analytics for 
Healthcare Service Delivery. Taylor & Francis. 

BDTDoc09 Journal Sandhu (2021). Big data with cloud computing: 
Discussions and challenges. Big Data  
Mining and Analytics, 5(1),32– 40.  

BDTDoc11 Journal Dezi, Santoro, Gabteni, & Pellicelli (2018). The role 
of big data in shaping ambidextrous business 
process management: Case studies from the service 
industry. Business Process Management Journal, 
24(5),1163–1175. 

BDTDoc12 Conference Singh, Singh & Verma (2022). March. The anatomy 
of big data: concepts, principles and challenges. 
India: IEEE, 986-990. 

BDTDoc22 Conference Al-Sai & Abdullah. (2019) Big data impacts and 
challenges: a review. Jordan: IEEE, 150–155.  

BDTDoc49 Conference Tekaya,Feki, Tekaya & Masri (2020). Recent 
applications of big data in finance. Tunisia: DTUC, 
1–6. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Enterprises 

ENTDoc05 Book Musukutwa (2022). Developing an Enterprise 
Architecture. In SAP Enterprise  
Architecture: A Blueprint for Executing Digital 
Transformation. CA: Apress, 51–92. 

ENTDoc06 Journal Sani, Sharip, Othman & Hussain (2018). 
Relationship between types of organization with the 
quality of soft-scape construction work in 
Malaysia. Asian Journal of Quality of Life, 3(12),137–
146. 

ENTDoc07 Journal Lang, Pott & Shinozaki (2021). Organisations and 
the production of migration and 
In/exclusion. Comparative migration 
studies, 9(60),1–16. 

ENTDoc08 Journal Brée & Karger (2022). Challenges in enterprise 
architecture management: overview and  
future research. Journal of Governance and 
Regulation, 11(2), 355–367. 

ENTDoc12 Journal Svensson & Poveda-Guillen (2020). What is Data 
and What Can it be Used For? Key Questions in the 
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Age of Burgeoning Data-essentialism. Journal of 
Digital Social Research, 2(3):65–83. 

ENTDoc13 Journal Prasetyo, Aziz, Faqih, Primadi, Herdianto & 
Febriantoro (2019). A review: evolution of big data in 
a developing country. Bulletin of Social Informatics 
Theory and Application, 3(1),30–37. 

ENTDoc23 Conference Kim, Zimmermann, DeLine & Begel (2016). The 
emerging role of data scientists on software 
development teams. Texas: ACM, 96–107. 

Big data 
architecture 

ARCDoc01 Journal Blazquez & Domenech (2018). Big Data sources and 
methods for social and economic 
analyses. Technological Forecasting and Social 
Change, 130(2018),99–113. 

ARCDoc02 Journal Oussous, Benjelloun, Lahcen & Belfkih (2018). Big 
Data technologies: A survey. Journal of King Saud 
University-Computer and Information 
Sciences, 30(4),431–448. 

ARCDoc21 Journal Saddad, El-Bastawissy, Mokhtar & Hazman (2020). 
Lake data warehouse architecture for big data 
solutions. International Journal of Advanced 
Computer Science and Applications, 11(8), 417– 
424. 

ARCDoc25 Conference Boumlik & Bahaj (2018). Big data and IOT: A prime 
opportunity for the banking industry.  
In Advanced Information Technology, Services and 
Systems: Tangier: Springer International Publishing, 
396 – 407. 

ARCDoc24 Journal Ruiz, Gómez-Romero, Fernandez-Basso & Martin-
Bautista (2021). Big data architecture for building 
energy management systems. Transactions on 
Industrial Informatics, 18(9),5738–5747. 

ARCDoc17 Journal Kalipe & Behera (2019). Big Data Architectures: A 
detailed and application-oriented 
review. International Journal of Innovative 
Technology and Exploring. Engineering, 8, 2182–
2190. 

ARCDoc15 Journal Pratsri & Nilsook (2020). Design on Big Data 
Platform-Based in Higher Education Institute. Higher 
Education Studies, 10(4),36–43. 

ARCDoc26 Conference Tschoppe & Drews (2022). Developing Digitalization 
Strategies for SMEs: A Lightweight  
Architecture-based Method. Hawaii:  HICSS, 1–10. 

ARCDoc27 Book Chapter Filaly, Berros, Badri, Mendil & EL Idrissi (2023). 
Security of Hadoop Framework in Big Data. In 
Farhaoui, Rocha, Brahmia & Bhushab (ed.). Artificial 
Intelligence and Smart Environment. Cham: Springer 
International Publishing, 709–715. 

 
4.5.2 Non-peer-reviewed articles (Non-academic material) 
A total of 43 documents were gathered, from which 10 focus on big data architecture, 23 for 

big data and 10 for enterprise. 18 are presented in Table 4.2. as a sample. The non-peer-

reviewed documents are further categorised into strategic or operational.  
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Table 4.2. Selected Non-Peer Reviewed Material 

Data 
classification 

Code Type of 
paper 

Source 
 

No. of 
pages 

Type of 
document 

Big data 

NPBDTDoc22 White 
paper 

Analytics Software & Solutions (2018). 
SAS®: A Comprehensive Approach to 
Big Data Governance, Data 
Management and Analytics. 
https://sas.com/en_us/whitepapers.htm
l  

10 Strategic 

NPBDTDoc19 Policy African Union (2022). AU Data Policy 
Framework. www.au.int  

84 Strategic 

NPBDTDoc18 Article Deloitte (2018). Knowledge 
Management & Big Data. 
www.deloitte.com/in  

28 Operational 

NPBDTDoc17 Report McKinsey Global Institute (2011). Big 
data: The next frontier for innovation, 
competition, and productivity. 
www.mckinsey.com/mgi/publications/  

156 Strategic 

NPBDTDoc16 Report World Bank Group (2017). Big Data in 
Action for Government: Big Data 
Innovation in Public Services, Policy 
and Engagement. 
https://documents1.worldbank.org/cura
ted/en/  

20 Operational 

NPBDTDoc12 Policy Deloitte (2016). Big data analytics for 
policy making. 
https://joinup.ec.europa.eu/sites/defaul
t/files  

122 Strategic 

Enterprises 

NPENTDoc04 Report World Economic Forum (2020). A New 
Paradigm for Business of Data A New. 
https://www3.weforum.org/docs/ 

24 Strategic 

NPENTDoc05 E-guide TechTarget (2019). What is Data 
Management and Why is it Important? 
https://www.techtarget.com/searchdata
management/definition/data-
management  

21 Operational 

NPENTDoc06 Report Universal Education at Brookings 
(2018). Toward Data-Driven Education 
System. 
https://www.brookings.edu/wp-
content/uploads/  

78 Operational 

NPENTDoc07 Report Infosys Knowledge Institute (2019). 
Data-Driven Health Care. 
https://www.infosys.com/about/knowle
dge-institute/insights/documents/  

6 Operational 

NPENTDoc08 Report Ernst & Young (2019). Realising the 
value of health care data: a framework 
for the future. 
https://assets.ey.com/content/  

36 Strategic 

 
 
 
 

NPARCDoc01 Whitepa
per 

Oracle (2016). An Enterprise 
Architect’s Guide to Big Data. 
https://www.oracle.com/technetwork/to
pics/entarch/articles/  

49 Strategic 

https://sas.com/en_us/whitepapers.html
https://sas.com/en_us/whitepapers.html
http://www.au.int/
http://www.deloitte.com/in
http://www.mckinsey.com/mgi/publications/
https://documents1.worldbank.org/curated/en/
https://documents1.worldbank.org/curated/en/
https://joinup.ec.europa.eu/sites/default/files
https://joinup.ec.europa.eu/sites/default/files
https://www.techtarget.com/searchdatamanagement/definition/data-management
https://www.techtarget.com/searchdatamanagement/definition/data-management
https://www.techtarget.com/searchdatamanagement/definition/data-management
https://www.brookings.edu/wp-content/uploads/
https://www.brookings.edu/wp-content/uploads/
https://www.infosys.com/about/knowledge-institute/insights/documents/
https://www.infosys.com/about/knowledge-institute/insights/documents/
https://assets.ey.com/content/
https://www.oracle.com/technetwork/topics/entarch/articles/
https://www.oracle.com/technetwork/topics/entarch/articles/
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Big data 
architecture 

NPARCDoc02 Report DataVersity (2017). Trends in Data 
Architecture. 
https://content.dataversity.net/  

66 Strategic 

NPARCDoc03 White 
paper 

Juniper Networks (2012). Introduction 
to Big Data: Infrastructure and 
Networking Considerations. 
https://www.juniper.net/content/dam/w
ww/assets/white-papers/us/en/  

11 Operational 

NPARCDoc04 White 
paper 

DataIku (2020). Data Architecture 
Basics. https://www.dataiku.com/ 

31 Strategic 

NPARCDoc06 White 
paper 

National Institute of standards and 
technology (2015). NIST Big Data 
Interoperability Framework: Volume 5, 
Security and Privacy. 
https://www.govinfo.gov/content/  

53 Strategic 

NPARCDoc09 eGuide TechTarget (2019). What is data 
architecture? A data management 
blueprint. 

18 Operational 

NPARCDoc10 Strategy Nasa (2021). Data Strategy 
https://www.nasa.gov/  

25 Strategic 

 
4.6 Summary  
The document analysis technique used to collect the data was discussed in this chapter. The 

data collected was classified and categorised based on the focus areas of the study, which are 

big data, enterprise, and big data architecture. Peer-reviewed and non-peer-reviewed 

materials were collected from various sources and used as data for the study. The materials 

were coded whereby documents were assigned codenames based on classifications. The next 

chapter presents the data analysis and interpretation. 

  

https://content.dataversity.net/
https://www.juniper.net/content/dam/www/assets/white-papers/us/en/
https://www.juniper.net/content/dam/www/assets/white-papers/us/en/
https://www.govinfo.gov/content/
https://www.nasa.gov/
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CHAPTER FIVE 
DATA ANALYSIS AND INTERPRETATION 

 
5.1 Introduction 
This chapter presents the data analysis and interpretation of the findings, including the 

proposed architecture. The data analysis was guided by the study’s aim, which is to design a 

big data architecture for enterprises, purposely to enhance business continuity and improve 

the efficiency and effectiveness of operations and services in the use of big data in an 

organisation. The aim and objectives of the study are presented in Chapter 1 and revisited in 

Chapter 3. The analysis was conducted using the hermeneutics approach, which was guided 

by Activity theory (AT) as a lens. The theory is introduced in Chapter 1 and extensively 

discussed in Chapter 3. 

 

The chapter is organised into six sections. Section one is the introduction. It is followed by 

section two, which covers the overview of the chapter. This section describes the process that 

was taken to prepare the collected documents for analysis. The third section provides the data 

analysis using the activity theory. Section four presents the findings and interpretations. In the 

fifth section, big data architecture is proposed. The sixth section presents big data architecture 

for business continuity. The last and seventh section is the summary of the chapter.  

 

5.2      Overview 
In Chapter 3, the approach employed for data collection is discussed. Data was collected to 

achieve the objectives of the study. The fieldwork including a sample of the data is presented 

in Chapter 4. AT as a lens guides the data analysis as presented in this chapter. Figure 5.1. 

below presents the activity model which consists of six components, subjects, objects, tools 

(instruments), rules, community, and division of labour (Park et al., 2013).  

 

Due to various activities involved in the design of architecture, some of which are highlighted 

above, the activity theory (AT) is used to underpin the study. Activity theory is a socio-technical 

theory that has been adopted in IS studies in the last three decades (Iyamu, 2022a). The 

primary concern of the theory is the development of social activities (Shaanika & Iyamu, 2015). 

AT focuses on understanding the interactions and relationships that occur as activities are 

performed by humans (Iyamu & Shaanika, 2019a). Hence, in Dennehy and Conboy’s (2017) 

explanation, AT is a framework used to understand complex human activities within a social 

system. Nehemia et al. (2018) described AT as a theory of consciousness. That is because 

the activities performed are consciously planned. 

 

As shown in Figure 5. 1, the AT model consists of six components, subjects, objects, tools, 

rules, community, and the division of labour (Park et al., 2013). The components are 
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interconnected and interrelated, as indicated by the arrows in the figure. The interconnections 

and relationship of the components help to understand the overall activities of the system 

(Nehemia et al., 2018). Also, as expressed by AT, activities are not static; they constantly 

evolve due to the changes in the environment (Engeström et al., 2016). 

 

 
Figure 5.1. Activity model (Engeström et al., 2016) 

 

 

A format is formulated for referencing the data. An example of the format is as follows: 

BDTDoc01; Pg#: Ln#. This means the first of big data documents, the page number, and line 

number. As organised in Chapter 4, the documents (used as data) are categorised into three 

groups, big data, enterprise, and architecture; the core aspects of the study. The categories 

are further divided into two, peer-reviewed and non-peer-reviewed. Each of the groups is 

assigned a codename, BDTDoc01 . . . BDTDocn+1 for big data; ENTDoc01 . . . ENTDocn+1 

for enterprise; and ARCDoc01 . . . ARCDocn+1 for architecture. The same format (separated 

with np in front of the codename, i.e., NPBDTDoc01) is applied for the non-peer-reviewed 

materials. 

 

5.3      Data analysis and discussion 
Qualitative materials (data) were gathered to answer the research problem (Patel & Patel, 

2019; Kapur, 2018). This was systematically conducted to ensure that the most appropriate 

materials were referenced (Iyamu, 2022a; Kothari, 2020; Mukharjee, 2019) as explained in 

Chapters 3 and 4. The AT model as shown in Figure 5.1 was employed by using the 

components to guide the analysis. This helps in three ways, in achieving the objective of the 

study. Firstly, it assisted in gaining a better understanding of how big data are stored and 

governed in enterprises. Secondly, it fortifies the fathoming of insights and evidence provided 

in the materials examined, to gain and understand the factors that influence the design of big 

data architecture for enterprises. Third, it helps to comprehend the relationships between 
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architectural components (technical and non-technical factors) that suit big data in the context 

of enterprises. 

 

AT is employed as a lens to provide a frame for the use of the hermeneutic approach in the 

analysis. This helps to gain a fathomed and in-depth view in proposing the architectural design 

for big data. The analysis is presented following the six components, tools, subject, rules, 

community, division of labour, and object of AT. 

 

Activity theory: Tools 
In AT, tools refer to artefacts used in an activity to transform an object into an outcome 

(Sannino & Engeström, 2018). Tools differ depending on the objective and the context of the 

study. Tools may include machines, instruments, signs, procedures, and laws (Nehemia et al., 

2018). There are different types of tools when it comes to big data architecture. This includes 

technical artefacts (software and hardware) and non-technical artefacts (language) that need 

to be considered when designing the architecture of big data. Scalable storage and processing 

play a role in the design of big data architecture. Tools can be used in isolation while some 

may be integrated with others. For instance, HDFS and MapReduce are used in parallel to 

process, store, and retrieve large volumes of data (Boumlik & Bahaj, 2018). Additionally, when 

designing an architecture for big data, some strategies and practices need to be followed 

(Oussous et al., 2018). It is stated as follows in one of the materials used for this study: 

 

“This scheme was put about cloud computing, whose potential and benefits for 

storing huge amounts of data and performing powerful calculus are positioning 

it as a desirable technology to be included in the design of a Big Data 

architecture” [ARCDoc01; Pg100: Ln11-14]. 

 

An understanding of the tools guides an approach to how to apply them towards improving the 

manageability and governance of big data in an environment (Rao et al., 2019). In the context 

of this study, the primary architectural tools are big data, rules, structure, and skills. Mikalef et 

al. (2019) argued that skills are critical for organisations to gain value from big data. According 

to Jin et al. (2022), deriving rules in the era of big data is of fundamental importance. Pesqueira 

et al. (2020) revealed that many organisations struggle with structures and skills in storing, 

processing, and analysing information associated with big data. The skills and structures within 

an organisation influence decision-making (Kamble et al., 2021). Thus, there exists a default 

relationship between the actors and the architectural entities such as structures and skills, 

which forms the basis for essential interactions. 
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“Without appropriate organisational structures and governance frameworks in 

place, it is impossible to collect and analyse data across an enterprise and 

deliver insights to where they are most needed” [BDTDoc51; Pg417: Ln25-27]. 

 

When incorrect tools such as storage and processing software are selected, challenges are 

sometimes encountered in the areas of performance, reliability, flexibility, and limited features 

(Chen et al., 2016). Also, selecting an incorrect tool potentially results in an organisation not 

gaining value from big data technology (Nyikana & Iyamu, 2022). Hence, Iyamu (2022a) 

argues that the selection of IT solutions should be guided by the architecture. Additionally, 

there are costs associated with tools, from purchase to support and maintenance perspectives. 

Thus, how and why tools are selected, used, and managed becomes critical. This helps to 

avoid prohibitive circumstances that affect the effective and efficient use of the tools.  

 

The tools influence how IT solutions (such as big data) are implemented, managed, and 

governed (Mutasa & Iyamu, 2023). Interaction is defined by the relationship, and it is 

instrumental to how an activity is influenced. Interaction with structure produces and 

reproduces facility to allocate resources (Iyamu, 2010). Wang et al. (2022) explained how 

interaction with structure facilitates learning about the attributes of information. Thus, 

architecture cannot be designed without a good understanding of the relationships and 

interactions that exist between the actors on the one hand, and on the other hand, between 

the actors and big data. 
 

Activity theory: Subject  
Subject refers to a human being or a collective of people involved in an activity (Shaanika & 

Iyamu, 2015). There are different subjects involved in the activity of designing big data 

architecture. These subjects need to have the right skills and knowledge that are required to 

achieve the objective. Boumlik and Bahaj (2018) highlight that developers need to have 

language query skills to extract and present the correct data that is valuable to an organisation. 

The skills of the subjects need to align with their roles to perform the big data-related tasks 

assigned to them (Mohammad et al., 2014). In one of the materials, it is revealed as follows:  

 

“Organizations need to continuously plan and manage a trained workforce that 

can handle its Big Data technologies, and as such, this capability too can be 

considered a critical success factor for sustainable implementation of Big Data” 

[ARCDoc08; Pg5: Ln6-8]. 

 

Subjects (actors) involved in gathering, storing, using, and managing big data in an 

organisation are specialists with diverse skills. In AT, the subject, an actor engages in various 
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activities within an organisation (Kelly, 2018). This can include developing and integrating IT 

solutions such as the design and implementation of an architecture for big data. In addition, 

this can be an individual or a group of actors who can either be technical or non-technical 

(Mutasa & Iyamu, 2023). Consequently, an actor does not act alone but in collaboration with 

other colleagues. This makes the allocation of tasks crucial. In doing so, the relationship 

between the actors must first be established and defined. 

 

Organisations that do not have subjects with the right skills in their environment often struggle 

to sustain big data technologies such as big data architecture (Mustapha, 2020). This is 

primarily because the creation and management of the architecture require special or specific 

types of skills. In an attempt to substitute the specific architecture skill with other types of skills, 

challenges arise. Lack of the appropriate skills sometimes results in data that cannot be 

converted into strategic resources, for the operationalisation of the organisational goals and 

objectives (Dicuonzo et al., 2022). In one of the studies, the implication of lack of skill is stated 

as follows:  

 

“Many organisations have not been able to develop and implement architecture 

primarily because they do not have skilled personnel. What is even more 

challenging is the availability of the training facilities” [ENTDoc30; Pg52: Ln15-

17]. 

 

The focal actor ensures appropriateness in the allocation because of its criticality. The 

appropriate allocation of tasks reduces the cost of operations and maximises the use of time 

and facilities (Yeon et al., 2022). In the design of architecture, different tasks and skills are 

required and must be aligned. Pesqueira at al. (2020) explained how skills affect the 

transformation of big data and ultimately, shape business insights and value creation in 

organisations. This advances the role of individuals and groups depending on the expertise, in 

the design and implementation of big data architecture. 

 
Activity theory: Rules  
Rules refer to control mechanisms, which can include policies, regulations, and legislations 

that guide and govern how subjects perform their activities in AT (Kelly, 2018). Additionally, 

Makovhololo et al. (2017) suggest that rules help to maintain order and control conflicts within 

an activity. The architecture of big data provides a layer that deals with the governance of the 

data throughout its lifecycle. The architecture of big data requires standards, laws, and 

regulation controls to collect, use, share, store and disseminate data (Pratsri & Nilsook, 2020).  
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“The governance layer is in charge of applying policies and regulations to the 

whole data lifecycle, as well as managing the licenses related to the data sets.” 

[ARCDoc01; Pg108: Ln7-9]. 
 

Big data is widely employed, yet there seem to be no universal rules dictated by architectural 

principles to govern how it is stored, retrieved, and managed in many organisations. Some 

organisations try to adopt the same sets of principles or rules for both small and big data 

(Todman et al., 2023; Faraway & Augustin, 2018). Consequently, this poses challenges for 

organisations. One of the challenges emanates because normal data technologies do not 

accommodate unstructured data sets such as images and videos (Saddad et al.,2020). As a 

result, some organisations lose out on the potential value and usefulness of their data. Hence 

the need for further exploring the use of big data is increasingly crucial. Nyikana and Iyamu 

(2023) argue that normal data and big data are not the same. The authors further posit that 

the differences between the two concepts include scope, volume, and heterogeneity. From the 

era of small data in the big data era perspective, a study emphasised the need for rules as 

follows: 
 

“In other words, there are strong rules relating to data standardization and 

compliance within the infrastructure” [BDTDoc52; Pg468: Ln40-42] 
 

Data analysts and other specialists responsible for the governance and management of big 

data require certain protocols, processes, or regulations for operationalisation, such as gaining 

access to the data (Yaseen & Obaid, 2020). Also, rules are used to manage the interactions 

between actors during the process of allocating tasks, roles, and responsibilities. Wang et al. 

(2020) suggest that organisational structures such as departments are also used to restrict 

who accesses the resources. 

 

Ahmed et al. (2017) defined normal data as data with structured data sets, low volumes, and 

constant velocities. Big data consists of huge volumes; structured, semi-structured and 

unstructured data sets; and high velocities (Oussous et al., 2018). The differences make it 

difficult to employ the same architectural design for both concepts. Jin et al. (2022) emphasised 

that the criticality of rules is on extracting the usefulness and providing output for new, and 

previously unseen value in data. He et al., (2023) suggest that rules enacted by an individual 

based on their skills are better and more manageable than machine-generated rules. This 

defines relationships and draws interactions between big data and the actors (users), through 

comprehensible data-driven decision-making and classification tasks (Jin et al., 2022).   

 

 
 



 50 

Activity theory: Community  
Iyamu and Shaanika (2019a) defined a community as a collective of individuals in a social 

system working towards the same goal. Big data architecture design involves a group of 

individuals such as data scientists, architects, analysts, software developers and business 

users (Chen et al., 2016). Forming teams of developers and data scientists helps to share 

strategies and ideas that help to increase the effectiveness and efficiency of the data (Kim et 

al., 2016). These individuals form communities based on their roles and skills which contribute 

towards achieving the desired goal. In addition, it becomes easy to achieve the goals when 

there is transparency and clear communication within the teams (Pau et al., 2022). 

Furthermore, communities are also responsible for making decisions regarding the appropriate 

big data architecture that aligns with the business goals. 
 

“Thus, collaboration across teams and workstreams is critical when designing 

data architecture to help reveal as many areas for improvement or threats as 

possible” [NPARCDoc04; Pg6: Ln26-29]. 
 

Over the years, organisations have been generating large volumes of data at an increasing 

rate. This has led to organisations realising the usefulness and value of their data for business 

continuity (Cockcroft & Russell, 2018). This draws interest from more stakeholders in an 

environment, which can either complicate or improve decision-making. Kamble et al.’s (2021) 

study reveals the latter, in which it is argued that the involvement of multiple groups 

(communities) in the decision-making process makes a difference in increasing the quality of 

output. Additionally, the community extends beyond an organisation through collaboration. For 

example, organisations from different fields such as health, education, finance, and commerce 

are embracing data as an asset and collaborating on projects (Hassan et al., 2020; Sandhu, 

2021). These organisations use the data to gain insights (Garoufallou & Gaitanou, 2021) that 

can be used for better decision-making (Mustapha, 2022), drive business growth and stay 

competitive (Iyamu, 2018).  
 

“Companies use big data to achieve value creation in collaboration with 

stakeholders, which is manifested in strengthening connection and interaction, 

synergistically improving operational performance, and reducing operating costs 

through platform integration” [BDTDoc53; Pg 6: Ln 23-27] 
 

However, the speed, volume, and variety of the data they generate make it difficult for them to 

collect, store, process and analyse the data using traditional technologies (Jaiswal et al., 2020). 

Hence, there is a need for the design of big data architecture that can handle complex data 

sets. It is, therefore, necessary to involve many persons of diverse skills, from different 

stakeholder groups in the decision-making process (Kamble et al., 2021). 
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When an organisation does not have teams with the right skills, it outsources the development 

of the architecture (Shaanika and Iyamu, 2018). This helps to avoid operational costs and 

waste of resources that may arise from an architecture that is not designed properly 

(Pääkkönen & Pakkala, 2020). Hence, the communities need to be guided by the rules when 

performing activities such as designing the architecture of big data (Dennehy & Conboy, 2017). 

Some of the rules mentioned by (Pau et al., 2022) are to integrate a security framework into 

the big data architecture to ensure data is secure and avoid vendor lock-in as it will prevent 

the future integration of services to the architecture.  
 

Activity theory: Division of labour  
Division of labour refers to the allocation of tasks and responsibilities among community 

members (Lioutas et al., 2019). Division of labour helps to promote accountability of the actions 

taken by the individuals within a community (Makovhololo et al., 2017). The design of big data 

architecture requires engagement from various stakeholders (actors) and an understanding of 

the functional and non-functional requirements of the big data architecture applications and 

their environment (Pau et al., 2022). The stakeholders perform distinct tasks that are 

interconnected to achieve a holistic design of big data architecture. For instance, the data 

scientist’s role requires programming and decision-making skills (Uden et al., 2017).  
 

“On the technical side, data architects create data models themselves and 

supervise modelling work by others” [NPARCDoc09; Pg15: Ln18-19]. 
 

However, there is a shortage of skilled data scientists, which poses a challenge since there is 

a demand for expertise to manage and analyse big data effectively (Mustapha, 2022). 

Moreover, the security and privacy of the data are another concern, as organisations need to 

ensure that the data is protected from unauthorised people (Sandhu, 2021). Lastly, data 

storage is a challenge, whereby traditional data architectures lack the flexibility and scalability 

to store big data (Jaiswal et al., 2020). Consequently, the activities involved in big data are 

broader. This necessitates the inclusion of more individuals to ensure appropriateness in the 

division of the tasks. 
 

“Big Data architectures offer remarkable solutions to complex data issues but do 

not cover the complete flow of information that is required” [ARCDoc40; P1:20-

21]  
 

The tasks for the specialists are very specific and specialised. The developers are responsible 

for the integration of software applications and hardware components (Saggi & Jain, 2018). 

Some of the tasks of software engineers are to understand how the business and decision-
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makers are going to use the data and therefore coordinate the analytical and storage tools 

needed (Chen et al., 2016). The use of the appropriate tools that align with the organisation’s 

goals helps to deliver value for the business (Uden et al., 2017). Gokalp (2019) states that 

specific tasks require specific knowledge and experience because of their complexity.  

 

Some of the tasks of architectural design for big data include an understanding of technical 

and nontechnical (business) requirements, decision-driven processes, and big data. The 

diversity of the tasks entails different types of skills. People with these skill sets are 

compulsorily required to work together to achieve a common goal. By implication, the 

personnel must conjure a working relationship and interact, to fortify their tasks. Skills are 

critical and useful (Mikalef et al., 2019) and He et al. (2023) emphasise the importance of 

collective actions in enabling and supporting big data use. Two other important factors arise in 

the process; task allocative and appropriateness of interaction between the actors involved. 

These are efforts to guide the outcome because the unintended can happen (Yeon et al., 

2022). 

 
Activity theory: Object  
The object component of the AT model is the motive of conducting an activity, and it can be 

tangible or intangible (Iyamu, 2022b). Big data architecture provides organisations with a 

competitive advantage, improves performance, and generates value (Mustapha, 2022; 

Blazquez & Domenech, 2018). A well-defined big data architecture drives innovation and 

provides useful insights to the organisation (Avci et al, 2020). This includes defining the 

interactions and relationships between the elements of the architecture (Mohammad et al., 

2014). A detailed analysis of the characteristics of the existing data architecture is required to 

help decide on the new architecture (Kalipe & Behera, 2019). Also, it helps to understand the 

limitations of the existing data architecture to accommodate the new requirements (Uden et 

al., 2017).  
 

“The right design of the big data architecture is a vital foundation for building an 

effective system to be used by the business on an everyday basis” [ARCDoc38; 

Pg460: Ln30-32]. 
 

Enterprises are increasingly using data to gain competitive advantage and maintain 

sustainability (Dezi et al., 2018). Additionally, enterprises use data to discover new insights, 

gain new ground, and uncover more opportunities (Dhaliwal & Shojania, 2018) to improve 

business decisions (Necsulescu, 2017). It is difficult to find a sector (or an enterprise) that does 

not employ data for its processes and activities, operationally or strategically. The education 

sector uses data to advance teaching and learning opportunities (Broos et al., 2017). At the 

same time, the health sector uses the data to monitor the health conditions of patients (Izonin 



 53 

et al., 2021) and to diagnose diseases (Mitani & Haneuse, 2020). The finance sector uses data 

to detect fraudulent activities (Aboud & Robinson, 2022) and to assess and manage risks 

(Cornwell et al., 2023).  

 

Big data architecture design is a complex exercise that needs to be tailored based on the 

organisations’ needs, drivers and available resources. Selecting an incorrect big data 

architecture can result in overlapping functionalities that can hinder the success of the 

organisation (Kalipe & Behera, 2019). Mustapha (2022) suggests that for an organisation to 

successfully implement big data architecture, it needs skilled employees who can work in the 

dynamic environment of big data.  

 

5.4 Findings and interpretation 
In designing the big data architecture, which is the objective of the study, the focus is on three 

main areas that are revealed in the analysis. First, it is to understand the activities involved in 

the use and management of big data in the organisation. This includes the procedure and 

regulation during the activities. Second, the relationships and interactions between the actors 

involved in the activities are examined. This is to mitigate risks in the activities involved in 

storing, accessing, and managing big data in an organisation. The third focus is on the 

governance of big data activities. This helps to gain a deeper understanding of how IT solutions 

are used or can be used at various steps, in trying to maintain uniformity, reduce complexity, 

and enable flexibility in the activities of big data in an organisation. 

 

From the analysis presented in the preceding section, three factors, interactions, relationship, 

and allocation are fundamental to the architecture of big data. As shown in Figure 5.2, the 

factors are interrelated and influence one another in the activities of big data, such as data 

gathering, retrieval, security, governance, and use. 

 

The factors were interpreted using subjective reasoning. This was done towards achieving the 

aim of the study, which is to design a big data architecture for enterprises, purposely to 

enhance business continuity and improve the efficiency and effectiveness of operations and 

services in an organisation. The architecture is designed and presented in the section that 

follows. 

 
5.5 The big data architecture 
The findings from the analysis, primarily, are interactions, relationships, and allocative factors, 

as shown in Figure 5.2, the architecture. The factors manifest and are informed by other 

attributes, as also shown in the architecture. The attributes are from both technical and non-
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technical standpoints. The factors are discussed in the remainder of this section. The 

discussion should be read with Figure 5.2 to better understand the big data architecture.  

 

Relationship Interaction 

Goals
Output / Outcome

Objectives 

People 

Technology 

Transformative

Useful

Connective

Tools

Subject Object

Rules
Community

Division of labour

Governance  

Process  

Allocative 

Volume Velocity 

Variety Veracity 

Big data Big data 

 
Figure 5.2: Big Data Architecture  

 
5.5.1 Relationship between actors and technology solution 
Relationships anchor how humans or non-humans are connected, or the state of being 

connected. The relationship between actors and big data influences architectural design (Li et 

al., 2022). The architectural design helps to resolve issues that are durable and long-lasting in 

the implementation of IT solutions such as big data (Georgiadis & Poels, 2021). The 

architectural design expresses the relationship between humans (such as business personnel, 

and IT architects) and technology in employing big data to support and enable organisations. 

 

The relationship allows individuals to contribute expertise that produces relational value. In 

Giddens’ (1984) explanation, systems are patterns of relations categorised into groupings 

within which relationships exist and interactions are conducted to produce and reproduce 

actions towards achieving specific goals. The architectural design draws on rules people 

employ to propel functioning value, which brings fort to an organisation. The relationship 

between the two entities, people and technology are enclaved in rules and compliance and 

regulate their interaction and functioning (Iyamu, 2022a). Employees fall back on such 

architectural value in times of interpretation and challenges. However, big data utilisation 

becomes a more complex process because relationships define human actions and 

interactions, Iyamu (2022c) argues. 

 
5.5.2 Interaction towards an outcome 
Interaction between actors and interaction with the rules and big data, together, ensure an 

outcome (architectural design). The interaction manifests into transformative, useful, and 
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connective in the design of big data architecture. Iyamu (2022c) suggests that architecture is 

a synthetic approach to interacting with big data for organisational purposes. Interaction with 

rules and IT solutions (such as big data) is often geared towards the transformation of activities 

and business objectives, which is, however, not always straightforward. Habitually, in many 

environments, it requires interpretations, which are often subjective, with different meanings. 

Hence, collaboration among the actors remains a formidable option or solution to bridge the 

gap created by subjective understandings. It helps to integrate the contributions of individuals 

with diverse views and perspectives in addressing transformative initiatives. 

 

 In the process of architectural design, the actors must be reciprocally active in their 

interactions, to share requirements, ideas, and knowledge towards usefulness. Van Wessel et 

al. (2021) emphasised the need for the interaction between business and IT units, to fortify an 

organisation’s better usefulness of IT solutions. Consequently, the rules used are reproduced, 

various skills are employed to deeply engage with content, and tasks are appropriately 

distributed. Li et al. (2022) contend that there must be new ways of interacting with big data to 

promote its usefulness. In the context of this study, interaction from connectivity can be divided 

into functional and non-functional. Functional interaction occurs between humans (actors), it 

entails the interpretation of context, and the exchange of ideas among the stakeholders. The 

non-functional interaction occurs between humans and non-humans, such as rules and IT 

solutions. Manogaran et al. (2022) argue that the challenges lie in human-computer interaction 

with big data. The significant role and the diverse nature of interaction make it cumbersome. 

 
5.5.3 Allocative enabling support entities  
The allocative factor is shaped by governance and processes, and it constitutes rules that 

define boundaries within which activities are conducted. Also, the rules do not enforce 

themselves. Compliance with the use and management of big data is a challenge in many 

organisations (Georgiadis & Poels, 2021). Allocative efficiency necessitates the distribution of 

tasks among the actors, in the design and implementation of big data architecture. Primarily, 

this navigates and fosters the interaction of aligned interests of both business and IT architects 

(Iyamu, 2022c). 

 

Primarily, one of the challenges in many environments is the inappropriate distribution of tasks 

in the design, implementation and management of IT solutions including big data. As a result, 

challenges linger in the efficient use of big data for organisational purposes. Thus, governance 

becomes fundamentally important. Governance defines the standards, principles, and policies 

within which events and activities are performed. According to Iyamu (2022c), the allocative 

system is influenced by policy, and implementation of standards and principles, in the 

development and implementation of architecture in organisations. Allocative efficiency allows 
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the gathering of holistic technical and business requirements, accessing more accurate 

information, and more inclusive decision-making, to guide the design of big data architecture.  

 
5.6 Big data architecture for business continuity 
The big data architecture is intended to enhance business continuity for an organisation. For 

the business continuity to happen, there are implications. Ghasemaghaei and Calic (2019) 

emphasised that the relationship with big data contains significant theoretical and practical 

implications. As tabulated in Table 5.1., the implications identified are Operationalisation, 

Innovation, and Integration. Subjective reasoning is applied in identifying the implications. The 

implications are viewed from both technical (IT unit) and non-technical (business unit) 

standpoints. 

 

Table 5.1: Implication of the study 

Attributes  IT unit Business unit 
Operationalisation  To operationalise the architectural design 

requires an understanding of the 
application, to protect and enhance big 
data in storing, retrieving, and 
management. Develop an 
operationalisation approach to enable 
and support the architectural design 
(Batyashe & Iyamu, 2020).  

How to apply the architectural 
design to improve big data 
operations. Understanding the 
influencing factors to leverage 
and utilise big data to improve 
efficiency and performance (Calic 
& Ghasemaghaei, 2021). 

Innovation  The architectural design needs to be 
measured to gain insights into its 
innovative value and service to the 
organisation. This requires metrics by the 
IT unit. According to Babu et al. (2021), 
BDA has implications in various stages of 
innovation, including scope, design, and 
implementation, to provide meaningful 
insight into efficiency and effectiveness. 

It necessitates business units’ 
understanding of how big data 
architecture can be used for 
business innovations, including 
reducing costs. This includes 
minimising the total cost of 
ownership (TCO) and promoting 
competitiveness (Iyamu, 2022a) 

Integration   To integrate big data architectural design 
with enterprise architecture or any other 
existing architectures. Wang et al. (2018) 
suggest that it is critical to employ 
architectural design in addressing big 
data component functionalities. It creates 
opportunities and challenges for skills 
alignment (Iyamu, 2022a). 

How to integrate the big data 
architectural design with other 
business objectives to increase 
efficiency and effectiveness in the 
organisation. Ethiraj and Posen 
(2014) explained from the 
business viewpoint, an implication 
of architectural design lies in 
interconnectivity with products. 

 
An understanding of the implications of deploying big data is significant to improve 

organisational efficiency and performance. From the operationalisation and strategic 

perspectives, there are factors which influence the practice of big data architectural design. 

Thus, organisations must develop an operational approach to support architectural design. In 

the innovation component, the IT unit needs to develop metrics that can be used to measure 

the value of architectural design to the organisation (Acciarini et al., 2023). The business units 
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need to understand how big data architecture can be used to reduce costs and promote 

business innovations (Sestino & De Mauro, 2022). Integration remains an iterative approach 

for the unification and coexistence of IT solutions and business artefacts to reduce complexity, 

increase effectiveness and efficiency, promote seamlessness of processes, and enable 

product interconnectivity (Qi, Xu & Rani, 2023; Dwivedi et al., 2022).  

 
5.7 Summary 
In this chapter, the components of the activity model of AT were used to guide data analysis. 

The analysis revealed the factors that influence the design of big data architecture. The 

findings were interactions, relationships, and allocative factors. The factors constitute technical 

and non-technical operations and processes involving big data. The architecture of big data 

was designed based on these factors. The combination of both technical and non-technical 

factors in the architecture makes it critical for business continuity. Also, theoretical, and 

practical implications towards business continuity were identified using subjective reasoning. 

The identified implications were operationalisation, innovation, and integration. The next 

Chapter concludes the study and offers recommendations for interested academics and 

enterprises.  
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CHAPTER SIX 
CONCLUSION AND RECOMMENDATIONS 

 
6.1 Introduction 
This chapter concludes the thesis and offers recommendations based on the study. The study 

aimed to design an architecture of big data for enterprises, purposely to enhance business 

continuity and improve the efficiency and effectiveness of operations and services in the use 

of big data in an organisation. Based on the aim, data was collected and analysed, and findings 

were reached. This brings the study to a conclusion with recommendations. 

 

This chapter is divided into ten sections. The first section is the introduction. Sections two and 

three summarise the chapters and evaluate the research, respectively. The fourth section 

focuses on the summary of outcomes. The section explains how the objectives of the study 

were achieved. In the fifth section, the contribution of the study is discussed based on the 

practical, theoretical, and methodological contributions, in that sequence. Section six presents 

the benefits of the study, followed by the limitations of the study in section seven. In section 

eight, the recommendations of the study are presented. Sections nine and ten provide further 

study and summarise the chapter, respectively. 

 
6.2      Summary of the chapters 
This section presents the summary of the chapters covered in the study. Although each chapter 

was summarised, this is a revisit as part of the conclusion of the thesis. The section provides 

a structure and preview to help the readers navigate through the study. 

 

Chapter One is the introduction of the thesis. The chapter lays the background of the problem 

and the rationale for conducting the study. The research questions are also presented. The 

literature review is introduced covering the concepts of big data, enterprise and architecture. 

The theory, activity theory (AT) that underpins the study, is also discussed. Furthermore, the 

chapter explains the research methodology adopted in the study. It includes the research 

method, research design, data collection technique, and data analysis. The significance and 

contribution of the study were briefly discussed. The last section of the chapter discussed the 

ethics that were put into consideration by the researcher when conducting the study.  

 

Chapter Two presents a detailed literature review. The literature focused on enterprises, big 

data in organisations, and the architecture of big data. The chapter provides a comprehensive 

and detailed explanation of these concepts. The literature review helped to uncover the gaps 

that exist in the areas of big data architecture and how big data is currently used in many 

enterprises. Also, an in-depth understanding of what has been covered by other researchers 
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was gained. An explanation of AT was provided. This includes how the theory relates to the 

phenomenon being studied. 

  

In Chapter Three, the methodology that was followed to conduct the study was thoroughly 

discussed and the justifications for selecting each aspect of the methodology were provided. 

The chapter covered the research approach, research method, research design and data 

collection technique. The objectives of the study guided the selection of the aspects of this 

chapter, which make the approaches, methods, and techniques most appropriate. The chapter 

explains why and how the AT model was employed to guide the data analysis.   

 

Chapter four presented the field work which covers the process undertaken to collect the data. 

Peer-reviewed and non-peer-reviewed materials (documents) were collected from various 

sources. The focus was academic databases. The documents were classified based on the 

focus areas of the study, which are big data, enterprises, and big data architecture. The 

research questions were revisited in this chapter to ensure their alignment with the data 

collected. The collected documents were coded for ease of access. A sample of the documents 

collected is provided in Table 4.1 for peer-reviewed and Table 4.2 for non-peer-reviewed 

materials. 

 

The data analysis and the interpretation of the findings are presented and discussed in chapter 

five. The first section of the chapter provides an overview, which briefly explains the process 

followed to prepare the documents for analysis. Data were analysed guided by the components 

of AT. The findings were interpreted and a big data architecture is proposed in the chapter. 

Another important aspect of the chapter is the explanation of how the interpretation was 

conducted.  

 

Finally, Chapter Six covers the conclusion and recommendations of the study. In this chapter, 

a summary of the chapters is provided. The research is evaluated based on Dane’s (2010) six 

components of assessing qualitative research. The summary of the outcomes as well as the 

contributions of the research are also discussed. Also presented are the study’s limitations and 

recommendations. 

 
6.3      Evaluation of research 
The evaluation of the study is done to assess its quality. According to Martensson (2016), the 

evaluation can be done by revisiting the objectives and research questions of the study. Dane 

(2010) suggests the use of six components for the evaluation of a study. The components are 

who? what? where? when? how? and why? Table 6.1. below uses the suggested components 

to evaluate the research. 
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Table 6.1. Research evaluation   
Component Evaluation of the study 

What 

What is concerned with the phenomenon under investigation and gaining knowledge 
about it. 
 
How to design architecture for enterprises was investigated, purposely to enhance 
business continuity and improve the efficiency and effectiveness of operations and 
services in the use of big data. In doing so, how big data are generated, stored, 
governed, and used in enterprises were examined; the factors that influence the 
design of big data architecture for enterprises were examined to gain a better 
understanding; and in the process, the architectural components (technical and non-
technical factors) that suit big data in the context of enterprises were better 
understood.  
 
The focus areas for the study were big data, enterprise and architecture. The factors 
that influence the architectural design of big data were discovered and identified as 
relationships, interaction and allocative. The theoretical and practical implications 
towards enhancing business continuity were also identified as operationalisation, 
innovation, and integration.  

Where 

Where refers to the geographical location where the phenomenon was studied. The 
problem was identified in organisations in the Western Cape of South Africa. This 
means that no organisation seems to have designed big data architecture. As a result, 
no organisation could be used as a case because of lack of experience. Thus, existing 
materials were collected instead of employing the interview technique.  
 
Materials published in Journal outlets, books, conference proceedings and the 
internet were collected. Academic databases such as Ebscohost, IEEE, Emerald, and 
Google Scholar were used as sources of data collection.  

Who 

Who refers to the participants who are fit for the study. However, records of people, 
objects and organisations can sometimes be considered as participants. 
 
In this study, there were no human beings that participated. Instead, documents 
related to big data and architectural design were collected, which are the core aspects 
of the study. Peer-reviewed and non-peer-reviewed materials were considered. A set 
of criteria, which include area of specialisation, publication period, and credibility 
sources was used to select the most relevant documents. For example, a period of 
10 years was considered enough to understand the historical background and 
meanings associated with the concepts. The process is explained in chapters 3 and 
4. 

When  

When refers to the period the study was conducted. 
 
The study was conducted in 2023. This means that the study was problematised and 
the thesis completed in the same 2023. The data were collected between May 2023 
and October 2023. The data were analysed in November 2023. In 2023, big data and 
architecture were high in the discourses in both business and academic domains. 

How 

This refers to how the research was conducted. 
 
The research methodology which consists of approaches, methods, and techniques 
was employed in conducting the study. The aim and objectives of the study are set 
as criteria for selecting the methodology. Based on the guidance, the most 
appropriate approaches, methods, and techniques were selected and applied in the 
study. The rationales for selecting each of the methodology components are detailed 
in Chapter 3. The inductive approach was employed in the study under the 
interpretive paradigm. A qualitative research method was adopted. The case study 
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Component Evaluation of the study 
design was seen to be fit for the study because the study seeks to gain an in-depth 
understanding of the architecture of big data. Document analysis was adopted to 
collect the material. The Hermeneutics approach was used to analyse the data guided 
by the components of the AT. Findings were interpreted from which big data 
architecture was designed.  

Why 

Why is concerned with the rationale for conducting the study.  
 
Organisations do not have architectural designs that encompass the characteristics 
of big data that are rapidly increasing in their environments. Thus, a gap existed. 
Explicitly, the gap is explained in the research problem section of Chapter 1. This 
study was conducted to address the gap, by designing an architecture of big data that 
can be used to enhance business continuity and improve the efficiency and 
effectiveness of operations and services in the use of big data in an organisation. 
Also, at the time of this thesis, no study seems to have employed activity theory to 
examine architectural design for big data. 

 
 
6.4      Summary of the outcomes 
The study aimed to design a big data architecture for enterprises, purposely to enhance 

business continuity and improve efficiency and effectiveness of operations and services in the 

use of big data in an organisation. Three objectives were formulated from the aim. Below is an 

explanation of how the objectives were achieved. 

 
6.4.1  To examine how big data are generated, stored, governed and used in the 

enterprises. 

In achieving this objective, the question is: How are big data generated, stored, governed and 

used in enterprises? was posed. Data were collected from various sources, to answer the 

question using the document analysis technique. Relevant extracts from the data were 

combined and examined (analysed) using the AT model, which consists of six components 

(tools, subject, rules, community, division of labour, and object).  

 

It was discovered that the use and management of big data is shaped by governance and 

processes. How the components of AT were applied are explained in Chapter 3 and an 

overview of it is presented in Chapter 5. The analysis revealed that governance can be used 

to define the standards, principles, and policies within which events and activities are 

performed when developing and implementing architectures in organisations. The governance 

of activities helps to maintain uniformity, reduce complexity, and enable flexibility in the 

activities such as how big data are generated, stored, governed and used in the enterprises.  
 
 
6.4.2  To examine and understand the factors that influence the design of big data 

architecture for enterprises. 

The question is, what are the factors that can influence the design of big data architecture? 

helps to achieve this objective. From the analysis, the factors that influence the design of big 
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data architecture were revealed. As presented in Chapter 5, three factors were understood to 

influence the design of big data architecture. The factors are relationship, interactions and 

allocation. The relationship is between humans such as business personnel, and IT architects 

and technology.  

 

The relationship between these entities is guided by rules they need to comply with during the 

design of big data architecture. Relationships define the activities and interactions that take 

place when utilising big data. Humans interact with rules and IT solutions such as big data to 

transform business activities and objectives. During the process of designing big data 

architecture, the interactions between humans allow them to share requirements, ideas, and 

knowledge, and allocate tasks. The allocation of tasks promotes the alignment of interests 

between business and IT architects. 

 
6.4.3  To understand the architectural components (technical and non-technical 

factors) that suit big data in the context of enterprises.  

It is revealed from the data analysis that the use of big data to enhance business continuity is 

influenced by theoretical and practical implications. The implications were viewed from the 

business and IT units. Operationalisation, innovation, and integration were identified as 

significant factors for improving organisational efficiency and performance. From the 

operationalisation perspective, organisations need to develop an operational approach to 

support the architecture of big data. In the innovation component, the IT units need to develop 

metrics that can be used to measure the value of big data architecture to the organisation. The 

business units need to understand how big data architecture can be used to reduce costs and 

promote business innovations. Integration ensures the unification of IT solutions and business 

artefacts, to reduce complexity, increase effectiveness and efficiency, promote seamlessness 

of processes, and enable product interconnectivity. 

 
6.5 Contribution of the study 
This section covers the contributions of the study which are threefold, practically, theoretically, 

and methodologically. The practical contribution is at the enterprise (business) level. While the 

theoretical and methodological are for the academic domain. Thus, the study contributes to 

the existing knowledge of big data, from both business and academic perspectives. 

 
6.5.1 Practical contribution 
The practical contribution of the study can be viewed from three perspectives. Firstly, the 

designed architecture can be used to guide the development of policies, standards, and 

principles in an enterprise. Based on the policies, standards, and principles, big data can be 

better stored, increase retrieval, and promote usability and manageability. Better management 
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reduces complexity and improves effectiveness and efficiency in the use of big data for service 

delivery. Secondly, in practice, the study reveals the factors that influence the design of big 

data architecture, which can be used to develop a research stream. Thirdly, understanding 

these factors can be useful to business and technology solutions managers, data architects 

and data scientists to ensure effective and efficient big data architectures, towards achieving 

business continuity. 

 
6.5.2 Theoretical contribution 
Theoretically, the study contributes to both enterprises and academic domains. The 

architecture enables enterprises to align with the evolving needs and challenges faced by 

organisations when dealing with the characteristics of big data. Secondly, the study highlights 

the architectural components that influence the use and management of big data in an 

environment. From an academic domain standpoint, the architectural design forms part of the 

enterprise architecture research stream. In addition, the big data architecture provided in this 

study has not been tested, which makes it theoretical. This creates an opportunity for validation 

through further research studies. Researchers and students focusing on an understanding of 

the architecture of big data can benefit from the study. Very importantly it contributes to the 

body of knowledge in areas such as big data architecture and architectural design where 

literature is currently limited. 

 

6.5.3 Methodological Contribution 
The use of activity theory to underpin the study contributes methodologically. Firstly, at the 

time of this thesis, no study seemed to have employed activity theory to examine data, towards 

a design of big data architecture. The components of AT were used to understand the activities 

that relate to big data and architecture that take place in enterprises. The theory was used to 

navigate existing materials, which makes the study a good methodological contribution. Thus, 

it contributes to advancing the application of the theory, in IT studies.  

 
6.6 Benefits of the study 
The study focused on designing an architecture for big data that can be used by organisations 

to enhance business continuity and improve efficiency. It is intended to benefit businesses and 

academics that focus on big data architecture, or both. This includes businesses in any sector 

or industry that employ big data or intend to do so. Also, the benefit of the study can be realised 

at both operational and strategic levels. From an academic perspective, the study can be of 

benefit to both students and educators (researchers). 

 

Organisations do not have big data architectures that can encompass and guide the rapidly 

increasing characteristics of big data in their environments. The architecture proposed in this 
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study can benefit data and business architects in understanding the factors that influence the 

design of big data architecture. The study adds to the existing literature in the field of big data 

and architectural design including the advancement of the use of AT in IT research. 

 

Additionally, this study can benefit many organisations on the African continent. In Africa, many 

organisations either struggle to develop an architecture for big data usage and management 

or have no resources to do so. The design proposed in this study can be used as a reference 

point to guide the development of big data architecture in any organisation.  

 
6.7 Limitations of the study 
There was no organisation with big data that could be used as a case, where data could have 

been collected. As a result, interviews could not be conducted. Instead, documents were 

collected from academic databases.  

 
6.8 Recommendations 
This section presents the study’s recommendations. The recommendations focus on how the 

study can be put to practice by operationalising the proposed big data architecture. Three 

recommendations are reached, which are the development of a template, skill development, 

and teamwork, as discussed below: 

 
i. Template development 

The organisations interested in using the proposed architecture need to develop a template 

for each of its components. It serves as a starting point to describe the boundaries in applying 

the architecture. The template needs to be created within context, based on the requirements 

of the organisation. This is to ensure that the initiative to develop the big data architecture 

aligns with the organisational goals. In addition, the template can be used to identify the skills 

and infrastructure required to develop the architectural design.  

  

ii. Skills development 

Big data is an emerging technology that requires specialised skills. People need to have a 

good understanding of the tools (technology solutions and processes) that are required to 

generate, store, govern and use big data in their enterprises. Another important aspect is that 

people need to have a relationship with the tools that they use and know how to use them. 

Thus, it is critical for organisations to upskill their employees for these highlighted purposes. 

Also, architecture is a specialised area that requires specific skills. 

 

iii. Teamwork 
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Collaboration and communication between humans (business personnel, and IT architects) is 

crucial when developing an architectural design. This helps to ensure that individuals 

contribute their expertise and share ideas towards achieving specific tasks. Additionally, 

collaboration between departments (business and IT units) is required to achieve the efficient 

and effective development of big data architecture. 

 
6.9 Further study 
The architecture proposed in the study has not been tested. Therefore, further studies can be 

conducted to evaluate the architecture. Also, for future research, the study can be expanded 

to address the development and implementation of big data architecture design.  

 
6.10 Summary 
The chapter presented the conclusion and recommendations of the study. The chapters in the 

thesis are summarised. The research was evaluated to show the quality and usefulness of the 

study. The summary of the outcomes was presented to ensure the objectives of the study were 

achieved. Also, in this chapter, the contributions and benefits of the study were discussed. 

Recommendations on how the organisations can use the proposed big data architecture were 

provided. 
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