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ABSTRACT

ABSTRACT

This study investigates the causal relationship between African swine fever (ASF) viral load
and disease severity in domestic and wild pigs using machine learning models. A causality
model with linear regression and random forest regressor was developed to analyse ASF
transmission dynamics and symptom severity. The linear regression model achieved an R?
value of 83.68% with an MAE of 1.27, while the random forest model achieved an R? value of
58.10% with an MAE of 1.52, confirming strong predictive performance. The results highlight
the effectiveness of biosecurity, surveillance and culling measures in containing ASF and em-
phasize evidence-based policy making for disease control. This study provides actionable in-
sights for veterinarians, farmers and policy makers, contributing to ASF risk management and
prevention strategies. Future research should integrate Al-driven real-time surveillance and

genetic analysis to improve ASF outbreak prediction and global containment measures.

Keywords: African swine fever (ASF), ASF diagnosis, causal inference, machine learning and

causality model.
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CLARIFICATION OF TERMS

The root mean squared error (RMSE) is a metric often used in regression analysis and pre-
dictive modelling to assess the performance of a model's predictions by measuring the differ-
ence between the predicted values and the actual observed values. The RMSE is often used
for regression tasks due to its simplicity and effectiveness in evaluating the overall perfor-
mance of the model. In this study, the RMSE is applied to assess the overall performance of
the model. R* provides a quick indication of how well the model is performing. R-squared
(R*?) measures the proportion of variance in the dependent variable (target) that is predictable
by the independent variables (characteristics) in the model. It represents the goodness of fit
of the model. Higher R? values indicate that more variance in the dependent variable can be
explained by the independent variables.

e R”2 =1.0 means that the model predicts the dependent variable perfectly.

e R”2 =0.0 indicates that the model does not explain the variability of the dependent

variable.
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CHAPTER 1: INTRODUCTION
1.1 Organisation of the chapter
The first chapter (Chapter 1) provides an overview of the entire work. It discusses the back-
ground of the research in section 1.2, African Swine Fever in section 1.3, ASF impacts on the
pig industry in section 1.4, the importance of developing an effective diagnosis in section 1.5,
the research problem in section 1.6, the problem statement in section 1.7, the aim in section
1.8, the objectives in section 1.9 and the research questions in section 1.10. It also discusses
the scope and limitations of the thesis in section 1.11, significance of the study in section 1.12,
the chapter summary in section 1.3 and the thesis structure in section 1.14.
1.2 Background
African swine fever is a highly contagious and fatal viral disease that affects domestic and wild
pigs. It is harmless to humans but can destroy pig herds. It has a significant economic and
social impact on the pig industry (Gallardo et al., 2019; Dixon et al., 2020). The following sec-
tion explains ASF, its impact on the pig industry and the importance of developing effective
diagnostic methods.
1.3 African swine fever
According to Badgeley et al. (2019), ASF is caused by a virus belonging to the Asfarviridae
family. The disease is characterised by a wide range of clinical signs in affected pigs, including
high fever, loss of appetite, internal bleeding and a high mortality rate (up to 100% in some
cases). Sanchez et al. (2019) also explain that ASF can be transmitted through direct contact
between infected and healthy pigs, contaminated equipment, feed, ticks and contact with wild
pigs. Furthermore, Sanchez et al. (2022) outline that, unlike some other pig diseases, there is
no effective vaccine and no specific treatment for ASF. Control measures usually include cull-
ing infected animals and implementing strict biosecurity measures to prevent further spread.
1.4 ASF Impacts on the pig industry
Richens et al. (2020) and Sanchez et al. (2022) argue that ASF has a significant impact on
the pig industry, both economically and socially.
¢ Economic impact: The disease can cause massive losses in pig herds and affect
pork production. During outbreaks, whole herds are often culled to prevent further
spread. This can lead to a shortage of pork products and thus to price increases.
¢ Trade restrictions: Many countries impose trade restrictions on pork and pork
products from ASF-affected regions. This can lead to the loss of international mar-
kets and reduced export opportunities for the affected countries.
¢ Livelihoods and rural communities: The pig industry is a source of income for
many farmers and rural communities. ASF outbreaks can destroy livelihoods and

affect local economies.



1.5 Importance of developing effective diagnostic methods

According to Gallardo et al. (2019), the development of effective diagnostic methods is crucial
for early detection, disease surveillance, trade facilitation and research efforts to control and
eventually eradicate ASF. Furthermore, forth et al. (2023) stated that these methods play a
critical role in mitigating the impact of ASF on the swine industry and ensuring the livelihood
of those involved in pork production. In the study, effective diagnostic methods helped to iden-
tify infected animals at an early stage so that immediate action can be taken to prevent further
spread. In addition, diagnostic methods play a critical role in epidemiologic studies, which
enabled the researcher to understand ASF transmission patterns, risk factors and the effec-
tiveness of control measures.

1.6 Research problem

According to Badgeley et al. (2019), lack of accuracy and misdiagnosis have proven to be
major challenges for ASF diagnosis. Furthermore, Richens et al. (2020) mentioned that errors
in ASF diagnosis are a major challenge for the pig industry. Sanchez et al. (2022) also pointed
out that laboratories are not able to separate correlation from causality, leading to ASF misdi-
agnosis. However, many other researchers propose the use of machine learning for ASF di-
agnosis, but the problem of inaccurate diagnosis remains (Wang et al., 2021; Pikalo et al.,
2021).Causal machine learning was introduced to overcome these challenges by providing an
understanding of the causal relationships between variables, an understanding which is cru-
cial for tackling complex problems such as disease spread and control (Achenbach et al.,
2015; Pearl et al., 2016).

1.7 Problem statement

This study identifies critical gaps in current diagnostic methods for African swine fever (ASF)
and highlights inaccuracies that often lead to misdiagnosis. It also notes that existing machine
learning models have problems with causal inference, limiting their effectiveness in establish-
ing cause-and-effect relationships between ASF symptoms and the virus. To address these
issues, the study aims to develop a more reliable diagnostic model by combining epidemio-
logic data with advanced machine learning techniques. The goal is to overcome the biases
and limitations of current methods and develop a more robust and accurate approach to ASF

diagnosis.



1.8 Research aim
The aim of this study is to develop a causal machine learning (CML) model that can create
links between the ASF virus and the symptoms of the disease.
1.9 Research objectives
The four main objectives that correlate with the research questions of this study are:
1. Identification and review of existing solutions for ASF diagnosis.
2. ldentification of ASF trends analysis that create links between virus and clinical
symptoms.
3. Develop a CML model that can establish relationships between the ASF virus and
the symptoms of the disease.
4. Evaluation of the CML model in terms of its performance
1.10 Research questions
This section outlines the specific research questions that this study aims to address.

Main research question
How can a causal machine learning model be developed for ASF diagnosis?

Sub-questions

1. What solutions are available on Machine Learning and laboratory techniques for

ASF diagnosis?

2. What are the ASF trends analysis that can facilitate cause-effect relationships?

3. How can a CML model be developed to create the links between the ASF virus and

the symptoms of the disease?

4. How can the CML model be evaluated in terms of its performance?
1.11 Scope and limitations
The scope of this thesis is limited to the development and application of the CML model for
ASF diagnosis. It specifically addresses the integration of causal inference and ML computing
and focuses on the development of a CML model capable of establishing a relationship be-
tween ASF virus and symptoms. The study investigates the use of causal inference using
machine learning techniques for diagnosis. The study also identifies possible causal relation-
ships between ASF viruses and symptoms. The study has several limitations that may affect
the scope and applicability of the results. Firstly, the literature review may not include all causal
machine learning and laboratory solutions, especially those that are proprietary, new, or insuf-
ficiently documented. Secondly, the challenges identified, such as inadequate ASF diagnosis
in some laboratories in some countries, may not reflect conditions in other laboratories in other
countries and therefore may not be universally relevant. Thirdly, the use of online data or
publicly available data harbours the risk of distortions or inaccuracies. These data may not

reflect all facets of the ASF dataset and may omit significant information about the complexity



of the model. These limitations must be taken into consideration when interpreting the findings
of the study and considering their contribution to the diagnosis of ASF. Finally, the practical
effectiveness of the proposed model for ASF diagnosis has been experimentally tested, which
provides some confidence in its performance in practice. However, the results may be subject
to regional biases influenced by the laboratory, opinion, experience and knowledge of ASF
diagnostic studies, which may limit the generalisability of the results to other laboratories with
different characteristics or operational requirements.

1.12 Significance of the study

The significance of this study lies in the fact that it enables the causal relationship in ASF
diagnosis to be applied in terms of time and methodology using ML. Improved diagnosis of
African swine fever (ASF) can bring significant benefits to the pig industry, animal health and
disease control. This work has significant implications for the practical application of the CML
model for ASF diagnosis. The development of a CML model using causality theory methodol-
ogy is a practical solution to the major challenges in ASF diagnosis as it improves accuracy,
precision, enables early detection and reduces economic losses. Theoretically, this study ap-
plies causality theory to a machine learning predictive model to improve its prediction, accu-
racy and precision in diagnosis. Methodologically, the study contributes to a new, experimen-
tally tested CML model for ASF diagnosis, which represents an advance in the study of causal
inference and ML algorithms. In addition, the performance of the developed CML model was
compared with another algorithm to guide the future application of the CML model for ASF
diagnosis and set a precedent for research in this area. Beyond practical applications, this
research improves our scientific understanding of ASF. It also provides a multidimensional

approach to understanding, preventing and managing the disease.

Based on the significance provided, the study is deductive for the following reasons:

1. Starting from theory: the study explicitly applies causality theory to develop a predictive
model through machine learning. This means that it starts from an established theoretical

framework about causal relationships in ASF diagnosis.

2. Hypothesis testing: By using theory as the basis for developing and testing a Causal Ma-
chine Learning (CML) model, the study moves from general theoretical principles to specific
predictions. The experimental tests and the comparison with another algorithm indicate that

the study is designed to test the hypotheses derived from the theoretical framework.

3. Applying a top-down approach: Deductive research usually follows a top-down approach

— from general theory to specific observations or experiments. In this case, the study uses
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causal theory to guide the development of the model, which is then experimentally tested for

its accuracy, precision, and practical application in diagnosing ASF.

According to Gallaire, Minker and Nicolas (1984), a deductive approach begins with a broad
theory or hypothesis. From this theory, specific predictions are derived that determine the
design of experiments or studies. In addition, Pandey (2019) has discussed that the collected
data is then analysed to determine whether the results are consistent with these predictions,
allowing researchers to confirm, refine, or disprove the original theory. Thus, the design and
methodology of the study are consistent with a deductive rather than an inductive approach.
1.13 Chapter Summary

Chapter 1 provides an overview of the research, focusing on ASF, a highly contagious and
fatal swine disease that has a significant economic and social impact on the pig industry. The
chapter emphasises the importance of developing effective ASF diagnosis due to the current
diagnostic inaccuracies which often lead to misdiagnosis. It outlines the research problem,
problem statement, aim, objectives and research question and emphasises the need for a
more reliable causal machine learning (ML) model. Existing ML models struggle to make ac-
curate causal inferences between ASF symptoms and the virus, limiting their effectiveness.
The chapter also discusses the complexity of applying causal ML to ASF diagnosis, which
requires the integration of epidemiologic data and machine learning techniques. In addition, it
addresses the limitations of current approaches, which may be biased or limited by specific
laboratory and ML data and attempts to develop a more general and robust model for im-

proved ASF diagnosis.

1.14 Thesis Structure

Chapter 1 provides an overview of the research and sets the framework for the study. Chapter
2 covers the literature review, discusses the background of the research, and includes Re-
search Objective 1, which is to review and identify existing machine learning (ML) solutions
and laboratory techniques for ASF diagnosis and evaluate their methods, strengths, and weak-
nesses. Chapter 3 explains the research philosophy and methodology used in the study.
Chapter 4 presents the structuring and evolution of the causal machine learning (CML) model.
Chapter 5 discusses the findings and results of the study. Chapter 6 discusses each of the
research objectives in detail. Finally, Chapter 7 concludes the thesis and makes suggestions
for future applications of the model. The next chapter (Chapter 2) presents the literature re-

viewed for this study.



CHAPTER 2: LITERATURE REVIEW

2.1. Organisation of the chapter

This chapter begins with an organisation of the chapter in section 2.1, the introduction to the
review in section 2.2, an overview of ASF in section 2.3, the impact of ASF on pigs in section
2.4, the epidemiology in section 2.5, the existing methods and techniques for diagnosing the
virus in section 2.6, the limitations and challenges associated with current ASF diagnostic
methods in section 2.7, the significance of causal machine learning for ASF in section 2.8,
background information on the application of ML in disease diagnosis in section 2.9, A brief
historical overview in section 2.10, the current status in section 2.11, theoretical foundations
in section 2.12, Machine learning in section 2.13, Causality Model for diagnosis in section
2.14, the reflection on the SLR in section 2.15, gaps and limitations in existing research in

section 2.16 and chapter summary in section 2.17.

2.2. Introduction

African swine fever (ASF) is a highly contagious and devastating viral disease that affects
domestic and wild pigs. ASF was detected in Africa particularly in Kenya in 1921. This disease
can create various challenges to the farm industry especially those who are dealing with pigs.
The ASF disease can cause economic losses and destabilise the food industry. On one hand,
researchers are trying to use CML to diagnose ASF and implement preventive techniques.
The role of a CML is to establish the cause-effects relationship between ASF virus and the
symptoms. The CML is about inferring causal relationships from observation of ASF datasets.
However, the existing statistic methods relies on correlation and association with ASF da-
tasets. Consequently, the association and correlation process can provide inaccurate diag-

nostic of ASF virus.

This literature review clarifies the use of CML methods to generate predictive methods cable
to establish relationships between factors. This review is a knowledge-based that shapes the
research objectives and questions of the study. Also, the review offers a holistic overview of
the combination of ASF context and causal ML techniques. To this end, a CML shows how
causal ML techniques enable our understanding of ASF and how to implement preventive
measures. In this review the current state of ASF is discussed as well as the gaps and chal-

lenges.



2.3. Overview of African Swine Fever

African swine fever (ASF) is a fatal disease that is spread between domestic and wild pigs.
The disease is generated by ASF virus family called Asfarviridae. The ASF virus lives in DNA
and blood cells of the animals. The ASF virus does not affect human, but it affects pigs only

(Sanchez-Vizcaino et al., 2019; Olesen et al., 2024).

2.3.1 History
ASF was detected in early 20" century. In 1950, the ASF virus was spread to Europe.

In 1980, the ASF virus reached Asia, America and the URSS (Sanchez-Vizcaino et al., 2019).
Researchers and scientists tried to stop and manage the spread of ASF virus by imposing
strict control measures of isolation and limitations of movement from country to country, but it
was unsuccessful, and the virus reached the rest of the world (Franzoni et al., 2023; Kwon et
al., 2024; Song et al.,2024).

2.3.2 ASF Factors
a. Infection: the use of infected equipment and lack of strict security control can en-
able the spread of ASF virus among pigs.
b. Infections aspects: direct contact with infected pigs, environment etc.
c. Vaccination: ASF does not have a vaccination. The methods used include isola-

tion of pigs, quarantine and management control.

2.4. Impact of ASF on the Pig Industry

ASF spreads through domestic and wild pigs but does not affect humans. For instance, Haines
et al. (2013) discussed that ASF has a severe impact on the pig’s population worldwide. Gal-
lardo et al.(2015b) also said that ASF can cause economic losses and disrupts the interna-

tional trade on the long-term.

Saka et al. (2010) outlined in his research some preventive techniques and control measures
of ASF such as biosecurity and isolation. These techniques can save and protect pig’s popu-
lation as there is no appropriate treatment. Furthermore, Balestreri et al. (2024 ) discussed that
ASF has a high mortality rate in contaminated pigs up to 100%. A trade restriction can be
imposed in countries or regions where ASF is identified. Export bans can severely affect a
country's ability to sell its pork products abroad, leading to a surplus in the domestic market
and falling prices (Gallardo et al., 2015b; Mehinagic et al.,2024).



According to Saka et al. (2010), the pig industry is very sensitive to fluctuations in supply and
demand. ASF outbreaks can lead to price fluctuations in the pig market, affecting both pro-
ducers and consumers. ASF outbreaks may discourage investment in pig farming because of
the disease risk and possible financial losses. Farmers may downsize their pig herds or aban-
don the industry altogether. Leivers et al. (2023) outline that reduced supply due to culling and
trade restrictions may lead to an increase in pork prices in affected regions. This can impact
consumers and make pork less affordable. ASF affects not only pig farmers, but also industries
associated with pig farming, such as feed production, transport and processing. Job losses
and financial difficulties may extend beyond pig farming. Prolonged or repeated ASF out-

breaks may lead to structural changes in the pig industry.

2.5 The Epidemiology, Transmission and Clinical Symptoms

ASF is a devastating disease that has an impact on pigs either domestic or wild (Buschet et
al., 2021). The ASF virus does not have a vaccine for treatment. The primary control measures
involve pigs’ separation or isolation, application of strict biosecurity measure and an educa-
tional training or awareness to stop the spread of ASF (Leivers et al., 2023; Wang et al., 2023).
Below are the explanations about the epidemiology, transmission and clinical signs of ASF.
2.5.1 Epidemiology

ASF virus belongs to the Asfarviridae family. The ASF virus is resistant and cable to survive
in the area for decades. It is resilient disease that can live in pork and blood (Gomez-Vazquez
& Martinez-Lopez, 2023; Penrith et al., 2023).

1. In domestic pigs: the ASF virus can be transmitted through close contact with infected
pigs. The spread of ASF virus can happen through the transportations, feed and the
insect’s bit.

2. In wild pigs: the male pigs or boars are the carriers and can spread the ASF virus to
the female pigs and piglets.

3. Outbreak: ASF is spread in different parts of Africa, Asia, Europe and America.

2.5.2 Transmission
Below are the different ways of transmissions:
1. Close interactions: close interactions between contaminated pigs may cause
ASF virus among pigs.
2. Secondary exposure: secondary exposure includes the infected environ-
ments
3. Bloodsucking insects: this includes the biting bugs, biting pests and stinging

pests.



4. Garbage food: this includes the wasted feeding (Penrith et al., 2023).

2.5.3 Clinical signs
ASF can manifest itself in various clinical forms ranging from acute and highly fatal to subacute
or chronic (Gomez-Vazquez et al., 2023). Clinical signs include:

1. High fever: Sudden high fever is common in infected pigs.

2. Depression and lassitude: The pigs become lethargic and may have difficulty
standing or walking.
Lack of appetite: contaminated pigs do not have appetite.
Respiratory Effects: Coughing, nasal discharge and breathing problem.
Digestive effects: Diarrhoea, vomiting and stomach.
Skin lesions: Skin redness, skin ulcers and bleeding occur in some pigs.

Miscarriages: abortions can happen to pregnant sows.
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Mortality: the mortality rate is very high to infected pigs, often to 100%.

2.6. Existing methods and techniques for ASF diagnosis

Railey et al. (2023) and Yang et al. (2023) discussed some existing methods used to diagnose
ASF such as clinical observations and laboratory tests. In practice, there is a combination of
clinical observations and laboratory tests used to diagnose and control ASF. Also, Morelle et
al. (2023) and Zuo et al. (2023) outlined few existing methods such as clinical signs, observa-

tion, assessment, separation, tests, biosecurity, and surveillance.

Often, clinical observation can offer evidence of ASF occurrences. In most of the cases, in-
fected pigs show the following signs including fever, lack of appetite, stomach run and respir-
atory problems (Railey et al., 2023). According to Morelle et al. (2023), most of the laboratory
tests use polymerase chain reaction (PCR) to diagnose ASF. This existing method is fre-
quently used to detect ASF virus that is hiding in blood cells. The PCR is rapid and provide

accurate results, they said.

LAMP (Loop-mediated isothermal amplification) is an ASF diagnostic technique that is easy
and quick to detect the virus (Zuo et al., 2023). According to Zuo et al. (2023), there is another
technique named ELISA (enzyme-linked immunosorbent assays). The ELISA tests for ASF
diagnostics evolve a combination of PCR diagnostics for accuracy. The process requires more

skilled people to use it.



2.7. Limitations and Challenges of Current ASF Diagnostic Methods

Accuracy (True Positive Rate), precision (True Negative Rate), interference (False Positives),
sample bias (Collection errors), quality control, efficacy and safety are the key-limitations and
challenges affiliated with ASF diagnostics methods (Bru et al., 2023; Milton et al., 2023).

In addition, same laboratories lack resources to diagnose ASF with accuracy. For instance,
Milton et al. (2023) outlined that the diagnosis tests such as blood tests are not accurate in
the initial stage of ASF virus contamination because the virus is still in the development stage.
Sometimes, accuracy or precision results can happen, but it is incorrect. Interference with
other pigs’ bacterial microbes can cause a range of other ASF viruses that can lead to misdi-

agnosis or a confusion in diagnosis (Bru et al., 2023).

In most of the cases, the diagnosis of ASF virus requires niche laboratories and well-educated
employees. Lack of appropriate laboratories and well-trained personal can delay the diagnosis
process (Founta et al., 2023). Another limitation is lack of finance to purchase equipment and
train employees. Resource limitations is a big challenge particularly for underdevelopment
countries or regions. Another limiting factor is based on transportation of collected samples

from infected regions to diagnostic laboratory.

2.8. The Significance of CML for the Diagnosis of ASF

A CML uses algorithms to establish cause-effect relationships between factors (Balke & Pearl,
1994; Pearl, 2019; Richens et al., 2020). The idea is that to facilitate early and easy detection
by outlining new preventing techniques of ASF virus (Ahrendt et al., 2011; Singh et al., 2014;
Pearl et al., 2016; Grampurohit & Sagarnal, 2020; Richens et al., 2020; Shamiji, et al., 2023).
Below are the few advantages that CML offers such as easy detection, enhance pig’s health,

accuracy and precision in initiating causal relationships between ASF virus and symptoms.

2.9 Background on the Application of Machine Learning in Disease Diagnosis
The application of Machine Learning in medical sector has transformed the healthcare system.
Systematically, the healthcare system has improved in terms of disease diagnosis and treat-
ment (Ahsan et al., 2022; Su et al., 2022). The application of machine learning allowed early
detection and treatment of various diseases such as cancer, tuberculous, ASF etc. However,
the use of ML in healthcare system the privacy and ethical concerns should be considered
(Beeram et al.,2023).
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2.9.1 Radiology

Radiology is a medical technique that involves the use of images technology. In most cases
algorithms are developed to analyse medical samples and images such as X-rays, CT scans
and MRIs. These algorithms can detect anomalies and diseases. Often, the algorithm used to
analyse medical images is called as Convolutional Neural Networks (CNNs). This algorithm
plays an important role in improving the accuracy of image diagnosis. The CNN can automat-
ically learn and identify patterns in healthcare images with accuracy (Kolukisa & Bakir-Gungor,
2023; Shukur & Mijwil, 2023).

2.9.2 Electronic Health Records (EHR)

EHR is a medical records tool cable to digitise patients’ information and makes it available for
diagnosis. Huang et al. (2023) and Kufel et al. (2023) discussed that predictive modelling with
EHR data can identify a patient who is at risk of certain diseases. The predictive modelling

using HER can enable early intervention and individual treatment.

2.9.3 Genomic Data Analysis
ML is cable to diagnose and process genetic data and detect genetic patterns linked with the
disease. According to Huang et al. (2023) and Shukur & Mijwil (2023), ML based genetic

diagnosis can provide a personalised medicine and treatment to a patient.

2.9.4 Predictive Disease Modelling
ML models can predict disease outbreaks. The models can trend and analyse different data

samples such as social media, weather forecasts and historical disease datasets (Khan et al.,
2022; Kolukisa & Bakir-Gungor, 2023).

2.9.5 Drug Discovery and Development

ML can also be used to diagnose many datasets of chemicals containing and their combination
of with biological aspects. According to Khan et al. (2022) and Beeram et al. (2023), artificial
intelligence modelling can enable the prediction of drug patients and by determining potential
side effects.

2.9.6 Natural Language Processing (NLP)

The NLP modelling can be used to clinical records, research and healthcare review for ex-
tracting needed information or treatment. Zhang et al. (2022) outlined that NLP deals with

decision making for the prediction and treatment process.
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2.9.7 Challenges and Ethical Considerations

Huang et al. (2023) and Shukur & Mijwil (2023) pointed out few challenges related to the use

of ML to diagnosis including privacy concerns, bias and the seek for validation of policies and

procedures.

2.10 A brief historical overview of the field of research

This study is an experimental design using CML for ASF diagnosis. The CML modelling com-

bines algorithms with causal inference to improve the ASF diagnosis. Bellow section provides

an overview of milestones and development in this study.

2.10.1 Important milestones

Information acquisition: the data acquisition was the starting point for this study.
The data acquisition involves medical history, pig’s individual genetic, external fac-
tors that affects health or ecosystem functions and past records or trends.
Selection of key data: this involves identifying important variables

Regression analysis Techniques: this step involves modelling relationships be-
tween variables. The process is about using ML techniques to detect causal ef-
fects.

Categorising ML Techniques: this involves the selection of appropriate ML mod-
els. In this study the researcher used linear regression, logistic regression and ran-
dom forest.

Cross-validation: the cross-validation assess the performance of a ML model. In

this study, the research used recall, MSE and F1-score.

2.10.2 Crucial Milestone:

12

i. Data platforms:

The researcher combined different data sources to gain a deeper understand-
ing of ASF information such laboratory tests, google libraries and medical re-

search.

i.Transparency and clarity:

the transparency and clarity are so important in the process of cause-effects
relationships (Oviedo et al. (2022). The process led to understanding and

transparency in decision-making.



iii.Monitoring the process:
This step involves the surveillance and analysis of ASF datasets. In terms of
ASF virus, the monitoring process allows early detection of the virus to prevent
the spread of infection (Javaid et al., 2023; Kucharski et al. (2023).

2.11. Status

The laboratory test is the principal ASF diagnostic method (Richens et al., 2020). However,
the laboratory test is slow and encounters multiple diagnostic errors (Sanchez et al., 2022).
Therefore, a CML method has been suggested as an alternative possibility to allow diagnostic
accuracy and precision (Pearl et al., 2019).

2.12 Theoretical Foundations

The theoretical foundation of this study includes the creation and analysis of a CML model
capable of estimating cause-effects between ASF virus and symptoms. The research ques-
tions and objectives of this study form the basis theoretical framework.

2.13 Machine Learning (ML)

Machine learning has been described as subset of artificial intelligence (Al). It enables the
learning based on the knowledge (Mahesh, 2020). ML algorithms can learn the patterns, an-
alyse the data and decide, he said. Three types of ML exist such as supervised learning,
unsupervised learning and reinforcement learning (Thakur & Sharma, 2016). The supervised
learning can train the data based on labelled results. Unsupervised learning analyses hidden
data with no labelled outcomes. While a reinforcement learning can learn upon errors and

analyses the environmental factors.

In this research, ML has been used to process ASF datasets, then estimates the cause-effect
relationship between ASF virus and symptoms. Also, the role of ML in this study is to lower
the potential of misdiagnosis and uncertainty (Halev et al., 2023; Dinhobl et al., 2023). The
researcher’s objective is to establish cause-effect relationships with accuracy and precision
(Zhang, Su & Chen, 2021).

2.14 Causality Model for Diagnosis

Causality model estimates the difference between causality and correlation (Richens et al.,
2020; Pedro Sanchez et al., 2022). Causality deals with identification of cause-effect between
factors (Scholkopf, 2022; Cui & Athey, 2022). Causality in this study enables the identification
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of ASF virus and establishes its relationship with the symptoms of the disease. The develop-

ment of the model, its understanding and interpretation are guided by CML framework.

2.15 Reflection on the Systematic Literature Review

The reflection on the Systematic literature review is based on analysis and assessment of the
current research on the use of machine learning algorithms to diagnose ASF virus. The review
reveals that ML algorithms can detect ASF virus at starting point with accuracy. The review
also reveals that laboratory test is the most used for ASF diagnosis, but the results are always
inaccurate. Dispute the promising future of the ML algorithms for ASF diagnosis, more work
is needed to improve the performance of the models. Finally, the review suggested that both
techniques are important for the diagnosis and the CML technique can be used as an alterna-
tive possibility to laboratory test.

2.16. Addressing Gaps and Limitations in Existing Research.

The ongoing application of laboratory test for ASF virus diagnostics is a major limitation (Rich-
ens et al., 2020; Pedro Sanchez et al., 2022). Lack of trust into current technology is also
considered as another limitation. People do not trust technology and it is difficult to shift their
mindsets (Pikalo et al., 2021). The key challenge with laboratory test is that it cannot establish
cause-effect relationships between ASF virus and symptoms (Sanchez et al., 2022). To ad-
dress this challenge, the study proposes the application of a CML model that enables cause-
effect relationships between factors.

2.17. Chapter Summary

This study presented ML and laboratory test as the two techniques used to diagnose ASF
disease. ML techniques were presented in this study as an alternative and improvement of
the laboratory test. It can be used in conjunction with laboratory experiments to strengthen the
ASF diagnostics. The ideal of using these techniques is to identify ASF and implement strict
control measures to prevent the spread of the virus. The next chapter (Chapter 3) will discuss

the research philosophy and methodology.
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CHAPTER 3: METHODOLOGY

3.1 organisation of the chapter

This chapter sets out the research methodology and philosophy. Following this organisation
and the introduction in section 3.2; the methodology follows in section 3.3, with the research
philosophy covered in section 3.4 and the research design in section 3.5. Proposed new meth-
odology in 3.6 section. Data collection is described in 3.7 section, then data analysis in section
3.8. Section 3.9 focuses on research ethics, section 3.10 on data validity, and section 3.11 on
the limitations and potential challenges of the research. Reflexibility in section 3.12 and the

chapter summary in section 3.12.

3.2 Introduction

Research questions and objectives require the thorough formulation of a research plan
(Blaikie, 2001; Mohamed Shaffril et al., 2021). Data collection, processing and analysis are
guided by a strategy. This chapter provides an overview and explanation of the research tech-
niques and procedures utilised to conduct this study. The research philosophies and para-
digms employed are also discussed. Once the paradigms have been established and dis-
cussed, the experimental design and strategy used to develop a CML model and how it was
employed in this study is discussed. This chapter also sets out the ethical considerations un-
derlying the study, the methods of data collection and the strategies for selecting participants.
In addition, issues of reliability and validity are addressed to ensure the credibility and con-

sistency of the research findings.

3.3 Methodology

Methodology is the theoretical study of the procedures used in a particular field of research. It
provides a guide for understanding the ‘how’ and ‘why’ of research and is used to plan and
structure research initiatives (Mullany & Stockwell, 2021). To determine the methodology for
this study, the assumptions of the research philosophy, ontology, epistemology and axiology

are identified, described and justified in relation to the needs of this research.
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3.4 Philosophical Framework

The term ‘research philosophy’ refers to a collection of beliefs about the nature of the reality
being studied; and the type of research philosophy used in a particular field of study is deter-
mined by the nature of the knowledge being researched (Scotland, 2012). Research philoso-
phy has been the subject of numerous papers and dissertations in which four basic themes
have been identified and described: positivism, interpretivism, pragmatism and realism
(Zukauskas et al., 2018). The philosophy of this work lies within the assumptions of positivism.
Positivism is a method in which one first makes assertions and then tests, refines or abandons
some of them in favour of other, better substantiated assertions. Thus, Alharahsheh and Pius
(2020) state that Positivism is based on the philosophical stance of the natural scientist who
works with observable reality in society and derives generalisations from it. Positivism refers
to the meaning of what is universally given and focuses strictly on the observation of pure data
and facts, without being influenced by the interpretation of human bias (Lancaster, 2007; Scot-
land, 2012; Saunders et al., 2012; Creswell, 2014:8). In this sense, positivism in machine
learning involves a systematic and experimental approach to developing, evaluating and im-
proving a model based on data-driven insights, scientific principles and rigorous testing to

create reliable and effective machine learning systems for ASF diagnosis.

Wyly (2014) discussed that positivist machine learning begins with the collection of data rele-
vant to the problem at hand. This data can come from various sources such as databases,
sensors or user interactions. The data is then pre-processed to ensure its quality, i.e., it is
cleaned, missing values are handled, and it is formatted for analysis. Positivist machine learn-
ing involves the selection or creation of a model based on experimental evidence and scientific
principles. Different algorithms and architectures are selected or designed based on their abil-
ity to adapt to the data, generalise well and show experimental performance in solving the
problem. In this sense, this study used the methods best suited to the development and appli-
cation of the CML for ASF diagnosis, in line with the philosophy that emphasises the practical

application of concepts and theories and their usefulness in solving real-life situations.

3.4.1 Ontology

Regarding the question, ‘What is reality?’, when it comes to reality, ontological philosophy
focuses on the differences between reality and our experience of reality and how this affects
everything in our environment (Abidi, 2011). Ontology is concerned with the categories, prop-
erties and interactions between things and the nature of being, existence or reality (Crotty,

2003). An ontological position is that there is never an observable single reality of truth.
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However, we can try to uncover the truth by exploring what is experimentally available from

more than one perspective.

The ontological aspect of machine learning (ML) in the context of African Swine Fever (ASF)
involves understanding the fundamental nature of the disease, its characteristics and its im-
pact on pig populations. It also involves defining and structuring the knowledge. In this sense,
ontology in the context of ASF involves understanding the biological aspects of the disease,

including its causes, transmission mechanisms, symptoms and impact on pig populations.

Ontological aspect enables the use of knowledge-based conclusions and inferences in an ML
model. Kulmanov, Smaili, Gao and Hoehndorf (2021), for example, have discussed that do-
main-specific knowledge can be used to narrow down the search and find optimal or near-
optimal solutions faster or find better solutions. In the life sciences, domain-specific knowledge
is often encoded in ontologies and in databases and knowledge bases that use ontologies for
annotation. Asim, Wasim, Khan, Mahmood, and Abbasi (2018) also describe an ontology as
a formal and structural way of representing the concepts and relationships of a shared con-
ceptualization. More specifically, it can be defined as concepts, relationships, attributes and

hierarchies present in the domain (Asim et al., 2018).

By encoding expert knowledge about ASF in the ontology, ML algorithms can draw conclu-
sions, infer relationships and make informed decisions based on the structured knowledge
representation. Ontology-based machine learning for ASF is an iterative process. The onto-
logical aspect of machine learning to solve the ASF problem essentially consists of structuring
and organizing knowledge about the disease in such a way that effective relationships can be
established between the ASF virus and the symptoms of the disease. The main goal of this
research was to develop a CML model that can establish relationships between ASF virus and
symptoms. The investigated truth was about the development and application of the CML
model for the ASF diagnosis, which always remains the same regardless of the number of

diagnoses.
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3.4.2 Epistemology

From an epistemological point of view, our focus is on How do we know that an animal has

ASF? And how do we know that this symptom is the cause?

Epistemologically, our understanding of ASF diagnosis and symptom causation relies on the
systematic collection and validation of evidence. To know that an animal has ASF, we rely on
a combination of empirical observations, laboratory tests such as PCR and serologic tests,
and pathologic examinations. According to Alharahsheh et al. (2020), epistemology deals with
the discovery of factors that can be observed and measured. The factors to be observed and
measured give the credibility and meaning of the data. In the context of this study, the episte-
mological of ML is about solving ASF issues and how knowledge about ASF is obtained, eval-
uated, processed and used in algorithms. The key point is to ensure the reliability and useful-
ness of the knowledge to create a cause-effect model capable of establishing relationships
between ASF virus and symptoms. To this end, the researcher knows that the epidemiological
aspect of ASF is generated by various forms of virus.
3.4.3 Axiology
Axiology is the study of values. In this study, axiology plays a role in investigating ASF. The
current ASF dataset is based on the key aspects such as the epidemiology, clinical signs,
transmission methods, and control strategies to reflect the value of public health, scientific
aspect and economic sustainability. The data also outlines the ethical challenges of ASF man-
agement, especially the culling of contaminated pigs, where animal welfare should be bal-
anced with socio-economic and epidemiological concerns.
Table 3.1 presents the philosophical assumptions accepted for this study.

Table 3.1: Adapted Research Philosophy

Concept Clarification

Ontology The ontological aspect of machine learning (ML) in the context of Afri-
can Swine Fever (ASF) involves understanding the fundamental na-
ture of the disease, its characteristics and its impact on pig populations
such as cause of contaminations, ASF symptoms and virus.

Epistemology | The epistemology of ASF is based on the understanding of the dis-
ease and its symptoms. The understanding of ASF focuses on the di-
agnosis of the disease such as the observation, laboratory tests and
pathological examinations.

The dataset provided reflects these principles by presenting structured
epidemiologic and clinical data, including incubation periods, mortality
rates, transmission routes, and symptomatic variation in domestic and
wild boar. These results improve the understanding of ASF progres-
sion and facilitate evidence-based surveillance and control measures.
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By adhering to epistemological principles, ASF research ensures that
results are not only descriptive but also explanatory and contribute to
predictive modelling and effective disease containment strategies, ul-
timately facilitating the containment and control of ASF transmissions.

Methodology

From a methodological perspective, the process involves collecting
data, preparing it for analysis, identifying relevant characteristics, se-
lecting a suitable model, followed by training the model, evaluating it
and finally implementing it.

Axiology

Axiology, the study of values, is fundamental to ASF research and in-
forms its ethical, economic and scientific priorities. The dataset re-
flects a strong commitment to scientific rigor, public health, and eco-
nomic stability by focusing on epidemiology, clinical signs, modes of
transmission, and control measures.

The inclusion of clinical and biological aspects emphasizes the value
placed on objectivity and accuracy in disease investigation. ASF re-
search also balances animal welfare concerns with the need for ef-
fective containment strategies, such as culling and biosecurity
measures.

By emphasizing evidence-based decision-making, the dataset con-
tributes to better disease management and prevention measures.
The ethical implications of disease control, particularly the trade-off
between economic sustainability and humane treatment, underscore
the broader values that guide ASF research. Ultimately, this ap-
proach ensures that the results of ASF research are scientifically
sound, ethically defensible and practically applicable to improve dis-
ease control and agricultural resilience.

Positivism

Positivist research is a scientific approach that relies on observable,
measurable and objective data to explain phenomena. It is based on
the belief that reality is independent of human perception and can be
investigated using empirical evidence and logical reasoning (Ali,
2024). The researcher in this paradigm uses a quantitative method,
such as experiments, to test hypotheses and establish causal relation-
ships between viruses.

3.5 Research Design

3.5.1 Conceptual Framework

The CML model was estimated to identify causal relationships using a small ASF dataset for
diagnosis. Within this conceptual framework, the following steps are performed: The observed
input includes ASF data collected from the European Union Reference Laboratory for African
Swine Fever (EURL). The data were prepared and pre-processed. After data pre-processing,
the pre-processed data were filtered using the data extraction procedure. The selected cate-
gorical features were then converted into numbers and used to create a learning model. The
model was trained and tested based on the correctness of the data. RMSE was used to assess

the model’s performance. If the performance of the CML model is satisfactory, it is used and

deployed. If not, the CML model needs to be improved.
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3.5.2 Overall Research Design or Approach used in this Study

This research is categorised as applied research as it focuses on solving practical problems
in the real world, namely ASF diagnosis; and it involves using various technologies in devel-
oping a new method, namely using CML model for ASF diagnosis. Furthermore, this study is
a type of correlational research, as it does establish relationships between the ASF virus and
the symptoms. The CML model finds the relationships between the ASF virus and the clinical
symptoms.

3.5.3 Nature of this Research

This study lies between the two study frameworks of applied research and basic research.
Basic research is concerned with deriving a generalised solution rather than solving a real-
world problem. The pursuit of a fundamental understanding is the focus, while the application
focus is low. Applied research is about solving problems in context by developing innovative
solutions that are better than existing solutions. The quest to understand the fundamentals is
low and the utility aspect is high (Frazer & Stokes, 1997). In this study, the focus is on the use

of technologies rather than the necessary background knowledge from pure study.
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3.5.4 Research strategy

A research strategy is a plan or an approach that is chosen to address a specific question or
problem. It involves various techniques and methods used for collecting, analysing and inter-
preting the data (Bell, 2020). This study applied an experimental design as a research strat-
egy. According to Greenhil et al. (2020) and Veli et al. (2021), an experiment design can be
used for testing hypotheses and draw conclusions. In the same context, Miller et al. (2020)
discussed that an experiment design is a way of solving problems by creating new ideas. This
study is about creating new ideas and developing new artifacts to solve problems related to
ASF disease. In support of this study, Sallam (2023) outlined that the development of an arti-
fact must seek for answers to the problems. To this end, this study can create an artifact and

test it.

3.5.5 Experimental design
The experimental design approach was used as a lens to develop, test, deploy and evaluate

the causality model as it ensures a systematic, scientific approach at every stage.

.  Design and development: the experimental design defined the cause-effect
relationship between symptoms and virus. It also defined the development of robust

model features and algorithms for ASF detection.

Il.  Test: the causality model was tested for its capabilities to infer causality but not a
simple association of factors. The following techniques were used for testing such as

cross-validation and counterfactual analysis.

lll. Deployment: the deployment involved experiments of real-life conditions where the
model was used to live cases in laboratory centres. The model was tested, and it was

adapted to the real-life conditions, and its cause-effects were checked.

V. Evaluation: Finally, the experimental methodology provided rigorous evaluation metrics such

as RMSE and R”2 to evaluate the performance of the causality model.
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3.5.6 Development of Experimental Design in Machine Learning

Below are the key aspects of developing a machine learning experimental design: formulating
specific goals, e.g. improving model accuracy, understanding model behaviour or comparing
different algorithms, formulating hypotheses based on the research question, conducting a
thorough literature review to understand the existing work in the field, pre-processing and
cleaning the data to ensure it is representative, diverse and appropriate for the research ob-
jectives, selecting a machine learning model relevant to the problem, planning the experi-
mental design, e.g. training, validating and analysing, establishing appropriate performance
metrics based on the goals of the experiment, applying cross-validation techniques to assess
the generalization performance of the model, applying statistical methods to analyse the re-
sults and determine the significance of observed differences, using visualizations to effectively
communicate the experimental results, e.g. charts, tables, and ensuring that the experimental

design and data handling comply with ethical standards in machine learning research.

3.6 Data collection

The ASF dataset is best described as a structured collection of epidemiological, clinical and
biological information aimed at understanding the transmission, progression and control
measures of the disease. Rather than simply listing observations, the data was contextualized

by emphasizing its scientific importance, reliability and applicability.

The process of data collection: this approach provided a comprehensive, data-driven nar-
rative that improved understanding of the disease and enabled practical action.
1. Categorize the data: Separate clinical, biological and epidemiological
factors.
2. Compare trends: Identify similarities and differences in the expression
of the disease in domestic and wild pigs.
3. Assess transmission routes: Determine the main risk factors for the
spread of ASF.
4. Evaluate control strategies: Measure the effectiveness of biosecurity
measures and interventions.
5. Incorporate statistical data: Provide quantitative evidence on ASF

trends to support forecasting models where appropriate.

This study systematically analyses the epidemiology of ASF, clinical signs, transmission

mechanisms and control measures using validated datasets and provides scientific insight into
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the spread and persistence of the disease by establishing relationships between viruses, par-

ticularly in distinguishing between wild boar and domestic pig infections. By integrating quan-

titative and historical data, the research improves the understanding of ASF containment strat-

egies and contributes to better policy decisions and disease control practices.

3.7 Data analysis and model evaluation

A systematic and structured approach was used to analyse the ASF dataset to gain mean-

ingful insights into the disease. The key steps of the analysis included:

. ASF Classification of Data: The dataset was categorized by clinical,

biological and epidemiological aspects to identify patterns and trends in

the presentation and spread of the disease.

. ASF Comparative analysis: The symptoms, transmission routes and

mortality rates of domestic and wild pigs were compared to identify key

differences and similarities in the impact of ASF on the different species.

. ASF Trends Analysis: Emerging patterns of outbreaks, seasonal fluc-

tuations and risk factors were analysed by evaluating historical ASF

data.

. ASF Transmission and Control Evaluation: The effectiveness of

control measures such as biosecurity, culling and surveillance was
evaluated to determine their role in the containment of ASF.

ASF Quantitative Analysis: Where appropriate, statistical methods
was applied to assess the frequency, correlation and impact of different

ASF factors and to draw evidence-based conclusions.

3.8 Research Ethics

The Cape Peninsula University of Technology Research Ethics Committee requested a com-

pleted research ethics form when the study proposal was submitted for review. Explicit refer-

ence had to be made to the risks to the participants as well as to all other individuals. The

study proposal met the university's strict guidelines. No human participation was required for

this study. All data collected were used exclusively in this project. The data collected were

stored as blind data. The research data consisted mainly of simulations and existing data that

is already publicly available.
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3.9 Data Validity and Reliability

In general, validity refers to the accuracy and truthfulness of the data, while reliability refers to
the consistency and repeatability of the measurements or observations (Wallace & Sheldon,
2015). According to Polit (2010), credibility refers to the degree to which one can trust the
data, analytical procedures and methodological decisions used to maintain the integrity and
quality of the research. In addition, Leung (2015) notes that there is a general understanding
among researchers of the importance of trustworthiness in research, but that there is an on-
going debate in academic circles about the specific criteria for trustworthiness. Saunders et
al. (2016) discuss that it is also important to accept that the validity and reliability of the data
obtained depends on the way the research questions are formulated and the extent to which
pilot tests are conducted. In relation to the research questions, establishing validity means that
the questions are logically structured and closely match the aims of the study and the specific

objectives.

The validity of the ASF data analysis is ensured by the following key factors:

1 Scientific methodology & data structuring:
o The data set was organized into clinical, biological and epidemiological aspects
to ensure a structured and meaningful presentation.
¢ Quantitative analysis techniques (statistical methods, correlation analysis, ma-
chine learning models) were applied to identify relationships between ASF viral
load and disease symptoms.
2 Use of reliable machine learning models:
e Linear regression and random forest regressor models were used to establish
causality and predict the impact of ASF.
e These models were evaluated using the mean absolute error (MAE) and R?
values and achieved high accuracy (58-84%), confirming their reliability.
3 Statistical validation techniques:
e Correlation matrices were used to assess the relationships between variables
and ensure that the results were supported by evidence.
¢ The heatmap visualizations provide insight into the strength of associations and
minimize misinterpretation.
4 Historical and comparative analysis:
o Historical ASF data was used to identify trends, seasonal outbreaks and risk
factors to ensure that patterns are not random but supported by previous ob-

servations.
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e Comparison between domestic pigs and wild boars allowed validation of results

against known disease behaviour in different environments.

5 Performance metrics of the machine learning model:

¢ The models were evaluated using MAE and R? values, which quantify the pre-
diction error and explainability and confirm that the model accurately reflects
real ASF trends.

6 Data transparency & reproducibility:

e The CSV datasets used in the analysis are structured and allow for replication
and further validation by other researchers.
e The methods used can be replicated and re-evaluated with different ASF da-

tasets to ensure consistency.

3.10 Limitations and possible challenges

In this study, the researcher used a positivist approach by assuming that objective, quantifia-

ble data can fully explain ASF transmission, symptoms, and control efficacy. However, there

are several limitations and challenges associated with this approach in ASF research.

1 Data accuracy and completeness

Reporting of ASF outbreaks can be inconsistent, especially in regions with poor
veterinary infrastructure.
Underreporting of cases due to lack of surveillance or misdiagnosis can lead to

biased data sets.

2 Variability in ASF symptoms and transmission

The dataset treats ASF symptoms as fixed and quantifiable, but the severity of
symptoms varies depending on viral strain, environment and host immunity.
The transmission dynamics of ASF may change due to mutations of the virus that

may not be fully captured in the historical data.

3 Generalization of the results

Machine learning models are trained on historical data that may not generalize well
to new ASF outbreaks with different environmental factors.
Regional differences in pig farming and wild boar populations may limit the global

applicability of the results.

4 Ethical and practical limitations in data collection
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e The implementation of ASF control in practice depends on political, economic and
social factors that are difficult to quantify.
5 Limitations of causal inference
¢ Although causality models suggest relationships, they cannot definitively prove that
ASF viral load directly causes certain symptoms without controlled experimental
studies.
e Correlations found in the data do not confirm actual causality, as other unobserved
factors may influence disease progression.
6 Challenges in modelling the spread and control of ASF
¢ Machine learning models assume that patterns remain stable, but ASF outbreaks
can be influenced by random events, such as illegal livestock movements.
e Control measures such as biosecurity and surveillance effectiveness are difficult
to quantify accurately, leading to potential over- or underestimates.
3.11 Reflexibility

In this study, the researcher used the concept of reflexivity (reflection) as proposed by Alves-
son et al. (2018). According to Lowe (2001), reflexivity involves the researcher critically exam-
ining their focus on the purpose of the study and ensuring the coherence and consistency of

the methodology, theoretical framework and overall research design.

The reflexivity in this research recognizes how the positivist approach, data collection meth-
ods, and analytical choices influence the interpretation of ASF outbreaks, symptoms, and con-
trol measures. The use of historical and quantitative data assumes objectivity, but decisions
about which variables to include, how to classify symptoms, and which machine learning mod-
els to apply shape the results of the study. The data-driven approach may overlook social,
economic, and environmental factors that influence ASF transmission, such as informal live-
stock trade, policy enforcement, and local farming practices. In addition, under-reporting of
cases, variation in virus strains and ethical concerns about culling can introduce bias. Although
the study effectively identifies patterns and causal relationships, its conclusions are shaped
by assumptions about stability and predictability. Recognizing these influences strengthens
the study’s validity and ensures that future research will incorporate qualitative insights and
adaptive models to improve ASF containment strategies.

Table 3.3 illustrates the correspondence between the research questions; the study objectives

and the methods used for data collection.
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Table 3.3: Alignment of Research Questions, Research Objectives, Research Process, Variable Type, and Analysis

Research Questions

Research Objectives

Data Collection Process

Method Approach

Variable Name

Analysis Methods

What solutions are
available on ML and la-
boratory techniques for
ASF diagnosis?

Identification and re-
view of existing solu-
tions for ASF diagnosis.

Categorize the data:
Separate clinical, bio-
logical and epidemio-
logical factors.

The positivist, data-
driven methodology en-
sures a structured, rig-
orous and reproducible
investigation of ASF dy-
namics.

Clinical Variables:
Incubation period, Fe-
ver, Loss of appetite,
Lethargy, Skin lesions,
Respiratory problems,
Digestive symptoms,
Haemorrhages, Mortal-
ity rate.

Classification of data:
The dataset was cate-
gorized by clinical, bio-
logical and epidemio-
logical aspects to iden-
tify patterns and trends
in the presentation and
spread of the disease.

What are the ASF char-
acteristics that can facil-
itate cause-effect rela-
tionships?

Identification of ASF
features that establish
relationships between
virus and clinical symp-
toms.

Compare trends:
Identify similarities and
differences in the ex-
pression of the disease
in domestic and wild

pigs.

The study follows a
quantitative approach
to ensure that the re-
sults are reproducible,
objective and evidence
based.

Biological variables
(transmission & impact
of ASF):

Susceptibility, Route of
transmission, Virus
Load, Persistence of
the virus.

Comparative analy-
sis: ASF symptoms,
transmission mecha-
nisms and mortality
rates were compared
between domestic pigs
and wild boars.

How can a CML model
be developed to estab-
lish the relationships
between the ASF virus
and the symptoms of
the disease?

Develop a CML model
that can establish rela-
tionships between the
ASF virus and the
symptoms of the dis-
ease.

Assess transmis-
sion routes: Deter-
mine the main risk fac-
tors for the spread of
ASF.

The use of machine
learning algorithms en-
hances the ability to
recognize patterns,
predict ASF outbreaks
and evaluate control
measures.

Epidemiological vari-
ables (outbreak pat-
tern):

Year, Outbreaks, Sea-
son Peak, Risk factor.

Control measures
Variables:

Biosecurity Effective-
ness, Culling effective-
ness, Surveillance effec-
tiveness.

Identification of
trends: Historical data
was examined to iden-
tify seasonal fluctua-
tions, frequency of out-
breaks and risk factors
influencing the spread
of ASF.

Evaluation of trans-
mission and control:
The effectiveness of
control measures such
as biosecurity, culling
and surveillance were
evaluated to determine
their role in the contain-
ment of ASF.
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How can the CML
model be evaluated in
terms of its perfor-
mance?

Evaluation of the CML
model in terms of its
performance.

Evaluate control
strategies: Measure
the effectiveness of bi-
osecurity measures and
interventions.

Incorporate statisti-
cal data: Provide
quantitative  evidence
on ASF trends to sup-
port forecasting models
where appropriate.

Statistical methods en-
sure validity and reliabil-
ity by quantifying the re-
lationships between
ASF severity, viral load
and containment strate-
gies.

Machine Learning
Variables:

Wild boar severity, Do-
mestic Pig Severity

Quantitative analysis:
Where appropriate, sta-
tistical methods was ap-
plied to assess the fre-
quency, correlation and
impact of different ASF
factors and to draw evi-

dence-based conclu-
sions.

Machine learning
models:

Causal analysis: linear
regression and Random
Forest algorithms were
used to establish rela-
tionships between ASF
viral load and disease
symptoms.

Predictive modelling:
using Random Forest
regression to evaluate
the effectiveness of bi-
osecurity, culling and
surveillance in control-
ling ASF.

Statistical analysis:
correlation matrices,
summary statistics and
visualization techniques
(heat maps, causal dia-
grams) were used to
validate the results.
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3.12 Chapter Summary

In Chapter 3, the researcher provided an overview of the philosophical framework underlying
the design and methodology of the research study. This chapter explained the experimental
design, the methods of data collection and analysis, the validity and reliability of the data, the
limitations and potential challenges, and the reflective capacity. The next chapter (Chapter 4)

explains the conceptualisation and development of the artefact.
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CHAPTER 4: SYSTEM DESIGN
4.1 Organisation of the chapter
This chapter discusses the overall design and development of the CML model and its use for
ASF diagnosis. Section 4.2 is the introduction of the chapter, followed by the description of
the data and analysis in section 4.3. The chapter is concluded in section 4.4.
4.2Introduction

This chapter starts with a detailed examination of the important system specifications required
to develop a CML model for ASF diagnosis. The focus is on the precise definition of these
specifications to ensure not only functional robustness, but also the creation of trust in the
application interaction. Building a CML model for ASF poses numerous challenges due to the
complexity of disease transmission, ecological factors and the multitude of variables influenc-
ing the spread of the disease. Such a model should not only predict the occurrence of the
disease but also identify causal relationships between different factors and ASF outbreaks
(Luo et al., 2016). One of the major challenges in building a causal model for ASF is the
availability and quality of data. Data on ASF outbreaks, pig populations, environmental condi-
tions, transport networks, biosecurity measures and other relevant factors may not be consist-
ently recorded or readily available in certain regions. Building a CML model for ASF requires
overcoming data challenges, selecting appropriate variables, applying advanced causal infer-
ence techniques, accounting for spatial and temporal dynamics, validating model results and
ensuring that the interpretation is consistent with causal relationships. According to Chen et
al. (2019) and Li et al. (2022), effective collaboration between experts from different disciplines
— such as epidemiology, veterinary science, data science and policy — is essential for the

successful development and implementation of such a model.

4.3 Description of the data and the analysis approach
The ASF dataset is best described as a structured collection of epidemiological, clinical and
biological information aimed at understanding disease transmission, progression and control
measures. Rather than simply listing observations, the data was put into context by empha-

sizing its scientific importance, reliability and applicability.
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4.3.1. Data Collection Process

This approach ensures a comprehensive, data-driven narrative that improves understanding

of the disease and enables practical interventions.

1. Categorize the data: Separate clinical, biological and epidemiological factors.

2. Compare trends: Identify similarities and differences in disease expression between

domestic and wild pigs.

Assess transmission routes: Determine the main risk factors for the spread of ASF.

Evaluate control strategies: Measure the effectiveness of biosecurity measures and

interventions.

5. Incorporate statistical evidence: Provide quantitative insights into ASF trends to

support predictive modelling.
The tables (Table 4.1and Table 4.2) show the historical data based on ASF samples.

Incubation Period

Table 4. 1: Clinical Aspect of ASF

5-15 days

4-19 days

Fever High fever: 40.5-42 °C High fever: 40.5-42 °C
Appetite Loss of appetite Loss of appetite
Lethargy Severe lethargy Severe lethargy

Skin Lesions

Redness, especially on ears, muzzle
and legs.

Redness, especially on ears, muzzle and
legs.

Respiratory Problems

Difficult breathing

Difficult breathing

Digestive Symptoms

Diarrhoea (sometimes bloody), vomiting

Diarrhoea (sometimes bloody), vomiting

haemorrhages

haemorrhages in internal organs.

haemorrhages in internal organs.

Mortality rate

Nearly 100%

Nearly 100%

Nervous Symptoms

Tremor, convulsions

Tremor, convulsions

Cyanosis

Blue-purple discoloration of the skin.

Blue-purple discoloration of the skin.

Joint Swelling

Occasional

Occasional

Subacute/ Chronic In-
fections

Rare, usually leads to death.

Rare, usually leads to death.

Recovery

Extremely rare

Extremely rare
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Susceptibility

Table 4.2: Biological Aspect of ASF

High

High

Transmission

Direct contact, contaminated feed,
fomites

Direct contact, environmental contamina-
tion

Clinical signs

High fever, loss of appetite, bleed-
ing.

Like domestic pigs, but less noticeable

Mortality rate

Nearly 100%

Nearly 100%

Role in epidemiology

Main cause of outbreaks on com-
mercial farms.

Significant role in the maintenance and
spread of ASF.

Persistence of the virus

Limited persistence in the environ-
ment.

Longer persistence in the environment
and in carcasses.

Control measures

Biosecurity, culling, movement re-
strictions.

Hunting bans, population control, fencing.

Control challenges

Rapid spread in densely populated
farms.

Difficult to control in wild populations.

Surveillance methods

Regular testing, monitoring of symp-
toms.

Surveillance through hunting and field ob-
servations.

Impact of human activities

High (due to agricultural practices).

Moderate to high (due to hunting, land use
changes)

Endemic regions

Sporadic, depending on the suc-
cess of outbreak.

control Endemic in some regions, espe-
cially in dense forests.

Response to infection

Immediate culling and containment.

Challenges in containment due to mobility.

4.3.2. The analysis of the ASF data set:

The analysis of the ASF dataset followed a systematic and structured approach to gain mean-

ingful insights into the disease. Key steps of the analysis include:

1. Classification of data: The dataset was categorized by clinical, biological and epide-
miological aspects to identify patterns and trends in the presentation and spread of the
disease.

2. Comparative analysis: The symptoms, transmission routes and mortality rates of do-
mestic and wild pigs are compared to identify key differences and similarities in the
impact of ASF on the different species.

3. ldentifying trends: By evaluating historical ASF data, emerging patterns of outbreaks,
seasonal fluctuations and risk factors were analysed.

4. Evaluation of transmission and control: The effectiveness of control measures,
such as biosecurity, culling and surveillance, were evaluated to determine their role in
the containment of ASF.

5. Quantitative analysis: Where appropriate, statistical methods were applied to assess
the frequency, correlation and impact of different ASF factors and draw evidence-

based conclusions.

In this study, ASF epidemiology, clinical signs, transmission mechanisms and control
measures were systematically analysed using validated datasets. The results will provide sci-

entific insights into the spread of the disease, its persistence and the effectiveness of
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measures, particularly in differentiating wild boar and domestic pig infections. By integrating
quantitative and historical data, the research will improve the understanding of ASF contain-
ment strategies and thus contribute to better policy decisions and disease control practices.
The study’s structured approach ensures that the conclusions drawn are scientifically sound,
practically relevant and applicable to ASF containment efforts.

4.3.2.1 Classification of the data:

The ASF datasets was classified according to clinical, biological and epidemiological aspects
to identify patterns and trends in the presentation and spread of the disease in CSV format.
The code for the classification of the data can be found on the researcher's GitHub ac-
count(https://qgithub.com/steven482/Causality-with-ML-for-ASF-Diagnosis). The table (Table

4.3) shows the classification of the data.

Table 4.3: Classification of the data

Clinical Aspect Incubation Period 5-15 days 4-19 days

Clinical Aspect Fever High fever: 40.5-42 High fever: 40.5-42

Clinical Aspect Appetite Loss of appetite Loss of appetite

Clinical Aspect Lethargy Severe lethargy Severe lethargy

Clinical Aspect Skin Lesions Redness, especially on Redness, especially on
ears, muzzle and legs. ears, muzzle and legs.

Clinical Aspect Respiratory Problems Difficult breathing Difficult breathing

Clinical Aspect Digestive Symptoms Diarrhea (sometimes Diarrhea (sometimes
bloody), vomiting bloody), vomiting

Clinical Aspect Haemorrhages Haemorrhages in internal
organs

Clinical Aspect Mortality rate Nearly 100% Nearly 100%

Clinical Aspect Nervous Symptoms Tremor, convulsions Tremor, convulsions

Clinical Aspect Cyanosis Blue-purple discoloration | Blue-purple discoloration
of the skin of the skin

Clinical Aspect Joint Swelling Occasional Occasional

Clinical Aspect Subacute/Chronic Infec- | Rare, usually leads to Rare, usually leads to

tions death death

Biological Aspect Susceptibility High High

Biological Aspect Transmission Direct contact, environ- Direct contact, contami-
mental contamination nated feed, fomites

Biological Aspect Clinical signs Like domestic pigs, but High fever, loss of appe-
less noticeable tite, bleeding

Biological Aspect Mortality rate Nearly 100% Nearly 100%

Biological Aspect Role in Epidemiology Significant role in mainte- | Main cause of outbreaks
nance and spread. on commercial farms

Biological Aspect Persistence of the Virus Longer persistence in en- | Limited persistence in
vironment and car- the environment
casses.

Biological Aspect Controle Measures Hunting bans, population | Biosecurity, culling,
control, fencing. movement restrictions

Biological Aspect Control Challenges Difficult to control in wild Rapid spread in densely
population populated farms

Biological Aspect Surveillance Methods Surveillance through Regular testing, monitor-
hunting and field obser- ing of symptoms
vations

Biological Aspect Impact of human Activi- Moderate to high (due to | High (due to agricultural

ties hunting, land use practices)

changes)
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https://github.com/steven482/Causality-with-ML-for-ASF-Diagnosis

Biological Aspect

Endemic Regions

Endemic in some re-
gions, especially in
dense forests

Sporadic, depending on
outbreak control success

Biological Aspect

Response to Infection

Challenges in contain-
ment due to mobility

Immediate culling and
containment

Biological Aspect

Challenges in Contain-
ment

Difficult due to mobility

Requires rapid contain-
ment

Biological Aspect

Outbreak Patterns

Seasonal

Seasonal outbreaks

Biological Aspect

Risk Factors

Wildlife interaction, hu-
man activities.

Farming intensity, trade
movement

Biological Aspect

Spread Mechanism

Direct contact, contami-
nated foods

Animal transport, con-
taminated feed

Biological Aspect

Environmental Influence

Environmental persis-
tence of virus

Limited persistence

Biological Aspect

Host Factors

Genetic susceptibility.

Genetic resistance in
some breeds

Biological Aspect

Preventive Measures

Wildlife surveillance,
habitat management.

Strict biosecurity, vac-
cination research

4.3.2.2 ASF Comparative analysis:

A comparative analysis was carried out between domestic pigs and wild boars on the most

important factors: Symptoms, transmission routes and mortality rates using Python for ma-

chine learning. The data was pre-processed to visualize differences and highlight important

similarities. The code for the comparative analysis can be found on the researcher's GitHub

account (https://github.com/steven482/Causality-with-ML-for-ASF-Diagnosis ).

The table (Table 4.4) shows the comparative analysis of the data.
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Table 4.4: Comparative analysis

Clinical Aspect Incubation Period 0

Clinical Aspect Fever 11 10
Clinical Aspect Appetite 15 13
Clinical Aspect Lethargy 21 22
Clinical Aspect Skin Lesions 20 19
Clinical Aspect Respiratory Problems 4

Clinical Aspect Digestive Symptoms 3

Clinical Aspect Haemorrhages 9

Clinical Aspect Mortality rate 17 15
Clinical Aspect Nervous Symptoms 24 24
Clinical Aspect Cyanosis 1

Clinical Aspect Joint Swelling 18 16
Clinical Aspect Subacute/Chronic Infec- 19 18

tions

Biological Aspect Susceptibility 10

Biological Aspect Transmission 7

Biological Aspect Clinical signs 13

Biological Aspect Mortality rate 17 15
Biological Aspect Role in Epidemiology 22 14
Biological Aspect Persistence of the Virus 14 12
Biological Aspect Controle Measures 12

Biological Aspect Control Challenges 6 17
Biological Aspect Surveillance Methods 23 20
Biological Aspect Impact of human Activi- 16
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Biological Aspect Endemic Regions 8 23

Biological Aspect Response to Infection 2 11

Biological Aspect Challenges in Contain- 5 21
ment

4.3.2.3 ASF Trends Analysis:

Emerging patterns of outbreaks, seasonal fluctuations and risk factors were analysed by
evaluating historical ASF data. The ASF trends dataset was structured in CSV format. The
machine learning model with a random forest regressor and a linear regressor was trained to
predict ASF outbreaks based on historical trends, seasonal fluctuations and risk factors. The
Python code for the machine learning analysis to identify patterns and predict ASF outbreaks
can be found on the researcher's GitHub account (https://github.com/steven482/Causality-
with-ML-for-ASF-Diagnosis). The table (Table 4.5) shows the ASF trends analysis.

Table 4.5:ASF trends analysis

2015 50 95 Summer Trade
2016 75 96 Summer Trade
2017 120 97 Autumn Wildlife
2018 200 98 Autumn Wildlife
2019 350 98 Winter Climate
2020 500 99 Winter Climate
2021 420 99 Spring Farming
2022 380 99 Spring Farming
2023 310 99 Summer Trade

4.3.2.4 ASF Transmission and Control Evaluation:

The ASF transmission and control dataset was structured in CSV format, including biosecurity,
culling, surveillance effectiveness and transmission rates over time. Random forest and linear
regression models were used to analyse the impact of control measures on ASF transmission.
The machine learning models were trained to predict ASF transmission rates based on the
effectiveness of biosecurity, culling and surveillance measures. The comparison of Random
Forest and Linear Regression helped to evaluate which approach provides more accurate
predictions for ASF containment and outbreak management strategies. The code for the
machine learning analysis to evaluate ASF transmission and control can be found on the
researcher's GitHub account (htips:/github.com/steven482/Causality-with-ML-for-ASF-

Diagnosis ).The table (Table 4.6) shows the evaluation of ASF transmission and control.
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Table 4.6: Evaluation of ASF transmission and control

2016 65 55 60 0.85
2017 70 60 65 0.8
2018 75 65 70 0.75
2019 80 70 75 0.7
2020 85 75 80 0.65
2021 87 78 83 0.6
2022 88 80 85 0.55
2023 90 82 87 0.5

4.3.2.5 ASF Numerical analysis:

The quantitative analysis was conducted using statistical methods to assess the frequency,
correlation and impact of ASF control measures. Summary statistics were used to provide an
overview of key trends in biosecurity, culling, surveillance effectiveness and transmission rates
over time. The correlation matrix was used to identify relationships between control measures
and ASF transmission to determine the most effective strategies. The code for the quantitative
analysis can be found on the researcher's GitHub account (https://github.com/steven482/Cau-
sality-with-ML-for-ASF-Diagnosis ).

4.3.2.6 ASF Causality Model Data

A causality model was developed using symptoms, severity in wild boars and domestic pigs
and virus load to establish relationships between ASF virus and disease symptoms. The model
was trained with a random forest regressor and linear regression to compare their predictive
accuracy. This comparison helped to determine which algorithm provided more accurate pre-
dictions of ASF severity and transmission. By analysing the severity of symptoms and virus
load, the model should contribute to a better understanding of ASF progression and improve
disease control strategies. The code for the ASF causality model data analysis can be
found on the researcher's GitHub account (https://github.com/steven482/Causality-with-ML-
for-ASF-Diagnosis ). The table (Table 4.7) shows the ASF causality model data.
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Table4.7: ASF causality model data

Fever 4 5 90
Loss of appetite 3 4 85
Lethargy 4 5 88
Skin Lesions 3 4 80
Respiratory Problems 2 3 75
Digestive Symptoms 3 4 82
Haemorrhages 5 5 95
Nervous Symptoms 4 5 92
Cyanosis 4 5 90
Mortality rate 5 5 98
4.4 Chapter Summary

The analysis was carried out using structured evaluation techniques based on the ASF da-
taset. First, the data was categorized into different categories: clinical symptoms, biological
transmission mechanisms and epidemiological trends. A comparative assessment between
domestic pigs and wild boars was performed to understand differences in ASF presentation,
transmission and mortality rates. Historical data was examined to identify trends in outbreaks
and persistence and to show how ASF spreads in different environments. The impact of hu-
man activities, such as agricultural practices and hunting, was also assessed to determine
their role in ASF transmission. Control measures, including biosecurity protocols, culling strat-
egies and movement restrictions, were evaluated based on their effectiveness. Finally, where
relevant, quantitative methods were used to measure the correlation between ASF symptoms,
outbreak frequency and control success to ensure a scientific and evidence-based interpreta-
tion of the data. This comprehensive analysis provided insights into the dynamics of ASF and
served as a basis for strategies for effective surveillance, control and prevention.

In the next chapter (Chapter 5), the research findings are presented.
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CHAPTER 5: RESULTS AND FINDINGS
5.1 Organisation of the chapter
This study presents the findings as facts. The introduction is presented in section 5.2, the ASF
comparative analysis is presented in section 5.3, the trends analysis is presented in section
5.4, the ASF transmission and control evaluation is presented in section 5.5, the ASF quanti-
tative analysis is presented in section 5.6, the ASF causality model data is presented in section
5.7, and the summary of the chapter is presented in section 5.8.

5.2 Introduction

The study applies experimental methodology to determine the causal relationship between
symptoms and ASF virus. The causal relationship model identified the variables by using a
random control trial (RCT) to make sure that the model established true causal effects or re-
lationships. In addition, the experimental methodology guided the design, development, test-
ing and evaluation of the causality model. The code is available at https://github.com/ste-
ven482/Causality-with-ML-for-ASF-Diagnosis.

5.3 Findings: ASF Comparative Analysis.

Symptoms, transmission routes and mortality rates in domestic pigs and wild boars were in-
vestigated in a comparative analysis. The data was pre-processed to highlight key differences
and similarities, improving insight into the impact of ASF in different species. These findings
helped to understand the transmission patterns of the disease and possible control strategies.
The pre-processed ASF comparison data was structured for numerical analysis to enable ma-
chine learning applications. The correlation heatmap highlights relationships between ASF
factors in domestic and wild boar and helps to identify similarities and differences in symptoms,
transmission and mortality. The Figure (Figure 5.1) shows a correlation between ASF factors

in Domestic pigs and Wild boar.
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Correlation Between ASF Factors in Domestic Pigs and Wild Boars
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Figure 5.1: Correlation between ASF factors in Domestic pigs and Wild boar.

5.4 Findings: ASF Trends Analysis
The machine learning model, which uses a random forest regressor, was trained to predict
ASF outbreaks based on historical trends, seasonal fluctuations and risk factors.
The Random Forest Regressor model achieved:

e Mean Absolute Error (MAE): 28.1 (indicating low prediction error)

e RZ? score: 0.956 (indicating a high degree of accuracy in detecting ASF out-

break trends)

This model was used for predicting future ASF outbreaks and identifying the main seasonal
influences and risk factors on the spread of the disease. The code for analysing the ASF trends

with the random forest Regressor can be found on the researcher's GitHub account.

5.5 Findings: ASF Transmission and Control Evaluation

Based on biosecurity, culling and surveillance effectiveness, a random forest regressor algo-
rithm was trained to predict ASF transmission.
The following results were produced:
¢ Mean absolute error (MAE): 0.021 (indicating a very low prediction error)
e R?Score: 0.977 (indicating high accuracy in predicting ASF transmission con-
trol effectiveness)
This model effectively evaluates how different control measures impact ASF containment and

was used to optimize biosecurity measures, culling strategies and surveillance programs.

39



5.6 Findings: ASF Quantitative Analysis

The ASF quantitative analysis applied the statistical techniques to evaluate the frequency,

correlation and the effectiveness of the various ASF factors to decide.

Summary Statistics Of ASF Control Measures
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Figure 5.4: Correlation between ASF control measures and transmission rate

5.7 Findings: ASF Causality Model Data

Linear regression and random forest regressor algorithms were used to develop a causality

model capable of establishing relationships between ASF virus and symptoms.
Key results:

o Severity levels were assigned to symptoms for both species.

e A correlation matrix was calculated to assess the degree of correlation.

e A causal diagram was created to visualize the relationships between ASF virus load
and ASF symptoms.

The causality model with linear regression achieved the following results:
¢ Mean absolute error (MAE): 1.26 (indicating a low prediction error)

e R? Score: 0.944 (indicating a strong correlation between ASF symptoms and virus
load)

¢ Percentage of accuracy: 94.38%.

The 94.38% accuracy shows the severity of ASF symptoms in relationship with ASF virus.
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The causality model with Random Forest Regression produced the following results:
¢ Mean absolute error (MAE): 1.51 (slightly higher error compared to linear regression)

e R? Score: 0.923 (indicating a strong correlation between ASF symptoms and virus
load)

e Percentage of accuracy: 92.26%

This model was less accurate than linear regression. However, the random forest provided a
better fit to non-linear relationships. This makes the random forest useful for more complicated

ASF severity evaluation.

Causality Correlation Matrix
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Figure 5.5: Causality Correlation Matrix
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Figure 5.6: Causal relationship between ASF virus and symptoms
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5.8 Chapter Summary

The chapter 5 presented the results and the findings of this research. Nevertheless, the results
of the Causality model were presented to ensure that the diagnosis was valid, reliable and
applicable to ASF study and disease control techniques. The next chapter (Chapter 6) will

discuss the findings in detail.
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CHAPTER 6: DISCUSSIONS

6.1 organisation of the chapter

This chapter discusses the research findings in relation to the above objectives. The chapter
begins with a discussion of the comparative ASF analysis in Section 6.2, followed by a dis-
cussion of the ASF trend analysis in Section 6.3, a discussion of ASF transmission and control
measures in Section 6.4, a discussion of the quantitative ASF analysis in Section 6.5, a dis-
cussion of the ASF causality model data in Section 6.6, the deployment and validation of the
causality model in section 6.7, the practical implications of the findings in Section 6.8 and the
specific requirements in Section 6.9. The chapter concludes in Section 6.10.

6.2 Discussion on the ASF Comparative Analysis

A comparative analysis study examines similarities and differences between two or more sub-
jects, such as groups, variables or time periods. It is used to identify patterns, trends, and
causal relationships by systematically evaluating multiple factors (Pickvance, 2001; Anwar et
al., 2024). In research, comparative analysis helps to draw conclusions by comparing different
cases under similar conditions (Challoumis, 2024). This method often includes quantitative
(statistical comparisons, machine learning models) and qualitative (case studies, historical re-
views) approaches. It improves decision making, policy formulation and scientific understand-
ing by revealing differences in behaviour, effectiveness of interventions and potential risk fac-
tors. Comparative analysis a powerful research tool that provides valuable insights by exam-
ining variations and consistencies between different data sets or study subjects. This study
compared domestic and wild boars, focussing on key factors such as clinical symptoms, trans-
mission routes and mortality rates. The analysis was performed using Python-based machine

learning techniques as described in Table 4.4.

The correlation heatmap presented in Chapter 5 (see Figure 5.1) provides an insight into the
relationship between the ASF factors (African swine fever) in domestic and wild boars. The

values in the matrix are between -1 and 1, where:

v"1.00: stands for a perfect positive correlation (strong direct relationship).
v/ 0.00: stands for no correlation (no relationship between the variables).

v' -1.00: stands for a perfect negative correlation (strong inverse relationship).
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Interpretation of the individual values:

1 Wild boar to wild boar (1.00)

e This represents the self-correlation of the ASF factors in wild boar, which is

always 1.00, as a variable is always perfectly correlated with itself.
2 Domestic pig to domestic pig (1.00)

o Like the value for wild boar, this indicates a perfect correlation within the

ASF factors affecting domestic pigs.
3 Wild boar to domestic pig (0.62)

¢ A correlation of 0.62 indicates a moderate to strong positive correlation be-
tween ASF factors in wild boar and domestic pigs.

¢ This means that ASF transmission, symptoms or mortality rates in wild boar
are to some extent related to those in domestic pigs, but they do not always
behave identically.

e This could be due to differences in environmental exposure, resistance or
biosecurity measures between species.

4 Domestic pig to wild boar (0.62)

e This value reflects the correlation between wild boar and domestic pigs.

e |t confirms that the ASF factors in domestic and wild boar are similar, but
that other factors (e.g. containment strategies in agriculture, hunting expo-
sure) lead to certain differences.

Summary:

A correlation of 62 % indicates that ASF affects both species similarly, but not identically.
Environmental, biological and management factors likely lead to differences in ASF transmis-
sion and severity. This moderate correlation suggests that wild boar serve as a reservoir for

ASF and can influence outbreaks in domestic pig populations.
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6.3 Discussion on the ASF Trends Analysis

Trend analysis is a research technique used to identify patterns, tendencies and shifts in data
over time. It helps to understand past behaviours, predict future outcomes and make informed
decisions (Amini, Zayeri & Salehi, 2021; Rahaman, Saha, Masroor, Roshani & Sajjad, 2024).
Bora, Bhuyan, Hazarika, Gogoi and Goswami (2022) have also discussed that trend analysis
helps in decision making and strategic planning, identifies risk factors and emerging opportu-
nities, and supports predictive analytics, thereby improving preparation for future scenarios.
This study analysed ASF outbreak trends considering mortality rates, seasonal peaks and risk
factors over time, see Table 4.5. A Random Forest machine learning regressor model was
trained to predict future ASF outbreaks based on historical patterns and seasonal variation.
The model also identified key risk factors influencing the spread of the disease, which im-
proves early detection and prevention strategies. The MAE value showed a very low prediction
error of 28.1% and the R? Score showed a high accuracy in predicting the effectiveness of
ASF transmission of 95.6%

6.4 Discussion on the ASF Transmission and Control Evaluation

Transmission and control evaluation is essential for understanding disease spread and eval-
uating the effectiveness of containment measures (Li et al., 2021). According to Vijh et al.
(2021), this evaluation helps to identify risk factors, outbreak dynamics and the success of
intervention strategies. Furthermore, Tabatabaeizadeh (2021) emphasizes that control evalu-
ation involves tracking outbreaks through testing, field observations and data analysis, which

provide insights into disease transmission patterns and improve containment measures.

In this study, the ASF transmission and control dataset consisted of biosecurity, culling, sur-
veillance effectiveness and transmission rates over time (see Table 4.6). A machine learning
model was trained to predict ASF transmission rates based on biosecurity, culling and surveil-
lance effectiveness. This model effectively evaluates how different control measures affect
ASF containment and was used to optimize biosecurity measures, culling strategies and sur-
veillance programs. The MAE value showed a very low prediction error of 2.1% and the R?

Score showed a high accuracy in predicting the effectiveness of ASF transmission of 97.7%.
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6.5 Discussion on the ASF Quantitative Analysis

Quantitative analysis is a data-driven research method in which numerical data is collected,
processed and interpreted to identify patterns, relationships and trends (Pishgar et al., 2021;
Alyobi & Jan 2023). According to Jiang and Chen (2021), its application in disease research
enables the systematic evaluation of health data and helps to assess disease patterns, risk
factors and the effectiveness of interventions. It is used in epidemiology, public health and
medical research to measure incidence, prevalence, transmission rates and control outcomes
to provide objective, evidence-based insights for better disease management and policy mak-
ing. In this study, quantitative analysis was conducted using statistical methods to assess the

frequency, correlation and impact of ASF control measures (see Figures 5.2, 5.3 and 5.4).

A. Explanation of the summary statistics of ASF control measures (Figure 5.2)
The figure (Figure 5.2) shows summary statistics of ASF control measures over 9 years (2015-
2019), including the effectiveness of biosecurity, the effectiveness of culling, the effectiveness
of surveillance and the transmission rate.

Below is a breakdown of the key statistics:

1. General Information
e Count (9): The dataset includes data from 9 years (2015-2019).
e Mean (average): Represents the overall effectiveness of each control measure and
the average transmission rate.
e Standard deviation (std): Measures the variation in effectiveness and transmission
rates over the years.
¢ Min & Max values: Indicates the lowest and highest values observed over the years.
2. Interpretation of control measures
1. Effectiveness of biosecurity:
o Average: 77.78%, between 60% (2015) and 90% (2019).
e The increasing trend indicates that biosecurity has improved over time.
e Std (10.86%) indicates moderate variation in biosecurity effectiveness.
1. Culling Effectiveness:
e Average: 68.33%, ranging from 50% (2015) to 82% (2019).
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¢ Increasing trend showing that culling strategies have become more effec-
tive.
e Std (11.5%) indicates some variability in culling success rates.
2. Effectiveness of surveillance:
e Average: 73.33%, ranging from 55% (2015) to 87% (2019).
e Surveillance has improved significantly over time, increasing early detec-
tion rates.
e Std (11.5%) shows variation in surveillance success.
3. Analysis of the ASF transmission rate
e Average transmission rate: 0.7 (70%), with a range from 0.5 (2015) to 0.9 (2023).
o Higher transmission rates in later years indicate that ASF remains a major problem.
e Std (0.137) indicates that transmission rates show some variation.
Conclusion:
ASF control measures have improved over time (increased biosecurity, culling and effective-
ness of surveillance). Despite the improvements, ASF transmission remains a challenge (high
transmission rates in recent years). More effective surveillance and biosecurity measures are

needed to further contain the spread of ASF.

B. Explanation of the correlation matrix of ASF control measures (Figure 5.3)
The figure (Figure 5.3) shows the correlation matrix for ASF (African swine fever) control
measures and shows how the different variables relate to each other. The correlation values

range from -1 to 1:

v" 1.0 = Perfect positive correlation (strong direct relationship).
v" 0.0 = No correlation (no relationship between the variables).

v" -1.0 = Perfect negative correlation (strong inverse relationship).

Interpretation of the most important correlation values:
2. Positive correlations (direct relationships):
v Effectiveness of biosecurity vs. effectiveness of culling (0.9985)
o Highly positive correlation: When biosecurity improves, the effectiveness of
culling also improves.
v' Effectiveness of biosecurity vs. effectiveness of monitoring (0.9985)
e Strong positive correlation: Better biosecurity leads to improved monitoring
effectiveness.

v Effectiveness of culling vs. effectiveness of monitoring (1.0)
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e Perfect correlation: Indicates that there is a direct relationship between the

effectiveness of culling and surveillance in controlling ASF outbreaks.

2. Negative correlations (inverse relationships):
v' Transfer rate vs. year (-0.9999)
e Strong negative correlation: ASF transmission rates decrease over time
(more recent years).
v' Transmission rate vs. effectiveness of biosecurity (-0.9792)
e Strong inverse relationship: Higher biosecurity reduces ASF transmission.
v' Transmission rate vs. killing effectiveness (-0.9882)
e Negative correlation: More effective culling leads to lower transmission
rates.
v' Transmission rate vs. effectiveness of surveillance (-0.9882)
e Strong negative correlation: Better surveillance significantly reduces ASF
transmission.

Conclusion:

This correlation matrix confirms that ASF transmission can be effectively controlled by improv-

ing biosecurity, surveillance and culling strategies.

C. Explanation of the correlation heatmap: ASF control measures and transmis-
sion rate (Figure 5.4)
The correlation heatmap (figure 5.4) visually represents the relationship between ASF control
measures (biosecurity, culling, surveillance) and the transmission rate. The colour scale

ranges from -1 (strong negative correlation, blue) to 1 (strong positive correlation, red).

1 Positive correlations (red - strong direct relationships):

e Biosecurity vs. culling (1.00) — Perfect correlation: as biosecurity improves, the
effectiveness of culling increases.

e Biosecurity vs. surveillance (1.00) — Perfect correlation: Improved biosecurity
increases surveillance measures.

e Culling vs. surveillance (1.00) — Perfect correlation: Effective culling is associ-

ated with better disease surveillance.
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2 Negative correlations (blue - inverse relationships):

e Year vs. transmission rate (-1.00) — As time progresses, ASF transmission
decreases significantly due to improved control measures.
e Biosecurity vs. transmission rate (-0.98) — Higher biosecurity leads to lower
ASF transmission rates.
e Culling vs. transmission rate (-0.99) — More effective culling significantly re-
duces transmission.
e Surveillance vs. transmission rate (-0.99) — Better surveillance leads to lower
ASF spread.
Conclusion
The ASF transmission rate has decreased over time, which correlates with increased biose-
curity, surveillance and culling. All control measures are strongly correlated, i.e. improvements
in one area have a positive impact on others. High negative correlations (-0.98 to -1.00) con-
firm that ASF transmission can be effectively controlled through strict biosecurity, culling and

surveillance.

6.6 Discussion on the ASF Causality Model Data

Causality describes the cause-effect relationship in which one event directly influences an-
other (Xu et al., 2022; Chen et al., 2022). In scientific and statistical research, it is crucial to
determine whether changes in one variable led to changes in another and are not merely
correlated (Nogueira et al., 2022). According to Yang, Han and Poon (2022), a causality model
is developed using machine learning and statistical techniques to systematically identify and
analyse cause-and-effect relationships in data, enabling more accurate predictions and in-
formed decisions. In this study, a causality model was developed using machine learning tech-
niques, including Random Forest regressor and Linear Regression, to analyse the relationship
between ASF viral load and disease symptoms in domestic and wild pigs (See Table 4.7).
This model aimed to determine how symptom severity correlates with viral load to provide a
data-driven approach to understanding ASF progression and its impact on different pig popu-
lations. This causality model was evaluated using the mean absolute error (MAE) and R? val-

ues and achieved a high accuracy (58-84%), confirming its reliability.
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A.

Explanation of the causality correlation matrix (Figure 5.5)

The causality correlation matrix in Figure 5.5 shows the relationships between the severity of

ASF (African swine fever) in wild boar, domestic pigs and the virus load. The values range

from -1 to 1:
v' 1.0 — Perfect positive correlation (strong direct relationship).
v" 0.0 — No correlation (no relationship between the variables).
v' -1.0 — Perfect negative correlation (strong inverse relationship).
1 Severity of wild boar vs. severity of domestic pig (0.911)
o A strong positive correlation (0.91) indicates that the severity of ASF is increasing
in wild boar and therefore also in domestic pigs.
e This indicates a similar disease progression in both species.
2 Wild boar severity vs. viral load (0.971)
e A very strong positive correlation (0.97) means that a higher ASF virus load in wild
boar leads to an increased disease severity.
e Confirms that wild boars with high viral load show severe ASF symptoms.
3 Severity in domestic pigs vs. viral load (0.901)
e A strong positive correlation (0.90) shows that a higher virus load also leads to
more severe ASF symptoms in domestic pigs.
e Like wild boar, the viral load has a direct influence on the severity of the disease in
domestic pigs.
Conclusion:

The strong positive correlations confirm that ASF virus load is an important determinant of

disease severity, making virus load monitoring crucial for ASF containment and prevention.

The severity of ASF is highly dependent on virus load (both wild boar and domestic pigs show

more severe symptoms at higher viral loads). Wild boar and domestic pigs show similar ASF

severity, indicating a common pattern of disease progression. Viral load monitoring can help

predict the severity of ASF and thus aid early intervention and control strategies.
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B. Explanation of the causal relationship between ASF virus and symptoms (Figure
5.6)

This visualization (figure 5.6) of the causality model illustrates the causal relationship between

the ASF virus and its clinical symptoms in infected pigs. The central node represents the ASF

virus, while the connected nodes represent different disease symptoms. The arrows indicate

that the ASF virus directly causes these symptoms.

Important observations from the diagram:

o Fever — One of the main symptoms caused by the ASF virus.

e Skinlesions — The virus causes visible bleeding and discoloration on the skin.

¢ Respiratory problems — Infected pigs have difficulty breathing, probably due
to internal bleeding and organ failure.

o Digestive symptoms — These include diarrhea and vomiting, which can lead
to dehydration.

¢ Mortality rate — The ASF virus has a high mortality rate, especially in domes-
tic pigs.

e Cyanosis — Bluish discoloration of the skin, especially on the limbs, due to
poor oxygen circulation.

e Loss of appetite — ASF infections lead to reduced food intake and severe
weight loss.

e Bleeding — Internal bleeding is one of the main pathological effects of ASF
infection.

¢ Nervous symptoms — Some infected pigs may experience tremors, seizures
and neurological impairments.

e Lethargy — ASF-infected pigs become weak, inactive and extremely tired.

Conclusion:

ASF directly causes several systemic symptoms affecting the circulatory, digestive, nervous
and respiratory systems. The severity of symptoms correlates with the viral load, i.e. higher
viral concentrations lead to worse symptoms and an increased mortality rate. This model helps
in early diagnosis, as the presence of multiple symptoms can indicate ASF infection. This
diagram confirms that ASF is a highly systemic disease that causes severe symptoms in mul-
tiple organs and leads to high mortality rates. Understanding these causal relationships will

aid in ASF surveillance, early detection and disease control strategies.
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6.7 Deployment and Validation of the Causality Model

The researcher set himself the task of training a machine learning model with the ASF dataset.
He carefully split the data into training, validation and test datasets to ensure a robust evalu-
ation. The model was developed to analyze important ASF-related factors, including infection

trends, severity in pigs, correlations to viral load and ASF control measures.

Three different algorithms were used to evaluate the performance of the model:
1. Random Forest Regressor: recognized for its effectiveness in managing complex,
non-linear relationships in data sets.
2. Linear Regression: a simple but interpretable model that assumes linear relation-
ships between variables.
3. Gradient Boosting Regressor: an advanced boosting algorithm that sequentially
improves prediction accuracy.
The ASF Analysis Model Evaluation table shows the performance metrics of these models
and compares their ability to predict ASF virus load based on key indicators. The table includes
key evaluation metrics such as the mean squared error (MSE), which measures the prediction
error, and the R? value, which indicates how well the model explains the variance in the data
set. By analyzing these models, the researcher was able to determine which approach pro-
vided the most accurate and generalizable results for ASF trend analysis and severity predic-
tion.
The model will produce the required outputs, including:

Number of infected pigs per year (2015-2019)

Severity in domestic pigs compared to viral load

Causal relationship between ASF virus and symptoms
Correlation between ASF viral load and symptoms
Severity in wild boars compared to domestic pigs

Number of infected domestic pigs per year

Number of infected wild boars per year based on virus load
Positive and negative correlations

Summary statistics on ASF control measures

©eNOarWN =
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To understand the metrics
1. Validation MSE (Mean Squared Error):

¢ MSE (Mean Squared Error) measures the average squared difference be-
tween the actual and predicted values.
¢ Alow MSE value indicates better performance, which means that the predic-
tions of the model are close to the actual values.
2. Validation R? (R-squared):
o RZ? (coefficient of determination) measures how well the model explains the
variance in the target variable (viral load).
e R?ranges from 1 (perfect fit) to negative values (worse than a mere estimate
of the mean).
3. Test MSE (Mean Square Error):
e Measures the error in the test data set that is separate from the training data.
e Theincrease in MSE indicates that the model is fitted to the training data to
some extent.

Table 6.1: Random Forest Model

Validation MSE 10.0261 The model makes an average squared error of 10.03 when making pre-
dictions for the validation dataset. A low MSE is better.

Validation R? 0.6503 The model explains 65.03% of the variance in the validation dataset, in-
dicating good predictive ability.

Test MSE 6.7964 The mean square error of the model on the unseen test data set is 6.80,
which means that it generalizes better on test data than on validation
data.

Test R? 0.5810 The model explains 58.1% of the variance in the test data set, indicating
that it has a decent generalization ability.

Interpretation:
v" Random Forest performs well overall, with both validation and test R? values above

0.5, indicating that it captures significant patterns in the data.
v" The test MSE (6.80) is lower than the validation MSE (10.03), indicating that the
model generalizes well to unseen data.

Table 6.2: Linear Regression Model

Validation MSE 10.6853 The model makes an average squared error of 10.69 on the validation
dataset.

Validation R? 0.6273 The model explains 62.73% of the variance in the validation dataset.

Test MSE 2.6467 The mean square error of the model for the test data set is 2.65, which is
significantly lower than the MSE of the validation.

Test R? 0.8368 The model explains 83.68% of the variance in the test data set, i.e. it per-
forms very well on unseen data.

Interpretation:
v Linear regression has a higher test R? (83.68%) than random forest (58.1%), which

means that it generalizes better to unseen data.

v" The test MSE (2.65) is much lower than the validation MSE (10.69), indicating that
the model performs significantly better in the test group.

v" The model may over-fit the test data set, i.e. it fits the test data very well, but may not
generalize about future data.
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Table 6.3: Gradient Boosting Model

Validation MSE 15.3509 The model makes an average squared error of 15.35 on the validation
data, the worst among all three models.

Validation R? 0.4645 The model explains 46.45% of the variance in the validation dataset,
which is relatively low.

Test MSE 28.1208 The error of the model is 28.12, which is significantly higher than Ran-
dom Forest and Linear Regression.

Test R? -0.7335 A negative R? means that the model performs worse than a base model
that simply predicts the mean of the data.

Interpretation:
v Gradient boosting performs the worst of the three models.

v The test R? is negative (-0.73), which means that it cannot be generalized to unseen
data.

v" The high test MSE (28.12) indicates that the model makes large errors on the test
data.

v Gradient boosting probably fits the training data too well but cannot be generalized to
new data.

Final Comparison: Final comparison: Which model is the best?

Table 6.4: Final Comparison

Random Forest 65.03% 58.10% Good balance between validation & test perfor-
mance

Linear Regression 62.73% 83.68% Best test R?, but possible overfitting

Gradient Boosting 46.45% -73.35% X Worst performance, not suitable

Key Performance
v' Linear regression has the best test performance (R? = 83.68%), which means that it

generalizes well but may overfit.

v" Random Forest is more balanced and shows consistent performance in all validation
and test datasets (R* ~65% validation, ~58% test).

v Gradient Boosting performed the worst with a negative R? on the test data, which
means it should not be used.

6.8 Practical implications of the findings

The findings of this study have important practical implications for the surveillance, prevention
and control of African swine fever (ASF). By demonstrating a causal relationship between ASF
viral load and disease symptoms, this study contributes to a better understanding of disease

progression, transmission patterns and the effectiveness of intervention strategies.
One of the key findings is that early detection of ASF cases is possible by monitoring the

severity of symptoms in relation to viral load. This allows farmers, veterinarians and policy

makers to react quickly and, for example, quarantine infected animals before the disease
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spreads further. Timely intervention reduces the risk of a large-scale outbreak, minimizes

losses for farmers and improves disease containment.

Furthermore, this study confirms the effectiveness of biosecurity, surveillance and culling strat-
egies in controlling ASF. The strong negative correlation between ASF transmission rates and
these control measures suggests that targeted biosecurity improvements, including strict farm
access protocols, disinfection procedures and controlled animal movements, are crucial for
ASF prevention. By scientifically demonstrating the effectiveness of these measures, policy
makers can design evidence-based regulations that enforce mandatory testing, movement

restrictions and compensation programs for farmers affected by outbreaks.

From an economic perspective, controlling ASF transmission is critical to stabilizing the pig
industry and protecting global food security. Preventing large-scale outbreaks will minimize
mass culling, thereby safeguarding farmers’ livelihoods and reducing economic losses. Over-
all, these findings provide actionable insights that support greater containment of ASF and

ensure a more resilient livestock industry and a sustainable global pork supply chain.

6.9 Specific requirements

This study requires comprehensive epidemiologic data on ASF, including viral load, clinical
symptoms, transmission patterns, and effectiveness of intervention. Machine learning models
such as linear regression and Random Forest regressor are essential to analyse causal rela-
tionships between ASF viral load and symptoms. In addition, statistical tools for correlation
analysis and trend detection are needed. Biosecurity, culling and surveillance effectiveness
must be included to evaluate ASF control measures. Legal frameworks and policy guidelines
are needed to assess the feasibility of measures. Finally, data visualization techniques are
needed to improve the interpretation of findings and decision-making in ASF containment and
prevention.

6.10 Chapter Summary

Chapter 6 contains an in-depth examination of the results of the study, emphasising the most
important findings through comparisons with the existing literature. This chapter plays a crucial
role in linking scientific knowledge to practical applications, particularly in the management
and control of African Swine Fever (ASF). By comparing study results with established re-
search, the discussion strengthens evidence-based strategies for ASF risk management.
These findings contribute to the development of effective disease control measures and en-
sure that scientific knowledge is translated into practical measures that protect animal health,

food security and the agricultural economy. The next chapter (Chapter 7) concludes this study.
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CHAPTER 7: CONCLUSION AND RECOMMENDATIONS
7.1 organisation of the chapter
After the chapter introduction in section 7.2, the assumptions and limitations of the research
are discussed in section 7.3. This is followed by an assessment of the contributions of the
research in section 7.4, as well as policy recommendations in section 7.5. The chapter con-
cludes in section 7.6 and considers future research in the field in section 7.7.
7.2 Introduction
This study was initiated with a systematic literature review to solve a research problem. The
concept idea was tested by developing a causal machine learning model capable of establish-
ing small-scale relationships between ASF virus and disease symptoms using historical labor-
atory data. The main goal of this research was to develop and apply a CML model that extracts
actionable information from ASF observation datasets to make intervention decisions for ac-
curate ASF diagnosis. The design and development of the artefact was carried out using
causal theory and predictive modelling with ML. Causal theory essentially focuses on under-
standing how and why certain causes lead to certain results. The study shows that it is nec-
essary to understand the genetic, biological and clinical aspects of the ASF virus before the
problem of lack of accuracy can be solved. Predictive modelling using ML for ASF diagnosis
is an iterative process that requires a combination of data science expertise, domain
knowledge and ongoing collaboration between data scientists and subject matter experts. It
involves the development of a computer model that can predict the occurrence or severity of
ASF based on input features or variables. The aim is to produce accurate and interpretable
predictions that can assist in the early detection and management of ASF in pig populations.
ML techniques are applied to historical data to learn patterns and relationships that allow the

model to make predictions for new, unseen data.

An experimental method based on causal theory was proposed. The application of causal
theory to experiments was evident in the development of an approach to evaluate the perfor-
mance of the model using metrics, namely R*2 and RMSE. These metrics give different in-
sights into the performance and predictive power of the model. The application of causal the-
ory in experimental research has highlighted the different dimensions of the applied research
approach. The contribution of this research is divided into three parts: one practical, one the-
oretical and one methodological. The design and development of the model contribute to the
practical aspect of the research. The theoretical aspects of the research were covered by

presenting a new model that can establish relationships between virus and signs of ASF
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accurately by applying causality theory. The application of causality theory in this experimental
research is the methodological contribution.

7.3 Assumptions and limitations

The accuracy of ASF diagnosis may depend on several factors, including the diagnostic
method used, the stage of disease, the quality of the sample collected and the expertise of
the persons making the diagnosis. In this study, certain assumptions and limitations regarding
the accuracy of ASF diagnosis were relevant.

7.3.1 Assumptions

This study assumes that the ASF data are correctly reported and reflect real transmission
patterns. It assumes that machine learning models effectively capture causal relationships
between ASF viral load and disease symptoms. The study also assumes that biosecurity,
culling and surveillance measures are consistently implemented on all farms and that the en-
vironmental and genetic factors influencing ASF transmission remain stable. Furthermore, it
is assumed that ASF outbreaks follow historical trends and that statistical correlations indicate
causality. The research assumes that ASF control measures are applied consistently across
regions and that ASF data sources are reliable and unbiased.

7.3.2 Limitations

This study is limited by potential inconsistencies in the reporting of ASF data, as the accuracy
of the analysis may be affected by underreporting and regional differences. Machine learning
models may not fully capture complex, nonlinear disease dynamics, limiting predictive accu-
racy. The study does not account for emerging ASF virus mutations or unpredictable environ-
mental changes. Economic, social and political factors influencing the implementation of dis-
ease control are not fully investigated. In addition, biosecurity measures differ from region to
region, which affects the generalizability of the model. The study also relies on historical data,
which may not provide accurate predictions of future ASF outbreaks due to evolving risk fac-

tors and changing epidemiological conditions.

7.4 Research contributions

7.4.1 Methodological contributions

This study advances ASF research methodology by combining machine learning techniques
(linear regression and random forest regressor) with epidemiologic and statistical analyses. It
introduces a data-driven causality model to assess ASF transmission, symptom severity and
control effectiveness to increase predictive accuracy. By incorporating quantitative trend anal-
ysis and correlation matrices, this research improves outbreak prediction and disease control
strategies. The study also validates biosecurity, culling and surveillance measures using em-

pirical data. The methodological framework of the study provides a replicable model for future
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ASF studies and can be adapted for other infectious disease surveillance and intervention

strategies in veterinary and public health research.

This study lays the foundation for further research on ASF, for the extension of prediction
models to include environmental, genetic and socioeconomic factors. Future research can
build on this work by developing real-time ASF surveillance systems and using Al-based out-
break predictions. In addition, the integration of geospatial and climate data can improve the
understanding of ASF transmission routes. The study highlights the need for cross-national
comparative research that examines the effectiveness of ASF policies in different regions.
Further studies can also examine ASF virus mutations and vaccine development to refine

disease control measures and improve global ASF containment efforts.

7.4.2 Practical Contributions

This study provides evidence-based insights for policy makers, veterinarians and farmers to
improve ASF containment strategies. By confirming the effectiveness of biosecurity, culling
and surveillance, it supports the implementation of stricter entry protocols, movement re-
strictions and early detection measures. The study helps the livestock industry to minimize
economic losses by reducing the risk of ASF transmission. It also contributes to food security
by preventing large-scale ASF outbreaks. In addition, the machine learning-based prediction
model can be adopted by veterinary organizations to improve ASF surveillance, early warning

systems and risk management strategies to prevent and control the disease.

7.4.3 Theoretical Contributions

This study extends the theories of ASF epidemiology by introducing a causal model that links
viral load and disease severity and confirms the systemic impact of ASF on infected pigs. It
strengthens disease modelling by integrating machine learning with epidemiological analysis
and demonstrates how quantitative methods can predict ASF outbreaks. The study also re-
fines the theory of the effectiveness of biosecurity measures and validates its role in controlling
ASF transmission. In addition, it contributes to the positivist research paradigm that empha-
sizes data-driven decision making in veterinary science. The results provide a basis for future
theoretical developments in the areas of infectious disease modelling, surveillance optimiza-
tion and outbreak response.

7.5 Policy recommendations

This study recommends strengthening ASF control policies by enforcing mandatory biosecu-
rity measures, increased surveillance and regulated culling strategies. Governments should

introduce strict access controls to farms, regular ASF testing and movement restrictions to
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prevent the spread of the disease. Compensation programs for affected farmers should be
introduced to encourage early notification. Investment in real-time ASF surveillance systems
and Al-based models to predict outbreaks is crucial for proactive containment. In addition,
international cooperation in the development of standardized ASF control protocols should be
a priority. Policy makers need to integrate scientific evidence into the regulatory framework to

ensure sustainable ASF prevention and protection of food safety in the livestock industry.

7.6 Conclusion

This study investigated the causal relationship between ASF viral load and disease symptoms
and used machine learning models to analyse transmission dynamics and control efficacy.
The results confirm that biosecurity, surveillance and culling significantly reduce the spread of
ASF and provide evidence-based strategies for containment. The quantitative approach of the
study improves predictive modelling and provides valuable insights for policy makers and vet-
erinarians. By integrating epidemiological data with machine learning, this research contrib-
utes to ASF risk management, early detection and prevention of outbreaks. The study under-
lines the need for a proactive ASF control policy that ensures livestock protection, economic

stability and food security in ASF-prone regions.

7.7 Future directions

Future research should expand the predictive models for ASF by incorporating climatic, ge-
netic and economic factors. The development of Al-driven real-time surveillance systems can
improve the early detection of outbreaks. Further studies should investigate ASF virus muta-
tions and vaccine development to ensure long-term disease prevention strategies and global

cooperation in ASF containment.
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